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Chapter 6
Alternative Asset Pricing Models

6.1 Empirical Validity of the CAPM

The last chapter showed that the practical difficulties of implementing the
CAPM approach are surmountable. Conceptual and empirical problems
remain, however.

At the conceptual level, the CAPM has been submitted to criticisms by
academicians and practitioners. Contrary to the core assumption of the CAPM,
investors may choose not to diversify, and bear company-specific risk if
abnormal returns are expected. A substantial percentage of individual investors
are indeed inadequately diversified. Short selling is somewhat restricted, in
violation of CAPM assumptions. Factors other than market risk (beta) may
also influence investor behavior, such as taxation, firm size, and restrictions
on borrowing.

At the empirical level, there have been countless tests of the CAPM to
determine to what extent security returns and betas are related in the manner
predicted by the CAPM. The results of the tests support the idea that beta is
related to security returns, that the risk-return tradeoff is positive, and that
the relationship is linear. The contradictory finding is that the risk-return
tradeoff is not as steeply sloped as predicted by the CAPM. With few excep-
tions, the empirical studies agree that the implied intercept term exceeds the
risk-free rate and the slope term is less than predicted by the CAPM. That
is, low-beta securities earn returns somewhat higher than the CAPM would
predict, and high-beta securities earn less than predicted. This is shown pictori-
ally in Figure 6-1. A CAPM-based estimate of cost of capital underestimates
the return required from low-beta securities and overstates the return required
from high-beta securities, based on the empirical evidence. Brealey, Myers,
and Allen (2006), among many others,! provide recent empirical evidence
very similar to the relationship depicted in Figure 6-1. This is one of the most

! For a summary of the empirical evidence on the CAPM, see Jensen (1972) and
Ross (1978). The major empirical tests of the CAPM were published by Friend
and Blume (1975), Black, Jensen, and Scholes (1972), Miller and Scholes (1972),
Blume and Friend (1973), Blume and Husic (1973), Fama and Macbeth (1972),
Basu (1977), Reinganum (1981B), Litzenberger and Ramaswamy (1979), Banz
(1981), Gibbons (1982), Stambaugh (1982), Shanken (1985), Black (1993), and
Brealey, Myers, and Allen (2006). Evidence in the Canadian context is available
in Morin (1980, 1981).
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long-term risk-free rate version of the CAPM has a higher intercept and a
flatter slope than the short-term risk-free version which has been tested. Thus,
it is reasonable to apply a conservative alpha adjustment. Moreover, the
lowering of the tax burden on capital gains and dividend income enacted in
2002 may have decreased the required return for taxable investors, steepening
the slope of the ECAPM risk-return trade-off and bring it closer to the CAPM
predicted returns.”

To illustrate the application of the ECAPM, assume a risk-free rate of 5%,
a market risk premium of 7%, and a beta of 0.80. The Empirical CAPM
equation (6-6) above yields a cost of equity estimate of 11.0% as follows:

K = 5% + 0.25 (12% — 5%) + 0.75 X 0.80 (12% — 5%)
5.0% + 1.8% + 4.2%

= 11.0%

I

I

As an alternative to specifying alpha, see Example 6-1.

Some have argued that the use of the ECAPM is inconsistent with the use
of adjusted betas, such as those supplied by Value Line and Bloomberg. This
is because the reason for using the ECAPM is to allow for the tendency of
betas to regress toward the mean value of 1.00 over time, and, since Value
Line betas are already adjusted for such trend, an ECAPM analysis results
in double-counting. This argument is erroneous. Fundamentally, the ECAPM
is not an adjustment, increase or decrease, in beta. This is obvious from the
fact that the expected return on high beta securities is actually lower than that
produced by the CAPM estimate. The ECAPM is a formal recognition that
the observed risk-return tradeoff is flatter than predicted by the CAPM based
on myriad empirical evidence. The ECAPM and the use of adjusted betas
comprised two separate features of asset pricing. Even if a company’s beta
is estimated accurately, the CAPM still understates the return for low-beta
stocks. Even if the ECAPM is used, the return for low-beta securities is
understated if the betas are understated. Referring back to Figure 6-1, the
ECAPM is a return (vertical axis) adjustment and not a beta (horizontal
axis) adjustment. Both adjustments are necessary. Moreover, recall from
Chapter 3 that the use of adjusted betas compensates for interest rate sensitivity
of utility stocks not captured by unadjusted betas.

13 The lowering of the tax burden on capital gains and dividend income has no impact
as far as non-taxable institutional investors (pension funds, 401K, and mutual funds)
are concerned, and such investors engage in very large amounts of trading on
security markets. It is quite plausible that taxable retail investors are relatively
inactive traders and that large non-taxable investors have a substantial influence on
capital markets.
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___——-T 3 expectations relative to history, historical growth rates become suspect as a
. measure of investor expectations.
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* Yet another issue associated with historical growth is that reliance on history to
Gt " measure investor expectations renders the replication of that growth a self-fulfilling
ietained Fiats o - prophecy. Reliance on forecast growth rates avoids this inherent circularity.
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- storical information provides a primary foundation for expectations, investors
use additional information to supplement past growth rates. Extrapolating
t history alone without consideration of historical trends and anticipated
omic events would assume either that past rates will persist over time
ot that investors’ expectations are based entirely on history.

).4 Growth Estimates: Analysts’ Forecasts

ifice investor growth expectations are the quantities desired in the DCF
bdel, the use of forecast growth published by investment services merits
ous consideration. The growth rates assumed by investors can be deter-
ed by a study of the analyses of future earnings and projected long-run
rates made by the investment community. The anticipated long-run
rates actually used by institutional investors to determine the desirabil-
hvesting in different securities influence investors’ growth anticipations.
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om all the analysts that follow the company
measures the consensus expectation of the investment community for that
company. In most cases, it is necessary to use earnings forecasts rather than
dividend forecasts due to the extreme scarcity of dividend forecasts compared
to the widespread availability of earnings forecasts. Given the paucity and
variability of dividend forecasts, using the latter would produce unreliable
DCE results. In any event, the use of the DCF model prospectively assumes
constant growth in both earnings and dividends. Moreover, as discussed below,
there is an abundance of empirical research that shows the validity and superior-
ity of earnings forecasts relative to historical estimates when estimating the

cost of capital.

The average growth rate estimate fr

s is a test of whether they are typical of
le, 10 out of 15 analysts forecast growtk
in the 7%—9% range, the probability is high that their analysis reflects ¢
degree of consensus in the market as a whole. As a side note, the lack of
uniformity in growth projections is a reasonable indicator of higher risk
Chapter 3 alluded to divergence of opinion amongst analysts as a valid risk indi

cator.

The uniformity of growth projection
the market as a whole. If, for examp

Because of the dominance of institutional investors and their influence o
f long-run growth rates provide .

individual investors, analysts’ forecasts O

sound basis for estimating required returns. Financial analysts exert a stron
influence on the expectations of many investors who do not possess th
resources to make their own forecasts, that is, they are a cause of g. Th
accuracy of these forecasts in the sense of whether they turn out to be correx
is not at issue here, as long as they reflect widely held expectations. As lon
as the forecasts are typical and/or influential in that they are consistent wit
current stock price levels, they are relevant. The use of analysts’ forecasts i
the DCF model is sometimes denounced on the grounds that it is difficult
forecast earnings and dividends for only one year, let alone for Iongerﬁﬁ
periods. This objection is unfounded, however, because it is present mvesg
expectations that are being priced; it is the consensus forecast that is embeddt
in price and therefore in required return, and not the future as it will tum 0

to be.
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that follow the company ~ includes many ad hoc forecasts from statistical models, ranging from the

nt community for that ~ naive methods of simple averages, moving averages, etc. to the sophisticated

:gs forecasts rather than | time-series techniques such as the Box-Jenkins modeling techniques. The

literature suggests that analysts’ earnings forecasts incorporate all the public
information available to the analysts and the public at the time the forecasts
. are released. This finding implies that analysts have already factored historical
- growth trends into their forecast growth rates, making reliance on historical
. growth rates somewhat redundant and, at worst, potentially double counting
- growth rates which are irrelevant to future expectations. Furthermore, these
. forecasts are statistically more accurate than forecasts based solely on historical
~ earnings, dividends, book value equity, and the like.
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Given the paucity and
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yver, as discussed below,
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- Summary of Empirical Research

d ‘g,hnportant papers include Brown and Rozeff (1978), Cragg and Malkiel (1968,
. 1982), Harris (1986), Vander Weide and Carleton (1988), Lys and Sohn
 (1990), and Easterwood and Nutt (1999).

e study by Brown and Rozeff (1978) shows that analysts, as proxied by
Value Line analysts, make better forecasts than could be obtained using only
‘historical data, because analysts have available not only past data but also a
knowledge of such crucial factors as rate case decisions, construction programs,
w products, cost data, and so on. Brown and Rozeff test the accuracy of
ysts” forecasts versus forecasts based on past data only, and conclude that
evidence of superior analyses means that analysts’ forecasts should be
in studies of cost of capital. Their evidence supports the hypothesis that
e Line analysts consistently make better predictions than historical time-
models.

s and their influence on
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t they are consistent Wi
e of analysts’ forecas
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:ause it is present inV
; forecast that is em
e future as it will @

g the IBES consensus earnings forecasts as proxies for investor expecta-
n, Harris (1986) estimates the cost of equity using expected rather than
lorical earnings growth rates. In his review of the literature on financial
Balysts’ forecasts, Harris concludes that a growing body of knowledge shows
ysts’ earnings forecasts are indeed reflected in stock prices. Elton,
and Gultekin (1981) show that stock prices react more to changes in
8ts’ forecasts of earnings than they do to changes in earnings themselves,

asts ting the usefulness of analysts’ forecasts as surrogates for market expec-
owth fore S In an extensive National Bureau of Economic Research study using
strate that gr ¥StS* eamings forecasts, Cragg and Malkiel (1982) present detailed empiri-

te source of DCE
ions and are More.
studies show that m
. on historic data ©

Vidence that the average analyst’s expectation is more similar to expecta-
ing reflected in the marketplace than historical growth rates, and that
the best possible source of DCF growth rates. The authors show that
! growth rates do not contain any information that is not already
in analysts’ growth forecasts. They conclude that the expectations

nalysts’ earnings . :
Y Wall Street professionals get quickly and thoroughly impounded

istory. This latter 3
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into the prices of securities and that the company valuations made by analysts
are reflected in security prices.

Vander Weide and Carleton (1988) update the Cragg and Malkiel study and
find overwhelming evidence that the consensus analysts’ forecasts of future
growth is superior to historically oriented growth measures in predicting the
firm’s stock price. Their results also are consistent with the hypothesis that
investors use analysts’ forecasts, rather than historically oriented growth calcu-
Jations, in making stock buy-and-sell decisions. A study by Timme and Eise-

man (1989) produced similar results.

Using virtually all publicly available analyst earnings forecasts for a large
sample of companies (over 23,000 individual forecasts by 100 analyst firms),
Lys and Sohn (1990) show that stock returns respond to individual analyst
earnings forecasts, even when they are closely preceded by earnings forecasts
made by other analysts or by corporate accounting disclosures. Using actual
and IBES data from 1982-1995, Easterwood and Nutt (1999) regress the
analysts’ forecast errors against either historical earnings changes or analysts’
forecasting errors in the prior years. Results show that analysts tend to under-
react to negative earnings information, but overreact to positive eamnings

information.

The more recent studies provide evidence that analysts make biased forecas
and misinterpret the impact of new information." For example, several studi
in the early 1990s suggest that analysts either systematically underreact
overreact to new information. Easterwood and Nutt (1999) discriming
between these different reactions and reported that analysts underreact |
negative information, but overreact to positive information. The recent studi
do not necessarily contradict the earlier literature. The earlier research fi
on whether analysts’ earnings forecasts are better at forecasting future ea
than historical averages, whereas the recent literature investigates whethi
analysts’ earnings forecasts are unbiased estimates of future earning$
possible that even if the analysts’ forecasts are biased, they are still close:
future earnings than the historical averages, although this hypothesis
been tested in the recent studies. One way to assess the concern that ana
forecasts may be biased upward is to incorporate into the analysis the

forecasts of independent research firms, such as Value Line, in addits
the analyst consensus forecast. Unlike investment banking firms and |
brokerage firms, independent research firms such as Value Line hay
incentive to distort earnings growth estimates in order to bolster in

common stocks.

ysts’ forecaS_tS'
Fried and Givo
d Gould (1!

1! Other relevant papers corroborating the superiority of anal
ors of future returns versus historical growth rates include:
Moyer, Chatfield and Kelley (1985), and Gordon, Gordon an
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- Some argue that analysts tend to forecast earnings growth rates that exceed
those actually achieved and that this optimism biases the DCF results upward.
The magnitude of the optimism bias for large rate-regulated companies in
stable segments of an industry is likely to be very small. Empirically, the
severity of the optimism problem is unclear for regulated utilities, if a problem
exists at all. It is interesting to note that Value Line forecasts for utility
companies made by independent analysts with no incentive for over- or
understating growth forecasts are not materially different from those published
by analysts in security firms with incentives not based on forecast accuracy,
and may in fact be more robust. If the optimism problem exists at all, it can
. be circumvented by relying on multiple-stage DCF models that substitute
~ long-term economic growth for analysts’ growth forecasts in the second and/
or third stages of the model.

Empirical studies have also been conducted showing that investors who rely

primarily on data obtained from several large reputable investment research

houses and security dealers obtain better results than those who do not.2

us, both empirical research and common sense indicate that investors rely

narily on analysts’ growth rate forecasts rather than on historical growth
tes alone.

zally, one could decide which analysts make the most reliable forecasts and
n confine the analysis to those forecasts. This would be impractical since
eliable data on past forecasts are generally not available. Moreover, analysts
With poor track records are replaced by more competent analysts, so that a
o0r forecasting record by a particular firm is not necessarily indicative of
or future forecasts. In any event, analysts working for large brokerage firms
ically have a following, and investors who heed a particular analyst’s
endations do exert an influence on the market. So, an average of all
available forecasts from large reputable investment houses is likely to
duce the best DCF growth rate.

wth rate forecasts are available online from several sources. For example,
e Line Investment Analyzer, IBES (Institutional Brokers’ Estimate Sys-
Zacks Investment Research, Reuters, First Call, Yahoo Finance, and
X Web sites provide analysts’ earnings forecasts on a regular basis by
ting on the results of periodic (usually monthly) surveys of the earnings
wih forecasts of a large number of investment advisors, brokerage houses,
Lother firms that engage in fundamental research on U.S. corporations.
firms include most large institutional investors, such as pension funds,
and insurance companies. Representative of industry practices, the
vestment Research Web site is a central location whereby investors

nples of these studies include Stanley, Lewellen and Schlarbaum (1981) and
Ross Co. (1982).
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are able to research the different analyst estimates for any given stock without
necessarily searching for each individual analyst. Zacks gathers and compiles
the different estimates made by stock analysts on the future earnings for the
majority of U.S. publicly traded companies. Estimates of earnings per share
for the upcoming 2 fiscal years, and a projected 5-year growth rate in such
earnings per share are available at monthly intervals. The forecast 5-year
growth rates are normalized in order to remove short-term distortions. Forecasts
are updated when analysts formally change their stated predictions.

Exclusive reliance on a single analyst’s growth forecast runs the risk of being
unrepresentative of investors’ consensus forecast. One would expect that
averages of analysts’ growth forecasts, such as those contained in IBES or
Zacks, are more reliable estimates of investors’ consensus expectations likely
to be impounded in stock prices.” Averages of analysts’ growth forecasts
rather than a single analyst’s growth forecasts are more reliable estimates of

investors’ consensus expectations.

One problem with the use of published analysts’ forecasts is that some forecasts
cover only the next one or two years. If these are abnormal years, they may
not be indicative of longer-run average growth expectations. Another problem
is that forecasts may not be available in sufficient quantities or may no
available at all for certain utilities, for example water utilities, in which case
alternate methods of growth estimation must be employed.

Some financial economists are uncomfortable with the assumption that ¢
DCF growth rates are perpetual growth rates, and argue that above ave
growth can be expected to prevail for a fixed number of years and then
growth rate will settle down to a steady-state, long-run level, consistent
that of the economy. The converse also can be true whereby below-a
growth can be expected to prevail for a fixed number of years and

growth rate will resume a higher steady-state, long-run level. Extended
models are available to accommodate such assumptions, and were disc

in Chapter 8.

Earnings versus Dividend Forecasts

Casual inspection of the Zacks Investment Research, First Call Th
and Multex Web sites reveals that earnings per share forecasts dom
information provided. There are few, if any, dividend growth forec

Value Line provides comprehensive long-term dividend growth foreca
wide availability of earnings forecasts is not surprising. There is an a
of evidence attesting to the importance of earnings in assessing

3 The earnings growth rates published by Zacks, First Call, Reuters, Value L

IBES contain significant overlap since all rely on virtually the same P
institutional analysts who provide such forecasts.
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I
any given stock without 7 expectations. T.'he shee.r volume of e@ngs forccl:asts available from the invesF-
ks gathers and compiles ment community relative to the scarcity of dividend forecasts attests to their
importance. The fact that these investment information providers focus on
growth in earnings rather than growth in dividends indicates that the investment
community regards earnings growth as a superior indicator of future long-
term growth. Surveys of analytical techniques actually used by analysts reveal
the dominance of earnings and conclude that earnings are considered far more
important than dividends. Finally, Value Line’s principal investment rating
~ assigned to individual stocks, Timeliness Rank, is based primarily on earnings,
~ accounting for 65% of the ranking.
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'5 Historical Growth Rates Versus Analysts’ Forecasts

- Obviously, historical growth rates as well as analysts’ forecasts provide rele-
~ vant information to the investor with regard to growth expectations. Each
- proxy for expected growth brings information to the Jjudgment process from
. adifferent light. Neither proxy is without blemish; each has advantages and
s ortcomings. Historical growth rates are available and easily verifiable, but
“may no longer be applicable if structural shifts have occurred. Analysts’
owth forecasts may be more relevant since they encompass both history
d current changes, but are nevertheless imperfect proxies.
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Growth Estimates: Sustainable Growth
Method

he third method of estimating the growth component in the DCF model,
mately referred to as the ‘‘sustainable growth’” or ‘‘retention ratio’’
0d, can be used by investment analysts to predict future growth in earnings
dividends. In this method, the fraction of earnings expected to be retained
€ company, b, is multiplied by the expected return on book equity, r, to
ce the growth forecast. That is,

g=bxr

neeptual premise of the method, enunciated in Chapter 8, Section 8.4,
future growth in dividends for existing equity can only occur if a
of the overall return to investors is reinvested into the firm instead
distributed as dividends.

wrch, First Call Thomps
1are forecasts dominate &
end growth forecasts.
idend growth forecasts. £
sing. There is an apun an
ngs in assessing I0VE

g-.

mple, if a company earns 12% on equity, and pays all the earnings
dividends, the retention factor, b, is zero and earnings per share will
SIOW for the simple reason that there are no increments to the asset base
%ase). Conversely, if the company retains all its earnings and pays no
» 1t would grow at an annual rate of 12%. Or again, if the company
% on equity and pays out 60% of the earnings in dividends, the

Call, Reuters, Value !
irtually the same popul
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models, such as the Arbitrage Pricing Model (APM) and the Fama-French
Three-Factor Model, assert that there are several broad factors that influence
security returns and formally quantify the impact of these factors on security
returns. What weights should be assigned to the competing approaches? Who
is the winner? The quick answer is that all the relevant capital market data
and financial theories available should be used in estimating the cost of capital.

15.2 Use of Multiple Methods

There are four broad generic methodologies available to measure the cost of
equity: DCF, Risk Premium, and Capital Asset Pricing Model (CAPM), which
are market-oriented, and Comparable Earnings, which is accounting-oriented.
Each generic market-based methodology in turn contains several variants: For
example, the Empirical CAPM and the Fama-French Three-Factor Model are
sub-species of the CAPM methodology. The multiple-stage DCF model is a
variation of the generic DCF approach.

Each methodology requires the exercise of considerable judgment on the
reasonableness of the assumptions underlying the methodology and on the
reasonableness of the proxies used to validate the theory. The inability of the
DCF model to account for changes in relative market valuation, discussed
below, is a vivid example of the potential shortcomings of the DCF model
when applied to a given company. Similarly, the inability of the CAPM to
account for variables that affect security returns other than beta tarnishes its use.

No one individual method provides the necessary level of precision for deter-
mining a fair return, but each method provides useful evidence to facilitate
the exercise of an informed judgment. Reliance on any single method or preset
formula is inappropriate when dealing with investor expectations because
of possible measurement difficulties and vagaries in individual companies’
market data.

Examples of such vagaries include dividend suspension, insufficient or unrep-
resentative historical data due to a recent merger, increased competition,
impending merger or acquisition, and a new corporate identity due to restruc-
turing activities. To illustrate, there were difficulties in applying cost of capital
methodologies while the electric utility industry was experiencing structural
change in the late 1990s and early 2000s. The traditional cost of equity
estimation methodologies were difficult to implement during the fast-changing
circumstances of the electric utility industry during that period. This is because
utility company historical data had become less meaningful for an industry
in a state of change. Past earnings and dividend trends were simply not
indicative of the future. For example, historical growth rates of earnings and
dividends had been depressed by eroding margins due to a variety of factors,
including structural transformation and the transition to a more competitive
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environment. As a result, historical data were not representative of the future
long-term earning power of these companies. Moreover, historical growth
rates were not representative of future trends for several electric utilities
involved in mergers and acquisitions, as these companies going forward were
not the same companies for which historical data were available. A similar
argument applied to historical risk measures. Historical risk measures, such
as beta, were downward-biased in assessing the current industry risk circum-
stances.

As a general proposition, it is extremely dangerous to rely on only one generic
methodology to estimate equity costs. The difficulty is compounded when
only one variant of that methodology is employed. It is compounded even
further when that one methodology is applied to a single company. Hence,
several methodologies applied to several comparable-risk companies should
be employed to estimate the cost of common equity. The advantage of using
several different approaches is that the results of each one can be used to
check the others. If the cost of equity estimation process is limited to one
methodology, such as DCF or CAPV, it may severely bias the results. One
major problem that results from using only one methodology is the lack of
corroborating evidence. There is simply no objective cross check on the resuit.
All the market data and financial theories available should be used in making
an estimate.

There is no single model that conclusively determines or estimates the expected
return for an individual firm. Each methodology possesses its own way of
examining investor behavior, its own premises, and its own set of simplifica-
tions of reality. Each method proceeds from different fundamental premises
that cannot be validated empirically. Investors do not necessarily subscribe
to any one method, nor does the stock price reflect the application of any
one single method by the price-setting investor. There is no monopoly as to
which method is used by investors. In the absence of any hard evidence as
to which method outdoes the other, all relevant evidence should be used and
weighted equally, in order to minimize judgmental error, measurement error,
and conceptual infirmities. A regulator should rely on the results of a variety
of methods applied to a variety of comparable groups, and not on one particular
method. There is no guarantee that a single DCF result is necessarily the ideal
predictor of the stock price and of the cost of equity reflected in that price,
just as there is no guarantee that a single CAPM or Risk Premium result
constitutes the perfect explanation of that stock price. The DCF, CAPM, and
Risk Premium models are three different ways of getting a handle on the
same problem.

If a regulatory commission relies on a single cost of equity estimate or on a
single methodology, that commission greatly limits its flexibility and increases
the risk of authorizing unreasonable rates of return. The results from one
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methodology or from a one-company sample are likely to contain a high
degree of measurement error and may be distorted by short-term aberrations.
A commission’s hands should not be bound to one single company-specific
estimate of equity costs, nor should the commission ignore relevant evidence
and back itself into a corner.

The financial literature supports the use of multiple methods. Professor Eugene
Brigham, a widely respected scholar and finance academician, asserts:!

Three methods typically are used: (1) the Capital Asset Pricing
Model (CAPM), (2) the discounted cash flow (DCF) method, and
(3) the bond-yield-plus-risk-premium approach. These methods are
not mutually exclusive—no method dominates the others, and all
are subject to error when used in practice. Therefore, when faced
with the task of estimating a company’s cost of equity, we generally
use all three methods and then choose among them on the basis
of our confidence in the data used for each in the specific case
at hand.

Another prominent finance scholar, Professor Stewart Myers, in an early
pioneering article on regulatory finance, stated:?

Use more than one model when you can. Because estimating the
opportunity cost of capital is difficult, only a fool throws away
useful information. That means you should not use any one model
or measure mechanically and exclusively. Beta is helpful as one
tool in a kit, to be used in parallel with DCF models or other
techniques for interpreting capital market data.

Reliance on multiple tests recognizes that no single methodology produces a
precise definitive estimate of the cost of equity. As stated in Bonbright,
Danielsen, and Kamerschen (1988), ‘‘no single or group test or technique is
conclusive.”” Only a fool discards relevant evidence.

15.3 Musings on DCF

While the DCF model has been fashionable in regulatory proceedings, although
not nearly as much in academic circles, uncritical acceptance of the standard
DCF equation vests the model with a degree of accuracy that simply is not

! See Brigham and Ehrhardt (2005).

% See Myers (1972).
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there. One of the leading experts on regulation, Dr. C. F. Phillips,> discussed
the dangers of relying on the DCF model:

Use of the DCF model for regulatory purposes involves both theo-
retical and practical difficulties. The theoretical issues include the
assumption of a constant retention ratio (i.e., a fixed payout ratio)
and the assumption that dividends will continue to grow at a rate
g in perpetuity. Neither of these assumptions has any validity,
particularly in recent years. Further, the investors’ capitalization
rate and the cost of equity capital to a utility for application to
book value (i.e., an original cost rate base) are identical only when
market price is equal to book value. Indeed, DCF advocates assume
that if the market price of a utility’s common stock exceeds its
book value, the allowable rate of return on common equity is too
high and should be lowered; and vice versa. Many question the
assumption that market price should equal book value, believing
that the earnings of utilities should be sufficiently high to achieve
market-to-book ratios which are consistent with those prevailing
for stocks of unregulated companies.

.. . [TThere remains the circularity problem: Since regulation estab-
lishes a level of authorized earnings which, in tumn, implicitly
influences dividends per share, estimation of the growth rate from
such data is an inherently circular process. For all of these reasons,
the DCF model suggests a degree of precision which is in fact not
present and leaves wide room for controversy about the level of
k [cost of equity].

While it is certainly appropriate to use the DCF methodology to estimate the
cost of equity, there is no proof that the DCF produces a more accurate
estimate of the cost of equity than other methodologies. Sole reliance on the
DCF model ignores the capital market evidence and financial theory formalized
in the CAPM and other risk premium methods. The DCF model is one of
many tools to be employed in conjunction with other methods to estimate the
cost of equity. It is not a superior methodology that supplants other financial
theory and market evidence. The broad usage of the DCF methodology in
regulatory proceedings in contrast to its virtual disappearance in academic
textbooks does not make it superior to other methods. The same is true of
the Risk Premium and CAPM methodologies.

Applicability of the DCF Model

Caution has to be used in applying the DCF model to utility stocks for four
reasons. The first reason is that the stock price used as input in the dividend

3 See Phillips (1993), pp. 395-96.
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TABLE 15-1
EFFECT OF MARKET-TO-BOOK RATIO ON MARKET RETURN

Situation 1 Situation 2 Situation 3

1 Initial purchase price $25.00 $50.00 $100.00
2 Initial book value $50.00 $50.00 $50.00
3 Initial M/B 0.50 1.00 2.00
4 DCF Return 10% = 5% + 5% 10.00% 10.00% 10.00%
5 Dollar Return $5.00 $5.00 $5.00
6 Dollar Dividends 5% Yield $1.25 $2.50 $5.00
7 Dollar Growth 5% Growth $3.75 $2.50 $0.00
8 Market Return 20.00% 10.00% 5.00%

But what if investors expect an increase in the price/earnings ratio from 12.5
to 13.57 Then, the growth in value is from $100 to $114.48, or 13.5 times
next year’s earnings of $8.48, for a total return of 18.5% (dividend yield of
4%, plus growth in value of 14.5%). The orthodox DCF model would indicate
returns of 10%, whereas the investors’ true expected return is 18.5%. Investor-
expected returns are substantially understated whenever investors anticipate
increases in relative market valuation, and conversely.

The third and perhaps most important reason for caution and skepticism is
that application of the DCF model produces estimates of common equity cost
that are consistent with investors’ expected return only when stock price and
book value are reasonably similar, that is, when the M/B is close to unity.
As shown below, application of the standard DCF model to utility stocks
understates the investor’s expected return when the market-to-book M/B)
ratio of a given stock exceeds unity. This was particularly relevant in the
capital market environment of the 1990s and 2000s where utility stocks were
trading at M/B ratios well above unity and have been for nearly two decades.
The converse is also true, that is, the DCF model overstates the investor’s
return when the stock’s M/B ratio is less than unity. The reason for the
distortion is that the DCF market return is applied to a book value rate base
by the regulator, that is, a utility’s earnings are limited to earnings on a book
value rate base.

The simple numerical illustration shown in Table 15-1 demonstrates the impact
of M/B ratios on the DCF market return. The example shows the result of
applying a market value cost rate to book value rate base under three different
M/B scenarios. The three columns correspond to three M/B situations: the
stock trades below, equal to, and above book value, respectively. The latter
situation is noteworthy and representative of the capital market environment
of the last two decades. As shown in the third column, the DCF cost rate of
10%, made up of a 5% dividend yield and a 5% growth rate, is applied to
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Chapter 19: Double Leverage

19.2 Critique of Double Leverage

Adherents to the double leverage calculation argue that the true cost of capital
to a utility subsidiary is the weighted cost of its own debt and the weighted
cost of the parent’s debt and equity funding. Moreover, unless the subsidiary’s
equity is assigned the parent’s weighted cost of capital, parent shareholders
will reap abnormally high returns. Although persuasive on the surface, these
arguments conceal serious conceptual and practical problems. Moreover, the
validity of double leverage rests on highly questionable assumptions.

The flaws associated with the double leverage approach have been discussed
thoroughly in the academic literature. Pettway and Jordan (1983) and Beranek
and Miles (1988) point out the flaws in the double leverage argument, particu-
larly the excess return argument, and also demonstrate that the stand-alone
method is a superior procedure. Rozeff (1983) discusses the ratepayer cross-
subsidies of one subsidiary by another when employing double leverage.
Lemner (1973) concludes that the returns granted an equity investor must be
based on the risks to which the investor’s capital is exposed and not on the
investor’s source of funds.

Theoretical Issues

The double leverage approach contradicts the core of the cost of capital
concept. Financial theory clearly establishes that the cost of equity is the risk-
adjusted opportunity cost to the investors and not the cost of the specific
capital sources employed by investors. The true cost of capital depends on
the use to which the capital is put and not on its source. The Hope and Bluefield
doctrines have made clear that the relevant considerations in calculating a
company’s cost of capital are the alternatives available to investors and the
returns and risks associated with those alternatives. The specific source of
funding and the cost of those funds to the investor are irrelevant considerations.

Carrying the double leverage standard to its logical conclusion leads to even
more unreasonable prescriptions. If the common shares of the subsidiary were
held by both the parent and by individual investors, the equity contributed
by the parent would have one cost under the double leverage computation
while the equity contributed by the public would have another. This is clearly
illogical. Or, does double leverage require tracing the source of funds used
by each individual investor so that its cost can be computed by applying
double leverage to each individual investor? Of course not! Equity is equity,
irrespective of its source, and the cost of that equity is governed by its use,
by the risk to which it is exposed.

To illustrate, let us say that an individual investor borrows money at the bank
at an after-tax cost of 8% and invests the funds in a speculative oil exploration
venture. Clearly, the required return on the oil venture investment is not the
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e Chapter 6 Risk and Rates of Return

A portfolio consisting of low-beta securities will itself have a low beta,
since the beta of any set of securities is a weighted average of the indi-
vidual securities’ betas:

n
b, = ‘21 wiby. (&)

Here by, is the beta of the portfolio, which reflects how volatile the port-
folio is in relation to the market index; w; is the fraction of the portfolio
invested in the ith stock; and b, is the beta coefficient of the ith stock.

If an investor holds a $100,000 portfolio consisting of $10,000 invested
in each of 10 stocks, and if each stock has a beta of 0.8, then the portfolio
will have b, = 0.8. Thus, the portfolio is less risky than the market, and
it should experience relatively narrow price swings and have small rate
of return fluctuations.

Now suppose one of the existing stocks is sold and replaced by a stock
with by = 2.0. This action will increase the riskiness of the porifolio from
bpl = 0.8 to by = 0.92;

bl
by = Z} wb; = 0.9(0.8) + 0.1(2.0) = 0.92.
I=

Had a stock with b; = 0.2 been added, the portfolio beta would have
declined from 0.8 to 0.74. Adding this stock would, therefore, reduce
the riskiness of the portfolio.

In the preceding section, we saw that under the CAPM framework, beta
is the appropriate measure of a stock’s relevant risk. Now we must spec-
ify the relationship between risk and return—if beta rises by some spe-
cific amount, by how much must the stock’s expected return increase to
compensate for the increase in risk? To begin, let us define the following
terms:

k = expected rate of return on the ith stock.

k; = required rate of return on the ith stock, If ki is less than
k;, then you would not purchase this stock, or you would
sell it if you owned it.

Ry = riskless rate of return, generally measured by the rate of
return on U.8. Treasury securities.

b; = beta coefficient of the ith stock.
ky = required rate of return on an average (b = 1.0) stock. ky

is also the required rate of return on a portfolio consisting
of alf stocks, or the market portfolio.

201
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RPy = (ky — Rp) = mdrket risk premium. It is the additional return over the
riskless rate required to compensate investors for assum-
ing an “‘average” amount of risk.

RP; = by(ky — Rg) = risk premium on the jth stock. The stock’s risk premium
is less than, equal to, or greater than the premium on an
average stock, depending on whether its beta is less than,
equal to, or greater than 1.0. If by = 1.0, then RP, = RPy,.

The market risk premium, RPy;, depends on the degrée of aversion
that investors, in the aggregate, have to risk.™ Let us assume that at the
current time Treasury bonds yield Ry = 8%, and an average share of
stock has a required return of kyy = 12%. Therefore, the market risk
premium is 4 percent:

RPM=kM'-R}:=12%"*8%=4%~.

It follows that, if one stock were twice as risky as some other, its risk
premium would be twice as high, and, conversely, if its risk were only
half as high, its risk premium would be half as high. Further, we can
measure a stock’s relative riskiness by its beta coefficient. Therefore, if
we know the market risk premium, RPy, and the stock’s beta coeffi-
cient, b;, we can find its risk premium as the product by(RPy). For ex-
ample, if by = 0.5 and RPy = 4%, then RP; is 2 percent:

Risk premium for Stock i = RP; = b(RPy) = 0.5(4%) = 2.0%, (6-6)

To summarize, given estimates of Ry, ky, and b, we can find the
required rate of return on Stock i:

ki = Rp + bifkm ~— Rp) = Re + Bbi(RPy) (6-7)
= 8% + 0.5(12% — 8%) = 8% + 0.5(4%) = 10%.

If some other stock, j, were more risky than Stock i and had b; = 2.0,
then its required rate of return would be 16 percent:

I = 8% + 2.0(4%) = 16%.

An average stock, with b = 1.0, would have a required return of 12
percent, the same as the market return:

Kavemge = 8% + LO@%) = 12% = ky.

Equation 6-7 is often expressed as a graph called the Security Market
Line (SML); Figure 6-9 shows the SML when Ry = 8% and ky = 12%.
Note the following points:

UThis concept is discussed in some detail in Appendix 6B. It should be noted that the risk
premium of an average stock, kyy — Ry, cannot be measured with great precision because
it is impossible to obtain precise values for ky. However, empirical studies suggest that,
where long-term U.S. Treasury bonds are used to measure Ry and where ky is the ex-
pected return on the S&P 400 Industrial Stocks, the market risk premium varies somewhat
from year to year, and it has generally ranged from 3 to 6 percent during the last 20 years.
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Figure 6-8
The Security Market Line (SML)
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1. Required rates of return are shown on the vertical axis, while risk as
measured by beta is shown on the horizontal axis.

2. Riskless securities have by = 0; therefore, Ry appears as the vertical
axis intercept.

3. The slope of the SML reflects the degree of risk aversion in the econ-
omy-—ithe greater the average investor's aversion to risk, then (1) the
steeper is the slope of the line, (2) the greater is the risk premium for
any risky asset, and (3) the higher is the required rate of return on risky
assets.”® These points are discussed further in a later section.

Students sometimes confuse beta with the slope of the SML. This is a mistake. As we
saw earlier in connection with Figure 6-8, and as is developed further in Appendix 64,
beta does represent the slope of a line, but not the Security Market Line. This confusion
arises partly because the SML equation is generally written, in this book and throughout
the finance literature, as k; = Ry + bi(ky — Rp), and in this form by looks like the slope
coefficdent and (ky — Ry) the variable, It would perhaps be less confusing if the second
term were written (kv ~ Ry)by but this is not generally done.
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4. The values we worked out for stocks with by = 0.5, b; = 1.0, and
b; = 2.0 agree with the values shown on the graph for Kiow Kaverages
and kHigh-

The Security Market Line, and a company’s position on the line,
change over time as interest rates, investors’ risk aversion, and individ-
ual companies’ betas change. Such changes are discussed in the follow-
ing sections.

As we saw in Chapter 3, interest amounts to “rent” on borrowed
money, or the “price’” of money. Thus, Ry is the price of money to a
riskless borrower. The existing market risk-free rate is called the nominal
rate, and it consists of two elements: (1) a real, or inflation-free, rate of
teturn, K, and (2) an inflation premium, 1P, équal to the anticipated rate
of inflation. Thus, R = k* + IP. The real rate on risk-free government
securities has, historically, ranged from 2 to 4 percent, with a mean of
about 3 percent, Thus, if no inflation were expected, risk-free govern-
ment securities would tend to yield about 3 percent. However, as the
expected rate of inflation increases, a premium must be added to the
real rate of return to compensate investors for the loss of purchasing
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Cost of Newly
Issued Common
Stock, or
External Equity,
k.

Part Il Valuation and the Cost of Capital

Again, note that this estimate of k, is based upon the assumption that
g is expected to remain constant in the future. If this assumption is not

correct, then it will be necessary to solve for k, using Equation 7-5.%

To illustrate the DCF approach, suppose a firm’s stock sells for $18.82;
its next expected dividend is $1.43; and its expected growth rate is a
constant 6.6 percent. The firm’s expected and required rate of return,
and hence its cost of retained earnings, is 14.2 percent:

. §143
k=l = $18.82

+ 6.6% = 7.6% + 6.6% = 14.2%.

This 14.2 percent is the minimum rate of return that management must
expect to earn on equity capital to justify retaining earnings and plowing
them back into the business rather than paying them out to stockholders
as dividends. Henceforth, in this chapter we assume that equilibrium
exists, so we use the terms k; and ke interchangeably. '

~ In practical work, it is often best to use all three methods—CAPM, bond
yield plus risk premium, and DCF—and then apply judgment when the
methods produce different results. People experienced in estimating eq-
uity capital costs recognize that both careful analysis and some very fine
judgments are required. It would be nice to pretend that these judg-
ments are unnecessary and to specify an easy, precise way of determin-
ing the exact cost of equity capital. Unfortunately, this is not possible.
Finance is in large part a matter of judgment, and we simply must face
this fact.

The cost of new common stock, or external equity capital, k,, is higher than the
cost of vetained earnings, ks, because of flotation costs involved in selling new
commoni stock. What rate of return must be earned on funds raised by
selling stock in order to make issuing new stock worthwhile? To put it
another way, what is the cost of new common stock?

For a firm with a constant growth rate, the answer is found by apply-
ing the following formula:

SWhen the DCF method is used, we are implicitly assuming that the stock’s price is in
equilibrium, with ke = DJPy + g = Rp + Risk premium = k.. Thus, the DCF and the
CAPM methods will, if all inputs are estimated correctly, produce similar cost of capital
estimates. Also, growth rates may be estimated (1) by projecting past trends if there is
reason to think these trends will continue, (2) by asking security analysts what growth
rates they are projecting (or, alternatively, by looking up projected growth rates in such
publications as Value Line, a financial service subscribed to by many investors), and (3) by
projecting the firm’s dividend payout ratio and the complement of this ratio, the retention
rate, and then multiplying the retention rate by the company’s projected rate of return on
equity (ROE): ‘

g = (Retention rate)(ROE) = (1.0 — Payout rate)(ROE).
These methods of estimatirig dividend growth are discussed in more detail in Appendix

T 7A,
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The Rate of Return 393

an appropriate allowance for underpricing in connection with saies of
additional shares, including allowance for market pressure and for
costs of flotation and underwriting. The capitalization rate before the
allowance for underpricing is the discount rate that equates all ex-
pected dividends in the future plus the market price that investors
eventnally expect 10 realize to the present market price. While this is
a simple enough concept, it is difficult to measure since measurement
requires the estimation of the expectations of the investors who deter-
mine the present market price. Such estimates, of course, involve the
exercise of informed judgment.’

The DCF model represents an attempt to estimate the equity investors’
capitalization rate. Mathematically,

d
K=2+
e

where: kisthe investor's capitalization oF discount rate (i.e., the
cost of capital) <
d is the current dividend per share
p is the current market price per share }b
g is the expected rate of growth in dividends per share.'®?

Thus, if the stock of a particular utility paysa $3 dividend, which is expected
to grow at a rate of 4.5 percent per year, and if investors are willing to pay
$38 for the stock, the required return on common equity (assuming a 5
percent allowance for flatation costs) is 12.81 percent.'?* However, use of
the DCF model for regulatory purposes involves both theoretical and practi-
cal difficulties.

The theoretical issues include the assumption of a constant retention
ratio (i.e., a fixed payout ratio) and the assumption that dividends will
continue to grow at ratc g in perpetuity. Neither of these assumptions has
any validity, particularly in recent years. Further, the investors’ capitaliza-
tion rate and the cost of equity capital to a utility for application to book
value (i.e., an original cost rate base)} are identical only when market price
is equal to book value.1% Indeed, DCF advocates assume that if the market
price of 2 utility’s common stock exceeds its book value, the allowable rate
of return on common equity is too high and should be lowered — and vice
versa.196 Many question the assumption that market price should equal boek
value, believing that “the earnings of utilities should be sufficiently high to
achieve market-to-book ratios which are consistent with those prevailing for
stocks of unregulated companies.”'’

Most frequently, the major practical issue involves the determination
of the growthrate, a determination that is highly complex and that requires
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the literature with some commissions tétally disregarding the new
issue to those that apply an adjustment to the entire equity balance.

The Market to Book Ratio Issue

Introduction. One ongoing critical issue is whether the allowed
rate of return should be designed to prevent the market prices of
public utility stocks from rising to substantially above book value or
falling to substantially below book value? A rigorous and literal
application of a cost-of-capital-measure of a fair rate of return as
outlined above would indicate that a commission should attempt fo
regulate rates so as to maintain the market value of a utility’s stock on
a par with its book value (or rate-base value) plus some allowance for
underpricing. Yet such an attempt may be impractical or even
impossible.

In the first place, commissions cannot forecast, except within wide
limits, the effect their rate orders will have on the market prices of the
stocks of the companies they regulate. In the second place, whatever
the initial market prices may be, they are sure to change not only
with the changing prospects for earnings, but with the changing
outlook of an inherently volatile stock market. In short, market prices
are beyond the control, though not beyond the influence, of rate
regulation. Moreover, even if a commission did possess the power of
control, any attempt to exercise it in the manner just suggested would
result in harmful, uneconomic shifts in public utility rate levels. In
addition, many utilities are regulated by more than one jurisdiction.
. Even if one commission were to attempt t6 regulate on the basis of
market to book ratios, the commissions in the other jurisdictions would
not be bound by its actions. Finally, even if regulators could put them
in parity it may be undesizable following the theory of the second
best if the comparable earnings exceed the cost of capital (see Kahn,
1970, pp- 52-53).

Two Facts. This situation is recognized even by supporters of a
cost-of-capital standard of a fair rate of return, who undertake to meet
the difficulty in two ways. First, the current cost of equity capital is
rarely identified as a spot cost. Instead, it is taken to mean a normal
or average capital-attracting rate of return characteristic of the recent
market and typical of the market anticipated in the not distant future.
Secondly, the estimated weighted average cost of capital resulting
from the application of this normalized estimate of the current cost of
equity may be characterized as a minimum allowance, subject to a
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reasonable upward adjustment perhaps justified on the basis of possible
attrition.

It follows that the common stocks of public utilities which actually
succeed in earning a fair rate of return as derived by a cost of capital
approach may be expected to sell at a premium over their book. values
or rate-base values except in periods of a depressed stock market. The
premiums may be greater than the modest allowance for underpricing
associated with stock offerings sometimes granted by commissions. A
question arises whether the prevalence of these premiums is persuasive
evidence of a corporate earning power higher than required to give
adequate assurance of the continued ability to attract needed capital
on terms that do not impair the integrity of the existing capital.
Conversely, when market to book ratios fall below one, the questions
arise whether this is persuasive evidence that a utility is not earning
its cost of capital

Consistent with the opinion that regulation is simply powerless
to set rates which insure any particular market to book ratio, the
answer must be in the negative. Lacking this power, regulation should
recognize the possibility of earnings liberal enough to permit market
to book ratios of utilities to rise slightly above one. Some argue that
these ratios should be roughly at the level of well-managed companies
that actually succeed in realizing these earnings fairly continuously.
For many years in the 1970s and 1980s utilities in general sold at
market prices well below book. The call was for rates sufficient to
produce market to book ratios of 1.1 to 1.2. Now the question of what
constitutes a proper degree of liberality remains and has not received a
convincing answer. We doubt whether a conclusive answer can ever
be found under such an indefinite standard of a fair rate of return as
that of a flexible rate designed to rise and fall with changes in the
anticipated rates of income necessary to induce new investments of
equity capital.

The Q-Ratio and Market to Book Ratio

One interpretation of the mandates of the Supreme Court, and
one consistent with a present-value standard of reasonable rates rather
than with an original-cost standard, is that regulated enterprises should
be permitted to earn on the current values of their corporate assets, as
based on replacementvcost appraisals, rates of return similar to the
rates actually being earned by unregulated enterprises on the values
of their assets, similarly appraised. This is a mere attempt to spell out
4 criterion which the Supreme Court itself has never undertaken to
rid of its ambiguities.
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THE COST OF CAPITAL, CORPORATION FINANCE
AND THE THEORY OF INVESTMENT

By Franco MobiGLIANT AND MERTON H, MILLER®

What is the ““cost of capital” to a firm in a world in which funds are
used to acquire assets whose yields are uncertain; and in which capital
can be obtained by many different media, ranging from pure debt instru-
ments, representing money-fixed claims, to pure equity issues, giving
holders only the right to a pro-rata share in the uncertain venture?
This question has vexed at least three classes of economists: (1) the cor-
poration finance specialist concerned with the techniques of financing
firms so as to ensure their survival and growth; (2) the managerial
economist concerned with capital budgeting; and {3) the economic
theorist concerned with explaining investment behavior at both the
micro and macro levels.! .

In much of his formal analysis, the economic theorist at least has
tended to side-step the essence of this cost-of-capital problem by pro-
ceeding as though physical assets—like bonds—could be regarded as
yielding known, sure streams. Given this assumption, the theorist has
concluded that the cost of capital to the owners of a firm is simply the
rate of interest on bonds; and has derived the familiar proposition that
the firm, acting rationally, will tend to push investment to the point

* The authors are, respectively, professor and associate professor of economics in the Grad-
uate School of Industrial Administration, Carnegie Institute of Technology. This article is a
revised version of a paper delivered at the annual meeting of the Econometric Society, Decem-
ber 1956. The authors express thanks for the comments and suggestions made at that time
by the discussants of the paper, Evsey Domar, Robert Eisner and John Lintner, and subse-
quently by James Duesenbercy. They are also greatly indebted to many of their present and

former colleagues and students at Carnegie Tech who served so often and with such remark-
able patience as a critical forum for the ideas here presented.

! The literature bearing on the cost-of-capital problem is far too extensive for listing here.
Numerous references to it will be found throughout the paper though we make no claim to
completeness. One phase of the problem which we do not consider explicitly, but which has a
considerable literature of its own is the relation between the cost of capital and public utility
rates. For a recent summary of the “cost-of-capital theory” of rate regulation and a brief dis-
cussion of some of its implications, the reader may refer to H. M. Somers [20].
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where the marginal yield on physical assets is equal to the market rate
of interest.? This proposition can be shown to follow from either of two
criteria of rational decision-making which are equivalent under certain-
ty, namely (1) the maximization of profits and (2) the maximization of
market value.

According to the first criterion, a physical asset is worth acquiring if
it will increase the net profit of the owners of the firm. But net profit
will increase only if the expected rate of return, or yield, of the asset
exceeds the rate of interest. According to the second criterion, an asset
is worth acquiring if it increases the value of the owners’ equity, 7.e., if
it adds more to the market value of the firm than the costs of acquisi-
tion. But what the asset adds is given by capitalizing the stream it gen-
erates at the market rate of interest, and this capitalized value will
exceed its cost if and only if the yield of the asset exceeds the rate of
interest. Note that, under either formulation, the cost of capital is equal
to the rate of interest on bonds, regardless of whether the funds are
acquired through debt instruments or through new issues of common
stock. Indeed, in a world of sure returns, the distinction between debt
and equity funds reduces largely to one of terminology.

It must be acknowledged that some attempt is usually made in this
type of analysis to allow for the existence of uncertainty. This attempt
typically takes the form of superimposing on the results of the certainty
analysis the notion of a “risk discount” to be subtracted from the ex-
pected yield (or a “risk premium” to be added to the market rate of
interest). Investment decisions are then supposed to be based on a com-
parison of this “risk adjusted” or “certainty equivalent” yield with the
market rate of interest.? No satisfactory explanation has yet been pro-
vided, however, as to what determines the size of the risk discount and
how it varies in response to changes in other variables.

Considered as a convenient approximation, the model of the firm
constructed via this certainty—or certainty-equivalent—approach has
admittedly been useful in dealing with some of the grosser aspects of
the processes of capital accumulation and economic fluctuations. Such
a model underlies, for example, the familiar Keynesian aggregate invest-
ment function in which aggregate investment is written as a function of
the rate of interest—the same riskless rate of interest which appears
later in the system in the liquidity-preference equation. Yet few would
maintain that this approximation is adequate. At the macroeconomic
level there are ample grounds for doubting that the rate of interest has

2 Or, more accurately, to the marginal cost of borrowed funds since it is customary, at least
in advanced analysis, to draw the supply curve of borrowed funds to the firm as a vising one.
For an advanced treatment of the certainty case, see F. and V. Lutz [13].

3 The classic examples of the certainty-equivalent approach are found in J. R. Hicks [8] and
O. Lange [11].
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as large and as direct an influence on the rate of investment as this
analysis would lead us to believe. At the microeconomic level the cer-
tainty model has little descriptive value and provides no real guidance
to the finance specialist or managerial economist whose main problems
cannot be treated in a framework which deals so cavalierly with uncer-
tainty and ignores all forms of financing other than debt issues.?

Only recently have economists begun to face up seriously to the prob-
lem of the cost of capital cum risk. In the process they have found their
interests and endeavors merging with those of the finance specialist and
the managerial economist who have lived with the problem longer and
more intimately. In this joint search to establish the principles which
govern rational investment and financial policy in a world of uncer-
tainty two main lines of attack can be discerned. These lines represent,
in effect, attempts to extrapolate to the world of uncertainty each of the
two criteria—profit maximization and market value maximization—
which were seen to have equivalent implications in the special case of
certainty. With the recognition of uncertainty this equivalence vanishes.
In fact, the profit maximization criterion is no longer even well defined.
Under uncertainty there corresponds to each decision of the firm not a
unique profit outcome, but a plurality of mutually exclusive outcomes
which can at best be described by a subjective probability distribution.
The profit outcome, in short, has become a random variable and as such
its maximization no longer has an operational meaning. Nor can this
difficulty generally be disposed of by using the mathematical expecta-
tion of profits as the variable to be maximized. For decisions which
affect the expected value will also tend to affect the dispersion and other
characteristics of the distribution of outcomes. In particular, the use of
debt rather than equity funds to finance a given venture may well in-
crease the expected return to the owners, but only at the cost of in-
creased dispersion of the outcomes.

Under these conditions the profit outcomes of alternative investment
and financing decisions can be compared and ranked only in terms of a
subjective ‘‘utility function” of the owners which weighs the expected
yield against other characteristics of the distribution. Accordingly, the
extrapolation of the profit maximization criterion of the certainty model
has tended to evolve into utility maximization, sometimes explicitly,
more frequently in a qualitative and heuristic form.}

The utility approach undoubtedly represents an advance over the
certainty or certainty-equivalent approach. It does at least permit us

4 Those who have taken a “‘case-method”’ course in finance in recent years will recall in this
connection the famous Liquigas case of Hunt and Williams, |9, pp. 193-96] a case which is

often used to introduce the student to the cost-of-capital problem and to poke a bit of fun at
the economist’s certainty-model.

5 For an attempt at a rigorous explicit development of this line of attack, see F. Modigliani
and M. Zeman [14].
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to explore (within limits) some of the implications of different financing
arrangements, and it does give some meaning to the “cost” of different
types of funds. However, because the cost of capital has become an
essentially subjective concept, the utility approach has serious draw-
backs for normative as well as analytical purposes. How, for example,
is management to ascertain the risk preferences of its stockholders and
to compromise among their tastes? And how can the economist build a
meaningful investment function in the face of the fact that any given
investment opportunity might or might not be worth exploiting depend-
ing on precisely who happen to be the owners of the firm at the moment?

Fortunately, these questions do not have to be answered; for the alter-
native approach, based on market value maximization, can provide the
basis for an operational definition of the cost of capital and a workable
theory of investment. Under this approach any investment project and
its concomitant financing plan must pass only the following test: Will
the project, as financed, raise the market value of the firm’s shares? If
so, it is worth undertaking; if not, its return is less than the marginal
cost of capital to the firm. Note that such a test is entirely independent
of the tastes of the current owners, since market prices will reflect not
only their preferences but those of all potential owners as well. If any
current stockholder disagrees with management and the market over
the valuation of the project, he is free to sell out and reinvest elsewhere,
but will still benefit from the capital appreciation resulting from man-
agement’s decision.

The potential advantages of the market-value approach have long
been appreciated; yet analytical results have been meager. What ap-
pears to be keeping this line of development from achieving its promise
is largely the lack of an adequate theory of the effect of financial struc-
ture on market valuations, and of how these effects can be inferred from
objective market data. It is with the development of such a theory and
of its implications for the cost-of-capital problem that we shall be con-
cerned in this paper.

Our procedure will be to develop in Section I the basic theory itself
and to give some brief account of its empirical relevance. In Section II,
we show how the theory can be used to answer the cost-of-capital ques-
tion and how it permits us to develop a theory of investment of the
firm under conditions of uncertainty. Throughout these sections the
approach is essentially a partial-equilibrium one focusing on the firm
and “industry.” Accordingly, the “prices” of certain income streams
will be treated as constant and given from outside the model, just as in
the standard Marshallian analysis of the firm and industry the prices of
all inputs and of all other products are taken as given. We have chosen
to focus at this level rather than on the economy as a whole because it
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is at the level of the firm and the industry that the interests of the vari-
ous specialists concerned with the cost-of-capital problem come most
closely together. Although the emphasis has thus been placed on partial-
equilibrium analysis, the results obtained also provide the essential
building blocks for a general equilibrium model which shows how those
prices which are here taken as given, are themselves determined. For
reasons of space, however, and because the material is of interest in its
own right, the presentation of the general equilibrium model which
rounds out the analysis must be deferred to a subsequent paper.

1. The Valuation of Securities, Leverage, and the Cost of Capital
A. The Capitalization Rate for Uncertain Streams

As a starting point, consider an economy in which all physical assets
are owned by corporations. For the moment, assume that these corpora-
tions can finance their assets by issuing common stock only; the intro-
duction of bond issues, or their equivalent, as a source of corporate funds
is postponed until the next part of this section.

The physical assets held by each firm will yield to the owners of the
firm—its stockholders—a stream of ‘“profits” over time; but the ele-
ments of this series need not be constant and in any event are uncertain.
This stream of income, and hence the stream accruing to any share of
common stock, will be regarded as extending indefinitely into the future.
We assume, however, that the mean value of the stream over time, or
average profit per unit of time, is finite and represents a random vari-
able subject to a (subjective) probability distribution. We shall refer to
the average value over time of the stream accruing to a given share as
the return of that share; and to the mathematical expectation of this
average as the expected return of the share.® Although individual inves-
tors may have different views as to the shape of the probability distri.

¢ These propositions can be restated analytically as follows: The assets of the ith firm gener-
ate a stream:

X:(1), X:(2) - - - Xu(D)
whose elements are random variables subject to the joint probability distribution:
xi[X:(D), X:(2) - - - Xa(0)].
The return to the 7th firm is defined as:

.1 Z
X; = 1151 T E X:().

X; is itself a random variable with a probability distribution &;(X;) whose form is determined
uniquely by xi. The expected return X; is defined as X;=E(X:) =[x, X:®:(X:)dX;. If N; is
the number of shares outstanding, the return of the sth share is x;= (1/N)X; with probability
distribution ¢;(x:;)dx;=®;(Nx;)d(Nx;) and expected value #=(1/N)X;.
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bution of the return of any share, we shall assume for simplicity that
they are at least in agreement as to the expected return.”

This way of characterizing uncertain streams merits brief comment.
Notice first that the stream is a stream of profits, not dividends. As will
become clear later, as long as management is presumed to be acting in
the best interests of the stockholders, retained earnings can be regarded
as equivalent to a fully subscribed, pre-emptive issue of common stock.
Hence, for present purposes, the division of the stream between cash
dividends and retained earnings in any period is a mere detail. Notice
also that the uncertainty attaches to the mean value over time of the
stream of profits and should not be confused with variability over time
of the successive elements of the stream. That variability and uncer-
tainty are two totally different concepts should be clear from the fact
that the elements of a stream can be variable even though known with
certainty. It can be shown, furthermore, that whether the elements of a
stream are sure or uncertain, the effect of variability per se on the valua-
tion of the stream is at best a second-order one which can safely be neg-
lected for our purposes (and indeed most others too).?

The next assumption plays a strategic role in the rest of the analysis.
We shall assume that firms can be divided into “equivalent return”
classes such that the return on the shares issued by any firm in any
given class is proportional to (and hence perfectly correlated with) the
return on the shares issued by any other firm in the same class. This
assumption implies that the various shares within the same class differ,
at most, by a ‘“‘scale factor.” Accordingly, if we adjust for the difference
in scale, by taking the ratio of the return to the expected return, the
probability distribution of that ratio is identical for all shares in the
class. It follows that all relevant properties of a share are uniquely char-
acterized by specifying (1) the class to which it belongs and (2) its
expected return.

The significance of this assumption is that it permits us to classify
firms into groups within which the shares of different firms are “homoge-
neous,” that is, perfect substitutes for one another. We have, thus, an
analogue to the familiar concept of the industry in which it is the com-
modity produced by the firms that is taken as homogeneous. To com-
plete this analogy with Marshallian price theory, we shall assume in the

7 To deal adequately with refinements such as differences among investors in estimates of
expected returns would require extensive discussion of the theory of portfolio selection. Brief
references to these and related topics will be made in the succeeding article on the general
equilibrium model.

8 The reader may convince himself of this by asking how much he would be willing to rebate
to his employer for the privilege of receiving his annual salary in equal monthly installments
rather than in irregular amounts over the year. See also J. M. Keynes [10, esp. pp. 53-54].



Workpaper 5
Page 8 of 38

MODIGLIANI AND MILLER: THEORY OF INVESTMENT 267

analysis to follow that the shares concerned are traded in perfect mar-
kets under conditions of atomistic competition.®

From our definition of homogeneous classes of stock it follows that
in equilibrium in a perfect capital market the price per dollar’s worth of
expected return must be the same for all shares of any given class. Or,
equivalently, in any given class the price of every share must be propor-
tional to its expected return. Let us denote this factor of proportionality
for any class, say the kth class, by 1/p:. Then if p; denotes the price and
%; is the expected return per share of the jth firm in class %, we must
have:

1
(1) pi = — %
Pk
or, equivalently,
j.
(2) 2= pr a constant for all firms j in class k.

E

The constants p; (one for each of the % classes) can be given several
economic interpretations: (a) From (2) we see that each p; is the ex-
pected rate of return of any share in class . (b) From (1) 1/p; is the
price which an investor has to pay for a dollar’s worth of expected re-
turn in the class . (c) Again from (1), by analogy with the terminology
for perpetual bonds, pi can be regarded as the market rate of capitaliza-
tion for the expected value of the uncertain streams of the kind gen-
erated by the kth class of firms.}?

B. Debt Financing and Its Effects on Security Prices

Having developed an apparatus for dealing with uncertain streams
we can now approach the heart of the cost-of-capital problem by drop-
ping the assumption that firms cannot issue bonds. The introduction of
debt-financing changes the market for shares in a very fundamental
way. Because firms may have different proportions of debt in their capi-

9 Just what our classes of stocks contain and how the different classes can be identified by
outside observers are empirical questions to which we shall return later. For the present, it is
sufficient to observe: (1) Our concept of a class, while not identical to that of the industry is
at least closely related to it. Certainly the basic characteristics of the probability distributions
of the returns on assets will depend to a significant extent on the product sold and the tech-
nology used. (2) What are the appropriate class boundaries will depend on the particular prob-
lem being studied. An economist concerned with general tendencies in the market, for example,
might well be prepared to work with far wider classes than would be appropriate for an inves-
tor planning his portfolio, or a firm planning its financial strategy.

10 We cannot, on the basis of the assumptions so far, make any statements about the rela-
tionship or spread between the various p's or capitalization rates. Before we could do so we
would have to make further specific assumptions about the way investors believe the proba-
bility distributions vary from class to class, as well as assumptions about investors’ preferences
as between the characteristics of different distributions.
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tal structure, shares of different companies, even in the same class, can
give rise to different probability distributions of returns. In the language
of finance, the shares will be subject to different degrees of financial risk
or “leverage” and hence they will no longer be perfect substitutes for
one another.

To exhibit the mechanism determining the relative prices of shares
under these conditions, we make the following two assumptions about
the nature of bonds and the bond market, though they are actually
stronger than is necessary and will be relaxed later: (1) All bonds (in-
cluding any debts issued by households for the purpose of carrying
shares) are assumed to yield a constant income per unit of time, and
this income is regarded as certain by all traders regardless of the issuer.
(2) Bonds, like stocks, are traded in a perfect market, where the term
perfect is to be taken in its usual sense as implying that any two com-
modities which are perfect substitutes for each other must sell, in equi-
librium, at the same price. It follows from assumption (1) that all bonds
are in fact perfect substitutes up to a scale factor. It follows from as-
sumption (2) that they must all sell at the same price per dollar’s worth
of return, or what amounts to the same thing must yield the same rate
of return. This rate of return will be denoted by r and referred to as the
rate of interest or, equivalently, as the capitalization rate for sure
streams. We now can derive the following two basic propositions with
respect to the valuation of securities in companies with different capital
structures:

Proposition I. Consider any company j and let X stand as before for
the expected return on the assets owned by the company (that is, its
expected profit before deduction of interest). Denote by D; the market
value of the debts of the company; by S; the market value of its com-
mon shares; and by V;=S,+D; the market value of all its securities or,
as we shall say, the market value of the firm. Then, our Proposition I
asserts that we must have in equilibrium:

(3) V= (S; + D;) = X;/ox, for any firm j in class &.

That is, the market value of any firm is independent of its capital structure
and is given by capitalizing its expected return at the rate py appropriate to
its class.

This proposition can be stated in an equivalent way in terms of the
firm’s “average cost of capital,” X,/V;, which is the ratio of its expected
return to the market value of all its securities. Our proposition then is:
X; X; .

7 = pi, for any firm j, in class &.
I

@ (S; + Dj) -

That is, the average cost of capital to any firm is completely independent of
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its capital structure and is equal to the capitalization rate of a pure equity
stream of its class.

To establish Proposition I we will show that as long as the relations
(3) or (4) do not hold between any pair of firms in a class, arbitrage will
take place and restore the stated equalities. We use the term arbitrage
advisedly. For if Proposition I did not hold, an investor could buy and
sell stocks and bonds in such a way as to exchange one income stream
for another stream, identical in all relevant respects but selling at a
lower price. The exchange would therefore be advantageous to the inves-
tor quite independently of his attitudes toward risk.! As investors
exploit these arbitrage opportunities, the value of the overpriced shares
will fall and that of the underpriced shares will rise, thereby tending to
eliminate the discrepancy between the market values of the firms.

By way of proof, consider two firms in the same class and assume for
simplicity only, that the expected return, X, is the same for both firms.
Let company 1 be financed entirely with common stock while company
2 has some debt in its capital structure. Suppose first the value of the
levered firm, Vs, to be larger than that of the unlevered one, V. Con-
sider an investor holding s, dollars’ worth of the shares of company 2,
representing a fraction « of the total outstanding stock, Se. The return
from this portfolio, denoted by Y, will be a fraction « of the income
available for the stockholders of company 2, which is equal to the total
return X, less the interest charge, 7D,. Since under our assumption of
homogeneity, the anticipated total return of company 2, X, is, under
all circumstances, the same as the anticipated total return to company
1, X,, we can hereafter replace X, and X; by a common symbol X.
Hence, the return from the initial portfolio can be written as:

©) Y = ao(X — rDs).

Now suppose the investor sold his a.S; worth of company 2 shares and
acquired instead an amount s;=a(S:+Ds) of the shares of company 1.
He could do so by utilizing the amount S, realized from the sale of his
initial holding and borrowing an additional amount aD, on his own
credit, pledging his new holdings in company 1 as a collateral. He would
thus secure for himself a fraction s;/S1=a(S>+D.)/S: of the shares and
earnings of company 1. Making proper allowance for the interest pay-
ments on his personal debt aD., the return from the new portfolio, V7, is
given by:

11 Tn the language of the theory of choice, the exchanges are movements from inefficient
points in the interior to efficient points on the boundary of the investor’s opportunity set; and
not movements between efficient points along the boundary. Hence for this part of the analysis
nothing is involved in the way of specific assumptions about investor attitudes or behavior

other than that investors behave consistently and prefer more income to less income, ceferis
paribus.
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2t DIy by = a2 X = e,
S 1 Vl

Comparing (5) with (6) we see that as long as V>V we must have
V1> Y,, so that it pays owners of company 2’s shares to sell their hold-
ings, thereby depressing S; and hence V; and to acquire shares of com-
pany 1, thereby raising S; and thus V;. We conclude therefore that
levered companies cannot command a premium over unlevered com-
panies because investors have the opportunity of putting the equivalent
leverage into their portfolio directly by borrowing on personal account.

Consider now the other possibility, namely that the market value of
the levered company V., is less than V. Suppose an investor holds ini-
tially an amount s; of shares of company 1, representing a fraction « of
the total outstanding stock, S;. His return from this holding is:

(6) V=

S1
Vi=— X = aX.
S1

Suppose he were to exchange this initial holding for another portfolio,
also worth sy, but consisting of s, dollars of stock of company 2 and of
d dollars of bonds, where s, and d are given by:
Sz D2

(7) S2 Vs S1y d Vs S1.

In other words the new portfolio is to consist of stock of company 2 and
of bonds in the proportions S/ V; and D,/V,, respectively. The return
from the stock in the new portfolio will be a fraction s./.S; of the total
return to stockholders of company 2, which is (X —7D,), and the return
from the bonds will be rd. Making use of (7), the total return from the
portfolio, ¥, can be expressed as follows:

Vam Z(X —1D) 4 rd= 2 (Xm D) +r 2= Lxmaly
R A A A A
(since s;=aS,). Comparing ¥, with ¥, we see that, if V,<S,=V,, then
Y, will exceed Y. Hence it pays the holders of company 1’s shares to
sell these holdings and replace them with a mixed portfolio containing

an appropriate fraction of the shares of company 2.

The acquisition of a mixed portfolio of stock of a levered company j
and of bonds in the proportion S;/V; and D;/V; respectively, may be
regarded as an operation which “undoes” the leverage, giving access to
an appropriate fraction of the unlevered return X;. It is this possibility
of undoing leverage which prevents the value of levered firms from be-
ing consistently less than those of unlevered firms, or more generally
prevents the average cost of capital X;/V; from being systematically
higher for levered than for nonlevered companies in the same class.
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Since we have already shown that arbitrage will also prevent V, from
being larger than V,, we can conclude that in equilibrium we must have
Vo=V, as stated in Proposition I.

Proposition I1. From Proposition I we can derive the following propo-
sition concerning the rate of return on common stock in companies
whose capital structure includes some debt: the expected rate of return
or yield, 7, on the stock of any company j belonging to the kth class is a
linear function of leverage as follows:

(8 i; = pr + (o — ) D;/S;.

That is, the expected yield of a share of stock is equal to the appropriate
capitalization rate py for a pure equity stream in the class, plus a premium
related to financial risk equal to the debt-to-equity ratio times the spread
between pi and r. Or equivalently, the market price of any share of stock
is given by capitalizing its expected return at the continuously variable
rate 7; of (8).2

A number of writers have stated close equivalents of our Proposition
I although by appealing to intuition rather than by attempting a proof
and only to insist immediately that the results were not applicable to the
actual capital markets.’® Proposition II, however, so far as we have been
able to discover is new.! To establish it we first note that, by definition,
the expected rate of return, 7, is given by:

X;—rD;

5

From Proposition I, equation (3), we know that:
X; = p(S; + D).

9 7 =

Substituting in (9) and simplifying, we obtain equation (8).

12 To illustrate, suppose X = 1000, D=4000, =5 per cent and pz=10 per cent. These values
imply that V'=10,000 and S=6000 by virtue of Proposition I. The expected yield or rate of
return per share is then:

1000 — 200 4000
i= w00 - 1+ (.1 —.05) 00 134 per cent.

13 See, for example, J. B. Williams [21, esp. pp. 72-73]; David Durand [3]; and W. A.
Morton [15]. None of these writers describe in any detail the mechanism which is supposed to
keep the average cost of capital constant under changes in capital structure. They seem, how-
ever, to be visualizing the equilibrating mechanism in terms of switches by investors between
stocks and bonds as the yields of each get out of line with their “riskiness.” This is an argu-
ment quite different from the pure arbitrage mechanism underlying our proof, and the differ-
ence is crucial. Regarding Proposition I as resting on investors’ attitudes toward risk leads
inevitably to a misunderstanding of many factors influencing relative yields such as, for ex-
ample, limitations on the portfolio composition of financial institutions. See below, esp.
Section I.D.

4 Morton does make reference to a linear yield function but only “ . . . for the sake of sim-
plicity and because the particular function used makes no essential difference in my conclu-
sions” [15, p. 443, note 2].
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C. Some Qualifications and Extensions of the Basic Propositions

The methods and results developed so far can be extended in a num-
ber of useful directions, of which we shall consider here only three: (1)
allowing for a corporate profits tax under which interest payments are
deductible; (2) recognizing the existence of a multiplicity of bonds and
interest rates; and (3) acknowledging the presence of market imperfec-
tions which might interfere with the process of arbitrage. The first two
will be examined briefly in this section with some further attention
given to the tax problem in Section IT. Market imperfections will be dis-
cussed in Part D of this section in the course of a comparison of our re-
sults with those of received doctrines in the field of finance.

Effects of the Present Method of Taxing Corporations. The deduction of
interest in computing taxable corporate profits will prevent the arbi-
trage process from making the value of all firms in a given class propor-
tional to the expected returns generated by their physical assets. In-
stead, it can be shown (by the same type of proof used for the original
version of Proposition I) that the market values of firms in each class
must be proportional in equilibrium to their expected return net of
taxes (that is, to the sum of the interest paid and expected net stock-
holder income). This means we must replace each X; in the original ver-
sions of Propositions I and II with a new variable X, representing the
total income net of taxes generated by the firm:

(10) X7 = (X;—rD)(1 — )+ rD; = #7 + rD;,

where #;7 represents the expected net income accruing to the common
stockholders and 7 stands for the average rate of corporate income tax.!

After making these substitutions, the propositions, when adjusted for
taxes, continue to have the same form as their originals. That is, Propo-
sition I becomes:

X,

(11 = p;", for any firm in class £,
i
and Proposition IT becomes

;"

(12) i;=— = pj" + (" — 1) D;/S;
Sj
where p;” is the capitalization rate for income net of taxes in class k.
Although the form of the propositions is unaffected, certain interpre-
tations must be changed. In particular, the after-tax capitalization rate

15 For simplicity, we shall ignore throughout the tiny element of progression in our present
corporate tax and treat r as a constant independent of (X;—rD;).
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p«” can no longer be identified with the “average cost of capital” which
is pr=X;/V ;. The difference between ps” and the ““true” average cost of
capital, as we shall see, is a matter of some relevance in connection with
investment planning within the firm (Section II). For the description of
market behavior, however, which is our immediate concern here, the dis-
tinction is not essential. To simplify presentation, therefore, and to pre-
serve continuity with the terminology in the standard literature we
shall continue in this section to refer to p,” as the average cost of capital,
though strictly speaking this identification is correct only in the absence
of taxes.

Effects of a Plurality of Bonds and Interest Rates. In existing capital
markets we find not one, but a whole family of interest rates varying
with maturity, with the technical provisions of the loan and, what is
most relevant for present purposes, with the financial condition of the
borrower.!® Economic theory and market experience both suggest that
the yields demanded by lenders tend to increase with the debt-equity
ratio of the borrowing firm (or individual). If so, and if we can assume
as a first approximation that this yield curve, r=r (D/S), whatever its
precise form, is the same for all borrowers, then we can readily extend
our propositions to the case of a rising supply curve for borrowed
funds.!?

Proposition I is actually unaffected in form and interpretation by the
fact that the rate of interest may rise with leverage; while the average
cost of borrowed funds will tend to increase as debt rises, the average cost
of funds from all sources will still be independent of leverage (apart
from the tax effect). This conclusion follows directly from the ability of
those who engage in arbitrage to undo the leverage in any financial
structure by acquiring an appropriately mixed portfolio of bonds and
stocks. Because of this ability, the ratio of earnings (before interest
charges) to market value-—i.c., the average cost of capital from all

16 We shall not consider here the extension of the analysis to encompass the time structure of
interest rates. Although some of the problems posed by the time structure can be handled with-
in our comparative statics framework, an adequate discussion would require a separate paper.

17 We can also develop a theory of bond valuation along lines essentially parallel to those fol-
lowed for the case of shares. We conjecture that the curve of bond yields as a function of lever-
age will turn out to be a nonlinear one in contrast to the linear function of leverage developed
for common shares. However, we would also expect that the rate of increase in the yield on
new issues would not be substantial in practice. This relatively slow rise would reflect the fact
that interest rate increases by themselves can never be completely satisfactory to creditors as
compensation for their increased risk. Such increases may simply serve to raise  so high rela-
tive to p that they become self-defeating by giving rise to a situation in which even normal
fluctuations in earnings may force the company into bankruptcy. The difficulty of borrowing
more, therefore, tends to show up in the usual case not so much in higher rates as in the form
of increasingly stringent restrictions imposed on the company’s management and finances by
the creditors; and ultimately in a complete inability to obtain new borrowed funds, at least
from the institutional investors who normally set. the standards in the market for bonds.



Workpaper 5
Page 15 of 38

274 THE AMERICAN ECONOMIC REVIEW

sources—must be the same for all firms in a given class.!® In other words,
the increased cost of borrowed funds as leverage increases will tend to
be offset by a corresponding reduction in the yield of common stock.
This seemingly paradoxical result will be examined more closely below
in connection with Proposition II.

A significant modification of Proposition I would be required only if
the yield curve r=r(D/S) were different for different borrowers, as
might happen if creditors had marked preferences for the securities of a
particular class of debtors. If, for example, corporations as a class were
able to borrow at lower rates than individuals having equivalent per-
sonal leverage, then the average cost of capital to corporations might
fall slightly, as leverage increased over some range, in reflection of this
differential. In evaluating this possibility, however, remember that the
relevant interest rate for our arbitrage operators is the rate on brokers’
loans and, historically, that rate has not been noticeably higher than
representative corporate rates.!® The operations of holding companies
and investment trusts which can borrow on terms comparable to operat-
ing companies represent still another force which could be expected to
wipe out any marked or prolonged advantages from holding levered
stocks.??

Although Proposition I remains unaffected as long as the yield curve
is the same for all borrowers, the relation between common stock yields
and leverage will no longer be the strictly linear one given by the original
Proposition II. If 7 increases with leverage, the yield ¢ will still tend to

18 One normally minor qualification might be noted. Once we relax the assumption that all
bonds have certain yields, our arbitrage operator faces the danger of something comparable to
“gambler’s ruin.” That is, there is always the possibility that an otherwise sound concern—
one whose long-run expected income is greater than its interest liability—might be forced into
liquidation as a result of a run of temporary losses. Since reorganization generally involves
costs, and because the operation of the firm may be hampered during the period of reorganiza-
tion with lasting unfavorable effects on earnings prospects, we might perhaps expect heavily
levered companies to sell at a slight discount relative to less heavily indebted companies of the
same class.

19 Under normal conditions, moreover, a substantial part of the arbitrage process could be
expected to take the form, not of having the arbitrage operators go into debt on personal
account to put the required leverage into their portfolios, but simply of having them reduce
the amount of corporate bonds they already hold when they acquire underpriced unlevered
stock. Margin requirements are also somewhat less of an obstacle to maintaining any desired
degree of leverage in a portfolio than might be thought at first glance. Leverage could be
largely restored in the face of higher margin requirements by switching to stocks having more
leverage at the corporate level.

20 An extreme form of inequality between borrowing and lending rates occurs, of course, in
the case of preferred stocks, which can not be directly issued by individuals on personal
account. Here again, however, we would expect that the operations of investment corporations
plus the ability of arbitrage operators to sell off their holdings of preferred stocks would act to
prevent the emergence of any substantial premiums (for this reason) on capital structures con-
taining preferred stocks. Nor are preferred stocks so far removed from bonds as to make it
impossible for arbitrage operators to approximate closely the risk and leverage of a corporate
preferred stock by incurring a somewhat smaller debt on personal account.
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rise as D/S increases, but at a decreasing rather than a constant rate.
Beyond some high level of leverage, depending on the exact form of the
interest function, the yield may even start to fall.?* The relation between
1 and D/S could conceivably take the form indicated by the curve MD

VaLve XJ/Y,(AVERAGE CosT ofF CAPITAL)
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FIGURE 2

in Figure 2, although in practice the curvature would be much less pro-
nounced. By contrast, with a constant rate of interest, the relation
would be linear throughout as shown by line M M’, Figure 2.
The downward sloping part of the curve MD perhaps requires some
 Since new lenders are unlikely to permit this much leverage (¢f. note 17), this range of the

curve is likely to be occupied by companies whose earnings prospects have fallen substantially
since the time when their debts were issued.
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comment since it may be hard to imagine why investors, other than
those who like lotteries, would purchase stocks in this range. Remember,
however, that the yield curve of Proposition II is a consequence of the
more fundamental Proposition I. Should the demand by the risk-lovers
prove insufficient to keep the market to the peculiar yield-curve MD,
this demand would be reinforced by the action of arbitrage operators.
The latter would find it profitable to own a pro-rata share of the firm as
a whole by holding its stock and bonds, the lower yield of the shares
being thus offset by the higher return on bonds.

D. The Relation of Propositions I and I1 to Current Doctrines

The propositions we have developed with respect to the valuation of
firms and shares appear to be substantially at variance with current
doctrines in the field of finance. The main differences between our view
and the current view are summarized graphically in Figures 1 and 2.
Our Proposition I [equation (4)] asserts that the average cost of capital,
X,;7/V;, is a constant for all firms j in class &, independently of their fi-
nancial structure. This implies that, if we were to take a sample of firms
in a given class, and if for each firm we were to plot the ratio of expected
return to market value against some measurc of leverage or financial
structure, the points would tend to fall on a horizontal straight linc
with intercept ps, like the solid line msm” in Figure 1.2 From Proposition
I we derived Proposition II [equation (8)] which, taking the simplest
version with 7 constant, asserts that, for all firms in a class, the relation
between the yield on common stock and financial structure, measured
by D;/S;, will approximate a straight line with slope (o,”—7) and inter-
cept pi". This relationship is shown as the solid line M’ in Figure 2, to
which reference has been made earlier.?

By contrast, the conventional view among finance specialists appears
to start from the proposition that, other things equal, the earnings-
price ratio (or its reciprocal, the times-earnings multiplier) of a firm’s
common stock will normally be only slightly affected by “moderate”
amounts of debt in the firm’s capital structure.? Translated into our no-

2 In Figure 1 the measure of leverage used is D;/V; (the ratio of debt to market value)
rather than D;/S; (the ratio of debt to equity), the concept used in the analytical develop-
ment. The D;/V; measure is introduced at this point because it simplifies comparison and con-
trast of our view with the traditional position.

2 The line MM’ in Figure 2 has been drawn with a positive slope on the assumption that
pi™>r, a condition which will normally obtain. Our Proposition II as given in equation (8)
would continue to be valid, of course, even in the unlikely event that p;"<r, but the slope of
MM’ would be negative.

% See, ¢.g., Graham and Dodd (6, pp. 464-66]. Without doing violence to this position, we
can bring out its implications more sharply by ignoring the qualification and treating the yield
as a virtual constant over the relevant range. See in this connection the discussion in Durand
[3, esp. pp. 225-37] of what he calls the “net income method” of valuation.
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tation, it asserts that for any firm j in the class &,

X7 —rD;  #7 D;
(13) —_ = = i*, a constant for — < L
S; S; S

or, equivalently,
(14) S, = ﬁj'/‘l:k*.

Here i,* represents the capitalization rate or earnings-price ratio on the
common stock and L; denotes some amount of leverage regarded as the
maximum “reasonable’” amount for firms of the class k. This assumed
relationship between yield and leverage is the horizontal solid line ML’
of Figure 2. Beyond L’, the yield will presumably rise sharply as the
market discounts “excessive” trading on the equity. This possibility of a
rising range for high leverages is indicated by the broken-line segment
L’G in the figure.”

If the value of shares were really given by (14) then the over-all mar-
ket value of the firm must be:

Y," — rDj

09 V=54 Di- Xy, Gt =D,

iw*

~ — +Di=

23 ¥

o
That is, for any given level of expected total returns after taxes (X;7)
and assuming, as seems natural, that 7,*>7, the value of the firm must
tend to rise with debt;? whereas our Proposition I asserts that the value
of the firm is completely independent of the capital structure. Another
way of contrasting our position with the traditional one is in terms of the
cost of capital. Solving (16) for X,7/V; yields:

an X;/Vi=0* — (i* — 1) D;/V,.

According to this equation, the average cost of capital is not indepen-
dent of capital structure as we have argued, but should tend to fall with
increasing leverage, at least within the relevant range of moderate debt
ratios, as shown by the line ms in Figure 1. Or to put it in more familiar
terms, debt-financing should be ‘“cheaper” than equity-financing if not
carried too far.

When we also allow for the possibility of a rising range of stock yields
for large values of leverage, we obtain a U-shaped curve like mst in

% To make it easier to see some of the implications of this hypothesis as well as to prepare
the ground for later statistical testing, it will be helpful to assume that the notion of a critical
limit on leverage beyond which yields rise rapidly, can be epitomized by a quadratic relation of
the form:

(15) #7/S; = &* + B(D;/S;) + a(D;/S;)?, a>0.

2 For a typical discussion of how a promoter can, supposedly, increase the market value of 2
firm by recourse to debt issues, see W. J. Eiteman [4, esp. pp. 11-13].
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Figure 1.2 That a yield-curve for stocks of the form ML’G in Figure 2
implies a U-shaped cost-of-capital curve has, of course, been recognized
by many writers. A natural further step has been to suggest that the
capital structure corresponding to the trough of the U is an “optimal
capital structure” towards which management ought to strive in the
best interests of the stockholders.?® According to our model, by contrast,
no such optimal structure exists—all structures being equivalent from
the point of view of the cost of capital.

Although the falling, or at least U-shaped, cost-of-capital function is
in one form or another the dominant view in the literature, the ultimate
rationale of that view is by no means clear. The crucial element in the
position—that the expected earnings-price ratio of the stock is largely
unaffected by leverage up to some conventional limit—is rarely even
regarded as something which requires explanation. It is usually simply
taken for granted or it is merely asserted that this is the way the market
behaves.?® To the extent that the constant earnings-price ratio has a
rationale at all we suspect that it reflects in most cases the feeling that
moderate amounts of debt in “sound’ corporations do not really add
very much to the “riskiness” of the stock. Since the extra risk is slight,
it seems natural to suppose that firms will not have to pay noticeably
higher yields in order to induce investors to hold the stock.®

A more sophisticated line of argument has been advanced by David
Durand [3, pp. 231-33]. He suggests that because insurance companies
and certain other important institutional investors are restricted to debt
securities, nonfinancial corporations are able to borrow from them at
interest rates which are lower than would be required to compensate

27 The U-shaped nature of the cost-of-capital curve can be exhibited explicitly if the yield
curve for shares as a function of leverage can be approximated by equation (15) of footnote 25.
From that equation, multiplying both sides by S; we obtain: ;7= X;*—rD;=*S;+8D;+aD}?
/S; or, adding and subtracting 4,*Dj from the right-hand side and collecting terms,

18) X7 =a*Si+ D) + (B + r — i) D; + aD%/S;.
Dividing (18) by V; gives an expression for the cost of capital:
X7 /Vi=i* — (ia* —r — B)D;/Vi+ aD/S;V; = i* — (@* — r — B)D;/V;
+ a(D;/V)*/(1 — D;/Vy)

which is clearly U-shaped since « is supposed to be positive.

28 For a typical statement see S. M. Robbins [16, p. 307]. See also Graham and Dodd [6,
pp. 468-74].

2 See e.g., Graham and Dodd [6, p. 466].

2 A typical statement is the following by Guthmann and Dougall [7, p. 245]: “Theoretically
it might be argued that the increased hazard from using bonds and preferred stocks would
counterbalance this additional income and so prevent the common stock from being more
attractive than when it had a lower return but fewer prior obligations. In practice, the extra
earnings from ‘trading on the equity’ are often regarded by investors as more than sufficient to
serve as a ‘premium for risk’ when the proportions of the several securities are judiciously
mixed.”

(19)
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creditors in a free market. Thus, while he would presumably agree with
our conclusions that stockholders could not gain from leverage in an un-
constrained market, he concludes that they can gain under present insti-
tutional arrangements. This gain would arise by virtue of the ‘“safety
superpremium” which lenders are willing to pay corporations for the
privilege of lending.®

The defective link in both the traditional and the Durand version of
the argument lies in the confusion between investors’ subjective risk
preferences and their objective market opportunities. Our Propositions
I and II, as noted earlier, do not depend for their validity on any as-
sumption about individual risk preferences. Nor do they involve any as-
sertion as to what is an adequate compensation to investors for assum-
ing a given degree of risk. They rely merely on the fact that a given
commodity cannot consistently sell at more than one price in the mar-
ket; or more precisely that the price of a commodity representing a
“bundle” of two other commodities cannot be consistently different
from the weighted average of the prices of the two components (the
weights being equal to the proportion of the two commodities in the
bundle).

An analogy may he helpful at this point. The relations between 1/py,
the price per dollar of an unlevered stream in class &, 1/7, the price per
dollar of a sure stream, and 1/7;, the price per dollar of a levered stream
7, in the kth class, are essentially the same as those between, respective-
ly, the price of whole milk, the price of butter fat, and the price of milk
which has been thinned out by skimming off some of the butter fat. Our
Proposition I states that a firm cannot reduce the cost of capital—i.e.,
increase the market value of the stream it generates—by securing part
of its capital through the sale of bonds, even though debt money ap-
pears to be cheaper. This assertion is equivalent to the proposition that,
under perfect markets, a dairy farmer cannot in general earn more for
the milk he produces by skimming some of the butter fat and selling
it separately, even though butter fat per unit weight, sells for more
than whole milk. The advantage from skimming the milk rather than
selling whole milk would be purely illusory; for what would be gained
from selling the high-priced butter fat would be lost in selling the low-
priced residue of thinned milk. Similarly our Proposition II—that the
price per dollar of a levered stream falls as leverage increases—is an ex-

3t Like Durand, Morton [15] contends “that the actual market deviates from [Proposition
1] by giving a changing over-all cost of money at different points of the [leverage] scale’ (p.
443, note 2, inserts ours), but the basis for this contention is nowhere clearly stated. Judging
by the great emphasis given to the lack of mobility of investment funds between stocks and
bonds and to the psychological and institutional pressures toward debt portfolios (see pp. 444~
51 and especially his discussion of the optimal capital structure on p. 453) he would seem to be
taking a position very similar to that of Durand above.
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act analogue of the statement that the price per gallon of thinned milk
falls continuously as more butter fat is skimmed off.3

It is clear that this last assertion is true as long as butter fat is worth
more per unit weight than whole milk, and it holds even if, for many
consumers, taking a little cream out of the milk (adding a little leverage
to the stock) does not detract noticeably from the taste (does not add
noticeably to the risk). Furthermore the argument remains valid even
in the face of instituional limitations of the type envisaged by Durand.
For suppose that a large fraction of the population habitually dines in
restaurants which are required by law to serve only cream in lieu of
milk (entrust their savings to institutional investors who can only buy
bonds). To be sure the price of butter fat will then tend to be higher in
relation to that of skimmed milk than in the absence such restrictions
(the rate of interest will tend to be lower), and this will benefit people
who eat at home and who like skim milk (who manage their own port-
folio and are able and willing to take risk). But it will still be the case
that a farmer cannot gain by skimming some of the butter fat and sell-
ing it separately (firm cannot reduce the cost of capital by recourse to
borrowed funds).®

Our propositions can be regarded as the extension of the classical
theory of markets to the particular case of the capital markets. Those
who hold the current view—whether they realize it or not—must as-

32 Let M denote the quantity of whole milk, B/M the proportion of butter fat in the whole
milk, and let par, 5 and p, denote, respectively, the price per unit weight of whole milk, butter
fat and thinned milk from which a fraction « of the butter fat has been skimmed off. We then
have the fundamental perfect market relation:
(a) pa(M — aB) + pBaB = puM, 0<a<ll,
stating that total receipts will be the same amount p»M, independently of the amount aB of

butter fat that may have been sold separately. Since pa corresponds to 1/p, pp to 1/, pa to
1/4, M to X and aB torD, (a) is equivalent to Proposition I, S+D=X/p. From (a) we derive:

B M oB
®) Pa= Pty B T PP M —aB

which gives the price of thinned milk as an explicit function of the proportion of butter fat
skimmed off; the function decreasing as long as pa>pu. From (a) also follows:

ppaB
po(M — aB)

which is the exact analogue of Proposition II, as given by (8).

33 The reader who likes parables will find that the analogy with interrelated commodity
markets can be pushed a good deal farther than we have done in the text. For instance, the
effect of changes in the market rate of interest on the over-all cost of capital is the same as the
effect of a change in the price of butter on the price of whole milk. Similarly, just as the rela-
tion between the prices of skim milk and butter fat influences the kind of cows that will be
reared, so the relation between 7 and r influences the kind of ventures that will be undertaken.
If people like butter we shall have Guernseys; if they are willing to pay a high price for safety,
this will encourage ventures which promise smaller but less uncertain streams per dollar of
physical assets.

() 1/pa = 1/pm + (1/pm — 1/p8)
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sume not merely that there are lags and frictions in the equilibrating
process—a feeling we certainly share claiming for our propositions
only that they describe the central tendency around which observations
will scatter—but also that there are large and systematic imperfections
in the market which permanently bias the outcome. This is an assump-
tion that economists, at any rate, will instinctively eve with some skep-
ticism.

In any event, whether such prolonged, systematic departures from
equilibrium really exist or whether our propositions are better descrip-
tions of long-run market behavior can be settled only by empirical re-
search. Before going on to the theory of investment it may be helpful,
therefore, to look at the evidence.

E. Some Preliminary Evidence on the Basic Propositions

Unfortunately the evidence which has been assembled so far is amaz-
ingly skimpy. Indeed, we have been able to locate only two recent stud-
ies—and these of rather limited scope—which were designed to throw
light on the issue. Pending the results of more comprehensive tests which
we hope will soon be available, we shall review briefly such evidence as is
provided by the two studies in question: (1) an analysis of the relation
between security yields and financial structure for some 43 large electric
utilities by F. B. Allen [1], and (2) a parallel (unpublished) study by
Robert Smith [19], for 42 oil companies designed to test whether Allen’s
rather striking results would be found in an industry with very differ-
ent characteristics.® The Allen study is based on average figures for the
years 1947 and 1948, while the Smith study relates to the single year
1953.

The Effect of Leverage on the Cost of Capital. According to the received
view, as shown in equation (17) the average cost of capital, X7/7,
should decline linearly with leverage as measured by the ratio D/V, at
least through most of the relevant range.®® According to Proposition I,
the average cost of capital within a given class % should tend to have
the same value p;” independently of the degree of leverage. A simple test

3 Several specific examples of the failure of the arbitrage mechanism can be found in Graham
and Dodd [6, e.g., pp. 646—48]. The price discrepancy described on pp. 64647 is particularly
curious since it persists even today despite the fact that a whole generation of security analysts
has been brought up on this book!

% We wish to express our thanks to both writers for making available to us some of their
original worksheets. In addition to these recent studies there is a frequently cited (but appar-
ently seldom read) study by the Federal Communications Commission in 1938 [22] which
purports to show the existence of an optimal capital structure or range of structures (in the
sense defined above) for public utilities in the 1930’s. By current standards for statistical in-
vestigations, however, this study cannot be regarded as having any real evidential value for
the problem at hand.

3 We shall simplify our notation in this section by dropping the subscript 7 used to denote a
particular firm wherever this will not lead to confusion.
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of the merits of the two alternative hypotheses can thus be carried out
by correlating X7/V with D/V. If the traditional view is correct, the
correlation should be significantly negative; if our view represents a bet-
ter approximation to reality, then the correlation should not be signifi-
cantly different from zero.

Both studies provide information about the average value of D—the
market value of bonds and preferred stock—and of V—the market
value of all securities.” From these data we can readily compute the
ratio D/V and this ratio (expressed as a percentage) is represented by
the symbol 4 in the regression equations below. The measurement of
the variable X7/V, however, presents serious difficulties. Strictly speak-
ing, the numerator should measure the expected returns net of taxes,
but this is a variable on which no direct information is available. As an
approximation, we have followed both authors and used (1) the average
value of actual net returns in 1947 and 1948 for Allen’s utilities; and (2)
actual net returns in 1953 for Smith’s oil companies. Net return is de-
fined in both cases as the sum of interest, preferred dividends and stock-
holders’ income net of corporate income taxes. Although this approxima-
tion to expected returns is undoubtedly very crude, there is no reason to
believe that it will systematically bias the test in so far as the sign of the
regression coefficient is concerned. The roughness of the approximation,
however, will tend to make for a wide scatter. Also contributing to the
scatter is the crudeness of the industrial classification, since especially
within the sample of oil companies, the assumption that all the firms be-
long to the same class in our sense, is at best only approximately valid.

Denoting by x our approximation to X7/V (expressed, like d, as a
percentage), the results of the tests are as follows:

Electric Utilities x = 5.3 4 .006d r= .12
(£ .008)

Oil Companies x = 8.5+ .006d r= .04,
(£.024)

The data underlying these equations are also shown in scatter diagram
form in Figures 3 and 4.
The results of these tests are clearly favorable to our hypothesis.

3 Note that for purposes of this test preferred stocks, since they represent an expected fixed
obligation, are properly classified with bonds even though the tax status of preferred dividends
is different from that of interest payments and even though preferred dividends are really
fixed only as to their maximum in any year. Some difficulty of classification does arise in the
case of convertible preferred stocks (and convertible bonds) selling at a substantial premium,
but fortunately very few such issues were involved for the companies included in the two
studies. Smith included bank loans and certain other short-term obligations (at book values)
in his data on oil company debts and this treatment is perhaps open to some question. How-
ever, the amounts involved were relatively small and check computations showed that their
elimination would lead to only minor differences in the test results.
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Both correlation coefficients are very close to zero and not statistically
significant. Furthermore, the implications of the traditional view fail to
be supported even with respect to the sign of the correlation. The data
in short provide no evidence of any tendency for the cost of capital to
fall as the debt ratio increases.?®

It should also be apparent from the scatter diagrams that there is no
hint of a curvilinear, U-shaped, relation of the kind which is widely be-
lieved to hold between the cost of capital and leverage. This graphical
impression was confirmed by statistical tests which showed that for
both industries the curvature was not significantly different from zero,
its sign actually being opposite to that hypothesized.?®

Note also that according to our model, the constant terms of the re-
gression equations are measures of p;7, the capitalization rates for un-
levered streams and hence the average cost of capital in the classes in
question. The estimates of 8.5 per cent for the oil companies as against
5.3 per cent for electric utilities appear to accord well with a priori ex-
pectations, both in absolute value and relative spread.

The Effect of Leverage an Common Stock Yields. According to our Prop-
osition II—see equation 12 and Figure 2—the expected yield on com-
mon stock, #7/S, in any given class, should tend to increase with lever-
age as measured by the ratio D/S. The relation should tend to be linear
and with positive slope through most of the relevant range (as in the
curve MM’ of Figure 2), though it might tend to flatten out if we move

% It may be argued that a test of the kind used is biased against the traditional view. The
fact that both sides of the regression equation are divided by the variable V which may be
subject to random variation might tend to impart a positive bias to the correlation. As a check
on the results presented in the text, we have, therefore, carried out a supplementary test
based on equation (16). This equation shows that, if the traditional view is correct, the market
value of a company should, fo1 given X7, increase with debt through most of the relevant range;
according to our model the market value should be uncorrelated with D, given X7. Because
of wide variations in the size of the firms included in our samples, all variables must be divided
by a suitable scale factor in order to avoid spurious results in carrying out a test of equation
(16). The factor we have used is the book value of the firm denoted by 4. The hypothesis
tested thus takes the specific form:

V/4 = a+ b(X"/A) + ¢(D/A)
and the numerator of the ratio X"/A is again approximated by actual net returns. The partial
correlation between ¥ /A4 and D/A should now be positive according to the traditional view
and zero according to our model. Although division by 4 should, if anything, bias the results
in favor of the traditional hypothesis, the partial correlation turns out to be only .03 for the oil
companies and —.28 for the electric utilities. Neither of these coefficients is significantly differ-
ent from zero and the larger one even has the wrong sign.

¥ The tests consisted of fitting to the data the equation (19) of footnote 27. As shown
there, it follows from the U-shaped hypothesis that the coefficient « of the variable (D/V)?
/(1—=D/V), denoted hereafter by @*, should be significant and positive. The following regres-
sion equations and partials were obtained:

Electric Utilities x = 5.0 + .017d — .003d*; rza* .a = — .15
Oil Companies x = 8.0 + .05d — .03d*; r.a* .a = — .14.
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far enough to the right (as in the curve MD’), to the extent that high
leverage tends to drive up the cost of senior capital. According to the
conventional view, the yield curve as a function of leverage should be a
horizontal straight line (like M L’) through most of the relevant range;
far enough to the right, the yield may tend to rise at an increasing rate.
Here again, a straight-forward correlation—in this case between #7/S
and D/S—can provide a test of the two positions. If our view is correct,
the correlation should be significantly positive; if the traditional view is
correct, the correlation should be negligible.

Subject to the same qualifications noted above in connection with
X", we can approximate #* by actual stockholder net income.* Letting
z denote in each case the approximation to #7/S (expressed as a per-
centage) and letting % denote the ratio D/S (also in percentage terms)
the following results are obtained:

Electric Utilities z = 6.6 + .0174 r= .53
(+.004)

Oil Companies 2z = 8.9 4+ .051% r = .53.
(£.012)

These results are shown in scatter diagram form in Figures 5 and 6.
Here again the implications of our analysis seem to be borne out by
the data. Both correlation coefficients are positive and highly significant
when account is taken of the substantial sample size. Furthermore, the
estimates of the coefficients of the equations seem to accord reasonably
well with our hypothesis. According to equation (12) the constant term
should be the value of pi” for the given class while the slope should be
(ox"—7). From the test of Proposition I we have seen that for the oil
companies the mean value of p;” could be estimated at around 8.7.
Since the average yield of senior capital during the period covered was
in the order of 3% per cent, we should expect a constant term of about
8.7 per cent and a slope of just over 5 per cent. These values closely ap-
proximate the regression estimates of 8.9 per cent and 5.1 per cent re-
spectively. For the electric utilities, the yield of senior capital was also
on the order of 3% per cent during the test years, but since the estimate
of the mean value of p;” from the test of Proposition I was 5.6 per cent,
40 As indicated earlier, Smith’s data were for the single year 1953. Since the use of a single
year’s profits as a measure of expected profits might be open to objection we collected profit

data for 1952 for the same companies and based the computation of 77/S on the average of the
two years. The value of #7/S was obtained from the formula:
( assets in ’53

net earnings in 1952-—————— +- net earnings in’ 1953) —
assets in ’52

=+ (average market value of common stock in ’53).
The asset adjustment was introduced as rough allowance for the effects of possible growth in
the size of the firm. It might be added that the correlation computed with 77/S based on net
profits in 1953 alone was found to be only slightly smaller, namely .50.
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the slope should be just above 2 per cent. The actual regression estimate
for the slope of 1.7 per cent is thus somewhat low, but still within one
standard error of its theoretical value. Because of this underestimate of
the slope and because of the large mean value of leverage (k=160 per
cent) the regression estimate of the constant term, 6.6 per cent, is some-
what high, although not significantly different from the value of 5.6
per cent obtained in the test of Proposition I.

When we add a square term to the above equations to test for the
presence and direction of curvature we obtain the following estimates:

Electric Utilities z = 4.6 4 .004% — .00742
Oil Companies z = 8.5 + .072k — .01642%.

For both cases the curvature is negative. In fact, for the electric utili-
ties, where the observations cover a wider range of leverage ratios, the
negative coefficient of the square term is actually significant at the §
per cent level. Negative curvature, as we have seen, runs directly coun-
ter to the traditional hypothesis, whereas it can be readily accounted
for by our model in terms of rising cost of borrowed funds.#

In summary, the empirical evidence we have reviewed seems to be
broadly consistent with our model and largely inconsistent with tradi-
tional views. Needless to say much more extensive testing will be re-
quired before we can firmly conclude that our theory describes market
behavior. Caution is indicated especially with regard to our test of
Proposition II, partly because of possible statistical pitfalls®? and partly
because not all the factors that might have a systematic effect on stock
yields have been considered. In particular, no attempt was made to test
the possible influence of the dividend pay-out ratio whose role has
tended to receive a great deal of attention in current research and think-
ing. There are two reasons for this omission. First, our main objective
has been to assess the prima facie tenability of our model, and in this
model, based as it is on rational behavior by investors, dividends per se
play no role. Second, in a world in which the policy of dividend stabiliza-
tion is widespread, there is no simple way of disentangling the true ef-
fect of dividend payments on stock prices from their apparent effect,

4 That the yield of senior capital tended to rise for utilities as leverage increased is clearly
shown in several of the scatter diagrams presented in the published version of Allen’s study.
This significant negative curvature between stock yields and leverage for utilities may be part-
ly responsible for the fact, previously noted, that the constant in the linear regression is some-
what higher and the slope somewhat lower than implied by equation (12). Note also in connec-
tion with the estimate of px” that the introduction of the quadratic term reduces the constant
considerably, pushing it in fact below the a priori expectation of 5.6, though the difference is
again not statistically significant.

2 Tn our test, e.g., the two variables z and % are both ratios with S appearing in the denomi-
nator, which may tend to impart a positive bias to the correlation (¢f. note 38). Attempts were

made to develop alternative tests, but although various possibilities were explored, we have
so far been unable to find satisfactory alternatives.
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the latter reflecting only the role of dividends as a proxy measure of
long-term earning anticipations.® The difficulties just mentioned are
further compounded by possible interrelations between dividend policy
and leverage.#

I1. Implications of the Analysis for the Theory of Investment
A. Capital Structure and Investment Policy

On the basis of our propositions with respect to cost of capital and
financial structure (and for the moment neglecting taxes), we can derive
the following simple rule for optimal investment policy by the firm:

Proposition IT1. If a firm in class % is acting in the best interest of the
stockholders at the time of the decision, it will exploit an investment op-
portunity if and only if the rate of return on the investment, say p*,
is as large as or larger than p,. That is, the cut-off point for investment
in the firm will in all cases be pi, and will be completely unaffected by the
type of security used to finance the investment. Equivalently, we may say
that regardless of the financing used, the marginal cost of capital to a
firm is equal to the average cost of capital, which is in turn equal to the
capitalization rate for an unlevered stream in the class to which the
firm belongs.®

To establish this result we will consider the three major financing al-
ternatives open to the firm—bonds, retained earnings, and common
stock issues—and show that in each case an investment is worth under-
taking if, and only if, p* = p.*

Consider first the case of an investment financed by the sale of bonds.
We know from Proposition I that the market value of the firm before the
investment was undertaken was:*’

(20) Vo= Yn/ Px

4 We suggest that failure to appreciate this difficulty is responsible for many fallacious, or
at least unwarranted, conclusions about the role of dividends.

# In the sample of electric utilities, there is a substantial negative correlation between yields
and pay-out ratios, but also between pay-out ratios and leverage, suggesting that either the
association of yields and leverage or of yields and pay-out ratios may be (at least partly)
spurious. These difficulties however do not arise in the case of the oil industry sample. A pre-
liminary analysis indicates that there is here no significant relation between leverage and
pay-out ratios and also no significant correlation (either gross or partial) between yields and
pay-out ratios.

% The analysis developed in this paper is essentially a comparative-statics, not a dynamic
analysis. This note of caution applies with special force to Proposition III. Such problems as
those posed by expected changes in 7 and in pi over time will not be treated here. Although
they are in principle amenable to analysis within the general framework we have laid out, such
an undertaking is sufficiently complex to deserve separate treatment. Cf. note 17.

4 The extension of the proof to other types of financing, such as the sale of preferred stock or
the issuance of stock rights is straightforward.

47 Since no confusion is likely to arise, we have again, for simplicity, eliminated the subscripts

identifying the firm in the equations to follow. Fxcept for px, the subscripts now refer to time
periods.
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and that the value of the common stock was:
(21) So = Vo - Do.

If now the firm borrows I dollars to finance an investment yielding p* its
market value will become:

Xo+ p*I *I
(22) y,=20TP B

Pr Pr

and the value of its common stock will be:

. p*I
(23) .S.1=V1—(Do+[):V0+—“‘—Du—[
Pk
or using equation 21,
¥l
(24) Si=S +——-1
Pk

Hence S:2S, as p*2p;.*

To illustrate, suppose the capitalization rate for uncertain streams in
the kth class is 10 per cent and the rate of interest is 4 per cent. Then if
a given company had an expected income of 1,000 and if it were financed
entirely by common stock we know from Proposition I that the market
value of its stock would be 10,000. Assume now that the managers of the
firm discover an investment opportunity which will require an outlay of
100 and which is expected to yield 8 per cent. At first sight this might
appear to be a profitable opportunity since the expected return is double
the interest cost. If, however, the management borrows the necessary
100 at 4 per cent, the total expected income of the company rises to
1,008 and the market value of the firm to 10,080. But the firm now will
have 100 of bonds in its capital structure so that, paradoxically, the
market value of the stock must actually be reduced from 10,000 to
9,980 as a consequence of this apparently profitable investment. Or, to
put it another way, the gains from being able to tap cheap, borrowed
funds are more than offset for the stockholders by the market’s discount-
ing of the stock for the added leverage assumed.

Consider next the case of retained earnings. Suppose that in the course
of its operations the firm acquired I dollars of cash (without impairing

48 In the case of bond-financing the rate of interest on bonds does not enter explicitly into
the decision (assuming the firm borrows at the market rate of interest). This is true, more-
over, given the conditions outlined in Section I.C, even though interest rates may be
an increasing function of debt outstanding. To the extent that the firm borrowed at a rate
other than the market rate the two I’s in equation (24) would no longer be identical and an
additional gain or loss, as the case might be, would accrue to the shareholders. It might also
be noted in passing that permitting the two I’s in (24) to take on different values provides a
simple method for introducing underwriting expenses into the analysis.
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the earning power of its assets). If the cash is distributed as a dividend
to the stockholders their wealth W, after the distribution will be:
X,
(25) Wo=So+1I=——Dy+1
Pk
where X, represents the expected return from the assets exclusive of the
amount 7 in question. If however the funds are retained by the company
and used to finance new assets whose expected rate of return is p*, then
the stockholders’ wealth would become:
Xo+ p*I p*l
=  Dy=So+—
Pk Pk

(26) Wy =S,

Clearly W,%Wo as p*2p; so that an investment financed by retained
earnings raises the net worth of the owners if and only if p* > p;.*°

Consider finally, the case of common-stock financing. Let P, denote
the current market price per share of stock and assume, for simplicity,
that this price reflects currently expected earnings only, that is, it does
not reflect any future increase in earnings as a result of the investment
under consideration.®® Then if N is the original number of shares, the
price per share is:

(27 Py = So/N

and the number of new shares, M, needed to finance an investment of 7
dollars is given by:

(28) M !
=
As a result of the investment the market value of the stock becomes:
Xo+ p*I *I o*I
S1= 0 py=so+Pm = N+ 25
Pk Pk Pk

and the price per share:

Sl 1 p*I
(29) P= - [NPO + m].
N+M N+ M Pk

4 The conclusion that px is the cut-off point for investments financed from internal funds
applies not only to undistributed net profits, but to depreciation allowances (and even to the
funds represented by the current sale value of any asset or collection of assets). Since the
owners can earn py by investing funds elsewhere in the class, partial or total liquidating distri-
butions should be made whenever the firm cannot achieve a marginal internal rate of return
equal to p.

5 If we assumed that the market price of the stock did reflect the expected higher future
earnings (as would be the case if our original set of assumptions above were strictly followed)
the analysis would differ slightly in detail, but not in essentials. The cut-off point for new in-
vestment would still be pi, but where p*>p; the gain to the original owners would be larger
than if the stock price were based on the pre-investment expectations only.
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Since by equation (28), I =M P,, we can add M P, and subtract I from
the quantity in bracket, obtaining:

*
P, [(N + )Py + I]

_N+M Px

(30)

1 p*—p
= Pt ——

I> Pyif,
N+ M p

and only if, p*>ps.

Thus an investment financed by common stock is advantageous to the
current stockholders if and only if its yield exceeds the capitalization
rate pk.

Once again a numerical example may help to illustrate the result and
make it clear why the relevant cut-off rate is p; and not the current yield
on common stock, 7. Suppose that px is 10 per cent, 7 is 4 per cent, that
the original expected income of our company is 1,000 and that manage-
ment has the opportunity of investing 100 having an expected yield of
12 per cent. If the original capital structure is 50 per cent debt and 50
per cent equity, and 1,000 shares of stock are initially outstanding,
then, by Proposition I, the market value of the common stock must be
5,000 or 5 per share. Furthermore, since the interest bill is .04 5,000
=200, the yield on common stock is 800/5,000=16 per cent. It may
then appear that financing the additional investment of 100 by issuing
20 shares to outsiders at 5 per share would dilute the equity of the origi-
nal owners since the 100 promises to yield 12 per cent whereas the com-
mon stock is currently yielding 16 per cent. Actually, however, the
income of the company would rise to 1,012; the value of the firm to
10,120; and the value of the common stock to 5,120. Since there are
now 1,020 shares, each would be worth 5.02 and the wealth of the origi-
nal stockholders would thus have been increased. What has happened
is that the dilution in expected earnings per share (from .80 to .796) has
been more than offset, in its effect upon the market price of the shares,
by the decrease in leverage.

Our conclusion is, once again, at variance with conventional views,%
so much so as to be easily misinterpreted. Read hastily, Proposition ITI
seems to imply that the capital structure of a firm is a matter of indiffer-
ence; and that, consequently, one of the core problems of corporate
finance—the problem of the optimal capital structure for a firm—is no
problem at all. It may be helpful, therefore, to clear up such possible
misundertandings.

51 In the matter of investment policy under uncertainty there is no single position which
represents “accepted” doctrine. For a sample of current formulations, all very different from
ours, see Joel Dean [2, esp. Ch. 3], M. Gordon and E. Shapiro [5], and Harry Roberts [17].
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B. Proposition III and Financial Planning by Firms

Misinterpretation of the scope of Proposition III can be avoided by
remembering that this Proposition tells us only that the type of instru-
ment used to finance an investment is irrelevant to the question of
whether or not the investment is worth while. This does not mean that
the owners (or the managers) have no grounds whatever for preferring
one financing plan to another; or that there are no other policy or tech-
nical issues in finance at the level of the firm.

That grounds for preferring one type of financial structure to another
will still exist within the framework of our model can readily be seen
for the case of common-stock financing. In general, except for some-
thing like a widely publicized oil-strike, we would expect the market to
place very heavy weight on current and recent past earnings in forming
expectations as to future returns. Hence, if the owners of a firm dis-
covered a major investment opportunity which they felt would yield
much more than pi, they might well prefer not to finance it via common
stock at the then ruling price, because this price may fail to capitalize
the new venture. A better course would be a pre-emptive issue of stock
(and in this connection it should be remembered that stockholders are
free to borrow and buy). Another possibility would be to finance the
project initially with debt. Once the project had reflected itself in in-
creased actual earnings, the debt could be retired either with an equity
issue at much better prices or through retained earnings. Still another
possibility along the same lines might be to combine the two steps by
means of a convertible debenture or preferred stock, perhaps with a
progressively declining conversion rate. Even such a double-stage
financing plan may possibly be regarded as yielding too large a share
to outsiders since the new stockholders are, in effect, being given an
interest in any similar opportunities the firm may discover in the future.
If there is a reasonable prospect that even larger opportunities may arise
in the near future and if there is some danger that borrowing now would
preclude more borrowing later, the owners might find their interests
best protected by splitting off the current opportunity into a separate
subsidiary with independent financing. Clearly the problems involved
in making the crucial estimates and in planning the optimal financial
strategy are by no means trivial, even though they should have no bear-
ing on the basic decision to invest (as long as p*=ps).»

Another reason why the alternatives in financial plans may not be a
matter of indifference arises from the fact that managers are concerned

52 Nor can we rule out the possibility that the existing owners, if unable to use a financing
plan which protects their interest, may actually prefer to pass up an otherwise profitable ven-
ture rather than give outsiders an ‘‘excessive” share of the business. It is presumably in situa-

tions of this kind that we could justifiably speak of a shortage of “equity capital,” though this
kind of market imperfection is likely to be of significance only for small or new firms.
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with more than simply furthering the interest of the owners. Such other
objectives of the management—which need not be necessarily in con-
flict with those of the owners—are much more likely to be served by
some types of financing arrangements than others. In many forms of
borrowing agreements, for example, creditors are able to stipulate terms
which the current management may regard as infringing on its preroga-
tives or restricting its freedom to maneuver. The creditors might even
be able to insist on having a direct voice in the formation of policy.® To
the extent, therefore, that financial policies have these implications for
the management of the firm, something like the utility approach de-
scribed in the introductory section becomes relevant to financial (as
opposed to investment) decision-making. It is, however, the utility func-
tions of the managers per se and not of the owners that are now in-
volved.>

In summary, many of the specific considerations which bulk so large
in traditional discussions of corporate finance can readily be superim-
posed on our simple framework without forcing any drastic (and cer-
tainly no systematic) alteration of the conclusion which is our principal
concern, namely that for investment decisions, the marginal cost of
capital is p.

C. The Effect of the Corporate Income Tax on Investment Decisions

In Section I it was shown that when an unintegrated corporate income
tax is introduced, the original version of our Proposition I,

X/V = p; = a constant
must be rewritten as:
X-wDQ-7+rD X’

-— = p” = a constant.
14 14

(11

i

Throughout Section I we found it convenient to refer to X7/V as the
cost of capital. The appropriate measure of the cost of capital relevant

53 Similar considerations are involved in the matter of dividend policy. Even though the
stockholders may be indifferent as to payout policy as long as investment policy is optimal,
the management need not be so. Retained earnings involve far fewer threats to control than
any of the alternative sources of funds and, of course, involve no underwriting expense or risk.
But against these advantages management must balance the fact that sharp changes in divi-
dend rates, which heavy reliance on retained earnings might imply, may give the impression
that a firm’s finances are being poorly managed, with consequent threats to the control and
professional standing of the management.

% In principle, at least, this introduction of management’s risk preferences with respect to
financing methods would do much to reconcile the apparent conflict between Proposition ITI
and such empirical findings as those of Modigliani and Zeman [14] on the close relation between
interest rates and the ratio of new debt to new equity issues; or of John Lintner [12] on the
considerable stability in target and actual dividend-payout ratios.
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to investment decisions, however, is the ratio of the expected return
before taxes to the market value, i.e., X/V. From (11) above we find:

z = (D/V) _ [1 ‘er]
14 1—7 1 -7 oV

which shows that the cost of capital now depends on the debt ratio,
decreasing, as D/V rises, at the constant rate r7/(1—7).% Thus, with
a corporate income tax under which interest is a deductible expense,
gains can accrue to stockholders from having debt in the capital struc-
ture, even when capital markets are perfect. The gains however are
small, as can be seen from (31), and as will be shown more explicitly
below.

From (31) we can develop the tax-adjusted counterpart of Proposi-
tion ITI by interpreting the term D/V in that equation as the proportion
of debt used in any additional financing of V dollars. For example, in
the case where the financing is entirely by new common stock, D=0
and the required rate of return p,® on a venture so financed becomes:

(31)

r

)
(32) oS = .
1—7
For the other extreme of pure debt financing D=7V and the required
rate of return, p;2, becomes:

pr" r 7 T
(33) ka = [1 -7 —] = Pks [1 -7 -—] - Pks — .56
1—1 pE" pe” 1—7

For investments financed out of retained earnings, the problem of defin-
ing the required rate of return is more difficult since it involves a com-
parison of the tax consequences to the individual stockholder of receiv-
ing a dividend versus having a capital gain. Depending on the time of
realization, a capital gain produced by retained earnings may be taxed
either at ordinary income tax rates, 50 per cent of these rates, 25 per

% Equation (31) is amenable, in principle, to statistical tests similar to those described in
Section I.E. However we have not made any systematic attempt to carry out such tests so far,
because neither the Allen nor the Smith study provides the required information. Actually,
Smith’s data included a very crude estimate of tax liability, and, using this estimate, we did in
fact obtain a negative relation between X/V and D/V. However, the correlation (—.28) turned
out to be significant only at about the 10 per cent level. While this result is not conclusive, it
should be remembered that, according to our theory, the slope of the regression equation should
be in any event quite small. In fact, with a value of = in the order of .5, and values of p;” and
7 in the order of 8.5 and 3.5 per cent respectively (cf. Section I.E) an increase in D/V from
0 to 60 per cent (which is, approximately, the range of variation of this variable in the sample)
should tend to reduce the average cost of capital only from about 17 to about 15 per cent.

5 This conclusion does not extend to preferred stocks even though they have been classed
with debt issues previously. Since preferred dividends except for a portion of those of public
utilities are not in general deductible from the corporate tax, the cut-off point for new financing
via preferred stock is exactly the same as that for common stock.
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cent, or zero, if held till death. The rate on any dividends received in the
event of a distribution will also be a variable depending on the amount
of other income received by the stockholder, and with the added com-
plications introduced by the current dividend-credit provisions. If we
assume that the managers proceed on the basis of reasonable estimates
as to the average values of the relevant tax rates for the owners, then
the required return for retained earnings p® can be shown to be:
1 1—73 1—14

(34) o® = p” = o
* pkl—rl—r,, 1~—1',k

where 74 is the assumed rate of personal income tax on dividends and
7, is the assumed rate of tax on capital gains.

A numerical illustration may perhaps be helpful in clarifying the rela-
tionship between these required rates of return. If we take the following
round numbers as representative order-of-magnitude values under
present conditions: an after-tax capitalization rate p;” of 10 per cent, a
rate of interest on bonds of 4 per cent, a corporate tax rate of 50 per cent,
a marginal personal income tax rate on dividends of 40 per cent (cor-
responding to an income of about $25,000 on a joint return), and a capi-
tal gains rate of 20 per cent (one-half the marginal rate on dividends),
then the required rates of return would be: (1) 20 per cent for invest-
ments financed entirely by issuance of new common shares; (2) 16 per
cent for investments financed entirely by new debt; and (3) 15 per cent
for investments financed wholly from internal funds.

These results would seem to have considerable significance for current
discussions of the effect of the corporate income tax on financial policy
and on investment. Although we cannot explore the implications of the
results in any detail here, we should at least like to call attention to the
remarkably small difference between the ‘“‘cost’” of equity funds and
debt funds. With the numerical values assumed, equity money turned
out to be only 25 per cent more expensive than debt money, rather than
something on the order of 5 times as expensive as is commonly supposed
to be the case.’” The reason for the wide difference is that the traditional

87 See e.g., D. T. Smith [18]. It should also be pointed out that our tax system acts in other
ways to reduce the gains from debt financing. Heavy reliance on debt in the capital structure,
for example, commits a company to paying out a substantial proportion of its income in the
form of interest payments taxable to the owners under the personal income tax. A debt-free
company, by contrast, can reinvest in the business all of its (smaller) net income and to this
extent subject the owners only to the low capital gains rate (or possibly no tax at all by virtue
of the loophole at death). Thus, we should expect a high degree of leverage to be of value to
the owners, even in the case of closely held corporations, primarily in cases where their firm
was not expected to have much need for additional funds to expand assets and earnings in the
future. To the extent that opportunities for growth were available, as they presumably would
be for most successful corporations, the interest of the stockholders would tend to be better
served by a structure which permitted maximum use of retained earnings.
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view starts from the position that debt funds are several times cheaper
than equity funds even in the absence of taxes, with taxes serving sim-
ply to magnify the cost ratio in proportion to the corporate rate. By
contrast, in our model in which the repercussions of debt financing on
the value of shares are taken into account, the only difference in cost is
that due to the tax effect, and its magnitude is simply the tax on the
“grossed up’’ interest payment. Not only is this magnitude likely to be
small but our analysis yields the further paradoxical implication that
the stockholders’ gain from, and hence incentive to use, debt financing is
actually smaller the lower the rate of interest. In the extreme case
where the firm could borrow for practically nothing, the advantage of
debt financing would also be practically nothing.

III. Conclusion

With the development of Proposition III the main objectives we out-
lined in our introductory discussion have been reached. We have in our
Propositions I and II at least the foundations of a theory of the valua-
tion of firms and shares in a world of uncertainty. We have shown,
moreover, how this theory can lead to an operational definition of the
cost of capital and how that concept can be used in turn as a basis for
rational investment decision-making within the firm. Needless to say,
however, much remains to be done before the cost of capital can be
put away on the shelf among the solved problems. Our approach has
been that of static, partial equilibrium analysis. It has assumed among
other things a state of atomistic competition in the capital markets and
an ease of access to those markets which only a relatively small (though
important) group of firms even come close to possessing. These and
other drastic simplifications have been necessary in order to come to
grips with the problem at all. Having served their purpose they can now
be relaxed in the direction of greater realism and relevance, a task in
which we hope others interested in this area will wish to share.
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INTRODUCTION

The prices of common stocks differ among corporations due to
differences ameong them in earnings per share, investment
policies, financing peolicies, and business risk. Models which
use related variables to explain differences in prices among
stocks may be called intrinsic value models. There are at least
two important uses for intrinsic value models. One is to
discover the investment and financing policies which maximize the
price of a company's stock. A related use is to discover the
extent to which existing dividend, leverage and other policies
depart from price maximizing policies. The other important use
for intrinsic value models is to discover over or under-priced
stocks. That may take place in either of two ways. One is to
use the model to find the stocks that are mispriced on the basis
of the current values of the model's independent variables.
Alternatively, the model's parameters may be combined with values
for the independent variables that are based on new private
information that the analyst has obtained in order to discover
the value of the information.

Intrinsic value models have had a very uneven history.
Prior to the nineteen fifties we had simple heuristic models such
as Graham and Dodd's in which price depended on some combination
of earnings, dividends and book value. Then Gordon and Miller
and Modigliani developed models of stock valuation which follow
from plausible or theoretically interesting principles of asset

valuation.! These models generated further theoretical work and
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considerable empirical work designed to implement and test thenm
during the sixties and early seventies. However, the development
of the Sharpe-Lintner-Mossin capital asset pricing model during
the sixties soon captured the interest of researchers in the area
of security valuation. Perhaps that is why there has been
comparatively little progress over the last twenty years in
theory and practice with respect to intrinsic value models of
stock prices.

This paper is devoted to the use of intrinsic value models
for the discovery of over or under-priced stocks. The motivation
for the paper is the belief that developments over the last
decade in data availability and some theoretical ideas raised
here make further progress possible. The next section will
review the Gordon and the MM models. The second section will
critically evaluate the empirical adaptation of these models by
their authors and certain other efforts at explaining the cross-
section variation in price among stocks. Finally, the last
section will discuss how certain data base developments and
advances in theory can contribute to the advancement of practice

in the area under consideration.

I. THEORETICAL MODELS
The current value of any asset is the present value of its
expected future payments. In the case of a stock this
expectation is the dividend for the coming period plus the end-

of-period price, The expectation reduces to an infinite streanm
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of dividends. Under the assumption that this dividend
expectation can be represented with just two parameters, a
current value and a growth rate, with the latter taken to be the

same for every future period, I have shown that the price of a

share is

P = D/(k-g). (1)
Here, P = current price per share, D = current dividend per
share, k = expected or required return, and g = expected average

rate of growth in the dividend.? Notice, the assumption that the
growth rate is constant over time is consistent with the fact
that the growth rate in the dividend may vary from one pericd te
the next. We only assume that in pricing the stock future growth
can be summarized with one number,

Eg. (1) can be given more economic content under the further
restrictions that (1) the corporation is not expected to finance
through the sale of new shares, and (2) dividend policy, capital
structure, and return on investment can each be represented by
one parameter. In other words, the value of each of these
variables is not expected to change over time, and of course,
their values can be estimated currently. Under these assumptions
Egq. (1) becomes

P = (1-b)Y/(k-br). (2)
' The additional variables are Y = normalized current earnings per

share, b = fraction of earnings retained and invested, and r =

return on equity investment.

In Eqg. (2) the dividend becomes D = (1-b)Y, the growth rate



Pro

becomes g = br, and dividend policy is investment policy.

The interesting economic content of Egq. (2) lies in what it
says about dividend policy, which is represented with b, the
fraction of earnings retained. It can be seen that as b rises P
falls, on account of the fall in the dividend. on the other
hand, P rises with b due to the rise in the growth rate.
Whether P rises or falls on balance, and whether or not P is
maximized at some retention rate depend on the relative levels of
r and X and on how they change with k.

Eq. (2) is based on a number of more or less gquesticnable
assumptions. 0f particular interest, academic if not practical
interest, is the assumption that retained earnings is the sole
source of egquity funds.3 In fact, the sale of stock is an
alternative to retained earnings as a source of egquity funds, but
that does not render Eg. (2) useless. Let q be the sum of funds
raised through retained earnings and the sale of stock expressed
as a fraction of earnings. The vaiue of g is independent of the
relative amount of each source of a:quity funds. If stockholders
looked on the sale of stock as a perfect substitute for retained
earnings, we could substitute g for b in Eg. (2), and it would
then tell us how the price of a share varies with the firm's
equity financing rate.? However, we all know that taxes and
transaction costs make retained earnings dominate the sale of
stock as a source of funds. Hence, the assumption that retained
earnings is the sole source of equity fund is not among our more

questionable assumptions from a practical viewpoint. The more

Workpaper 6
Page 5 of 25



e

Workpaper 6
Page 6 of 25

guestionable assumptions will come up shortly.

Miller and Modigliani have shown that under the very strong
assumptions of perfectly competitive capital markets, the price
of a share is equal to the present value of the earnings on the
existing eguity plus the present value of the excess return on
the expected future equity investment.?d Under certain
simplifying assumptions, we then have

p =Y, Ya(r-k) (3)

The first term is the present value of the future earnings on the
existing ecuity, and the second term is the present value of the
excess return on all future investment, The future equity
investment has an initial value of Yqg, it has an excess return of
r-k, it will grow at the rate gr, and it has a present value of
¥g(r-k)/k(k-qr).

Notice that the same variables, Y, g, r, and k enter both the
Gordon and MM models, and both models rely on the same
simplifying assumptions with regard to their parameterization.
Nonetheless, we end up with a fundamental difference between the
two models. In the Gordon model the investor buys a dividend
expectation, while in MM she buys an earnings expectation.
Earnings do enter the Gordon model but only through their
influence on the current value and the growth of the dividend
expectation.

There are more fundamental differences between the Gordon
and the MM models. In both models k, the expected or required

return on a stock is equal to a risk-~free interest rate plus a
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risk premium. The former is the same for all shares and the
latter varies among shares, so that given the dividend or
earnings expectations on a share, its price will vary depending
on the share's risk attributes. However, MM imposed on their
mnodel the assumption that k is independent of the expected growth
rate, gr, while Gordon allowed the risk of growth to make k an
increasing function of gr. 1In addition, MM assumed that a firm
does nothing to create investment opportunities, while Gordon's

model has a firm's investment opportunities depend on its

history.

IT. EMPIRICAL MODELS

Prior to the above theoretical work Meader and Durand
explained the variation in price among shares with models in
which earnings, dividends and book value were the independent
variables.® Meader's regressions were linear in the variables
while Durand's were linear in their logs. Both obtained high
coefficients of multiple correlation, but the regression
coefficients were highly unstable from one year to the next, due
no doubt to the very high correlations among the independent
variables.

Turning back to the Gordon model, we see that it may be
summarized with the statement that a stock's price is equal to
the dividend divided by the dividend yield. Hence, the task in
the econometric implementation of the model is to intreduce

variables that explain how the dividend yield varies among
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shares. Since the dividend yield is k - g, it varies with g and
inversely with k. The latter as just stated is equal to a risk-
free interest rate that is common to all stocks plus a risk
premium that varies among stocks. The empirical adaptation of

the model in Gordon was of the form

P = apgD®l(1+br)¥2 (140) %3 (14+n)%4 (5)°5. (4)
The risk variables were o, the variability in the rate of return
on common, h, the leverage rate, and $§ the firm's size measured
by its assets. Eg. (4) is linear in the lo(s, so that
conventional econometric methods may be employed to estimate the
a coefficients.

My empirical work employed similar models to Egq. (4) with
P/B and P/D the dependent variables, B being the boock value per
share.?7 The objective with these dependent variables was to
abstract from the correlation that may arise due to the variation
in price with the dividend or book wvalue among stocks. In ail
cases the models did an excellent job, explaining a large
fraction of the variation in price among stocks for samples of
food, machinery, utility and other classes of stocks in different
years.® The econometric results are discussed in detail in the
references cited.

It can be seen that Eg. (4) is a simple and direct
representation of the theoretical model Eg. (2). With the
constraint aj=1 (its actual value is close to one) price is a
multiple of the dividend, the multiple increasing with the growth

rate and varying inversely with the risk variables. Notice that
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the form of the relation in Eg. (4) makes each coefficient the
elasticity of share price with the associated independent
variable, so that the change in price with a variable depends
upon the ratic of price to that wvariable. Finally, Eg. (4)
provides a plausible explanation of how the dividend yield and
the expected return, k=D/P+br vary among shares with growth and
risk.

The most seriocus limitation of the Gorden model is the
assumption that the dividend expectation can be represented with
just two parameters, D and br. The model breaks down for
corperations that are currently paying no dividend, and it can be
seriously in error for a corporation that is currently paying a
token dividend. In addition, financial statement data for b and
r can result in a value for g that cannot be accepted as an
average for the indefinite future.

The empirical adaptation of the MM model on how investors

value stocks was carried out by MM® with the expression

- T oer L7 7
\ rL=al X R, o8, L2 +a3£
A A A A
tagl vy DB (5)
A A
Here V - rL = the market value of a firms's equity and debt less

the value due to the tax advantage of debt,

A = book cost of total assets,

X"-rR = after tax earnings on common plus interest on debt,

AA/A = rate of growth in assets,
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L/A ratio of debt to assets, and

D-D = excess of dividend on common over what it would have
been if the firm's payout rate had been the industry
average.

Notice that the variables in Eq. (5) except for the dividend
variable refer not to the corporation's common stock but to the
equity plus the debt.

MM's choice of variables in Eg., (5) was motivated by their
special objective. It was not to explain the variation in price
among common stock's but to test their theorems on capital
structure and dividend policy. According to MM the value of a
levered firm increases with debt by rL and it is independent of
dividend policy. Hence, by subtracting rIL from V in arriving at
the dependent variable, it should be independent of the debt
ratio as well as dividend pelicy. That is what they found, ay4
and o5 not being significantly different from zero in their
empirical results. This model, the empirical results and their
interpretation by MM were subjected to considerable critical
comment, and it will not be considered further here. 0

A far simpler and more effective empirical adaptation of the
Mﬁ theory and an important contribution in other respects was due
to Malkiel and Cragg.ll The regression equation they employed to
explain the variation in price among stocks was

P/Y = ag + @19 + an{D/Y) + a3h. (6)
Here, the dependent variable is the price~earnings ratio, g is

the foecast rate of growth in earnings, D/Y is the dividend



10
payout rate, and g is an index of systematic risk. Dividing both
sides of MM's Eg. (3) by Y reveals more clearly the similarities
between the MM and the Malkiel and Cragg models. It also reveals
the difficulty of arriving at a faithful and plausible empirical

adaptation of the MM model for pricing common stocks. Eq. (3)

P-l+3 [“k] (7)
Y k¥ k | k-gr

It can be seen that ag in Eg. (6) is an estimate of 1/K under the

now 1is

unreascnable assumption that k does not vary among shares. The
coefficient of g is also an estimate of 1/k under the same
assumption, and g is an approximation of g(r-k)/(k-gr). In
addition, D/Y is included among the independent variables on the
assumption that dividend policy matters, and the presence of g
among the independent variables (and other risk variables in some
regressions) captures in some measure the variation in P/Y among
shares due to risk. Finally, with Eg. (&) linear in the
variables, the change in P/Y with each independent variable is
independent of the values of the variables.

The Malkiel~Cragg model did a very good job of explaining the
variation in price-earnings ratios among shares. The
correlation with the payout rate as well as the growth rate was
very strong, suggesting that dividend policy does influence
price.

The major contribution of Malkiel and Cragg was to run their
regressions with two alternative sets of data. In one case the

earnings and growth variables were obtained from financial
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statements, with growth being the growth rate in earnings over
the prior five years. In the other case, an average of the
estimates or forecasts by a group of security analysts of the
normalized earnings for the current year and the growth rate in
earnings for the next five years were used. The regression
results obtained with the data from the security analysts were
much better than the results obtained with the historical
financial statement data. Hence, estimates by security analysts
can be an improvement on financial statement data for earnings
and growth. ﬂ

Malkiel and Cragg also investigated the use of their model
for the discovery of over and under priced shares. They
regressed the change in price over the following year on the
difference between the actual and predicted price at the start of
the year. Unfortunately, they only found very weak evidence in
support of the hoped for relation. However, the ahility of their
model to discover over or under-priced stocks was improved by
assumning additional information such as more recent parameter

values and better estimates of growth.

III. A METHOD OF PﬁICING
Let us now turn to consideration of how it may be possible
to make substantial advances in the use of econometric models to
discover over and under priced stocks. By way of background let
us review briefly how econometric models may serve that purpose.

First, we establish a model that is considered a theoretically
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correct empirical representation of how investors price common
stocks. Second, we obtain values of the variables for a sample
of stocks and estimate the model's coefficients. These
coefficients are then combined with the values of the independent
variables for a stock that is in or out of the sample to provide
the "correct" price for the stock based on the rules followed for
estimating the independent variables. Third, for stocks with a
difference between the actual and correct price that is large,
the difference is a basis for a buy or sell decision. Finally,
if the analyst has superior informatién which produces a
different value for one or more independent variables of a
particular stock, a new correct price is obtained with the
coefficients on the basis of the superior wvalues for these
variables. The difference between the new correct price and the
actual price is the basis for a buy or sell decision.

We have seen that earnings and growth estimates by security
analysts were found by Malkiel and Cragg to be superior to data
obtained from financial statements for the explanation of
variation in price among common stocks. That is, better
estimates are obtained for the coefficient of the various
explanatory variables. Their results should be confirmed by
further empirical work, but there is every reason to believe that
the confirmation will be forthcoming. First, the estimates by
security analysts available from sources such as IBES are far
superior to the data available to Malkiel and Cragg. Secondly,

the estimates by security analysts must be superior teo the
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estimates derived solely from financial statements. For
earnings we want normalized current earnings and for growth we
want expected future growth. It is true that all our knowledge
of the future is obtained from the past, and good estimates of Y
and g can frequently be obtained from financial statement data.
However, such data are available to security analysts, and they
have additional information that can be incorporated in their
estimates, so that an average over a number of security analysts
which eliminates the bias of any—one analyst should be superior
to exclusive reliance on past financial statement data.

There are other more important ways in which the
availability of IBES type data improves the usefulnessof
econometric models for the discovery of over and under-priced
shares. Financial statement data are only available annually,
since quarterly data has serious limitations due to seasonal and
other distorting influences. With annual data the model’'s
parameters can only be estimated annually, the annual data is not
obtained at the same time rfor all firms, and it is out-of-date
when it is obtained. By contrast with IBES or any other such
service, the consensus of security analysts on such variables is
available monthly. Hence, revised values for the independent
variables and revised estimates of the models parameters may be
obtained monthly instead of annually. We then have at any point
in time a more accurate representation of how the market prices
shares. Most important, with monthly data the discovery of over

or under~priced shares can take place monthly instead of
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annually. Such data represent a critically important
breakthrough in making models for pricing stocks useful to

security analysts.12

Let us now turn to the problem of a model that provides a
theoretically correct explanation of how stocks are priced. The

model I recommend is

P/Y = ag({l+g)®l(1+D/¥)*2 (1+L/B)%3. .. (7)
with g = growth, D/Y = payout rate, L/B leverage rate and .....
signifying that one or more cther risk variables may be added to
the model. Eg. (7) is not as elegant as Eg. (4), but it has a
good deal more intuitive appeal. It says that investors buy
earnings, but what they will pay for a dellar of earnings
increases with the extent to which the earnings are reflected in
the dividend or in appreciation through growth. Hence, the price
per dollar of earnings increases with both the growth rate and
the dividend payout rate, and P/Y decresases as leverage or othér
sources of risk rise. Notice that we avoid having the model blow
up because g, D/Y or L/B is equal to zero by using cne plus each
of these variables. In addition, having a model that is linear
in the logs of the va;iables has the advantages mentioned
earlier. Eg. (7) combines the best features of the Gordon and
the Malkiel~Cragg models.

I am confident that Eg. (7) with values for earnings and
growth based on a consensus of security analyst estimates will do
an excellent job of explaining the variation in price among

stocks. Whether or not the difference between the actual values
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of P/Y and the values predicted by the model will be useful for
discovering over and under-priced stocks is open to question.
The poor results obtained by Malkiel and Cragg are cause for
doubt, but we now have the use of a better model and better
data. Finally, there is no doubt that the model will be useful
in conjunction with private estimates of earnings, growth and
other independent variables. Such private estimates have been
and will continue to be developed by security analysts. However,
when the estimates are not combined with a sophlisticated
valuation ﬁodel, there is no scientific basis for arriving at the
impact on price of that information. Revised estimates of one or
more independent variables combined with a goed valuation model
should be superior to the unaided use of such estimates in

arriving at buy or sell recommendations.
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FOOTNOTES

See M.J. Gordon and Elil Shapiro, "Capital Equipment Analysis:
The Reqguired Rate of Profit,*" Management Science (October
1956), pp. 102-110; M.J. Gordon, The Investment, Financing
and Valuation of the Corporation, Homewood, IL, R.D. Irwin,
1962; F. Modigliani and M.H. Miller, "The Cost of Capital,
Corporation Finance, and the Theory of Investment," American
Economic Review (June 1958), pp. 261-297; M.H. Miller and F.
Modigliani, "Dividend Policy, Growth, and the Valuation of
Shares," Journal of Businegs (October 1961}, pp. 411-433,

See M.J. Gordon, The Investment Financing ....., Ch. 4.

For an academic treatment of the subject, see M.J. Brennan,
"A Note on Dividend Irrelevance and the Gordon Valuation
Modr 1," Journal of Finance (December 1971), pp. 1115-1122.

This is demonstrated in M.J. Gordon and L.I. Gould, "The Cost
of Eguity Capital: A Reconsideration," Jgurnal of Finance
(June 1978), pp. 849-861.

The assumptions common to the MM and Gordon-Gould models are
no taxes, no transaction costs, and equal information. 1In
addition, implicit in MM are the assumptions that a
corporation's investment opportunities are independent of its
history, and risk is independent of growth. For more on this
see M.J. Gordon "Corporate Finance Under the MM Theorems,"

Financial Management (Summer 1989), pp. 19-28.

See J.W. Meader, "A Formula for Determining Basic Valués
Underlying Common Stock Prices," The Analyst Magagzine of
Finance, Commerce and_ Fconomics, Nov. 29, 1935 and June 27,
1940; David Durand, Bank Stock Prices and the Bank Capital
Problem, New York: Occasional Paper 54, Naticnal Bureau of
Economic Research, 1957.

See M.J. Gordon, The Investment, Financing ....., Chs. 11 and
12: and M.J. Gordon, The Cost of Capital to a Public
Utility, East Lansing, MI, Michigan State University, 1974.

The various models experimented with other risk variables
than those in Eg. (4). Their performance is not discussed,
since the best combination and measurement of risk variables
is bevond our purpose here.

See M.H. Miller and F. Modigliani, "Some Estimates of the
Cost of Capital to the Electric Utility Industry, 1954-1957,"
American Economic Review (June 1966), pp. 333-391.

See the comments on their paper by Jean Crockett and Irwin
Friend, M.J. Gordon, and A.A. Robichek, J.G. McDonald and
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R.C. Higgins and their reply in the American Economic Review
(December 1967), pp. 1258-1299.

See B.G. Malkiel and J.G. Cragg, "Expectations and the
Structure of Share Prices," American Economic Review
(September 1970}, pp. 601-617.

For instance, with annual data they were compelled to assume
that over or under-priced shares at a one point in time
predict the change in price over the coming year, whereas the
over or under-pricing may be eliminated over a shorter time
period.
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GORDON MODEL

D _ a-By
K-G K-BR
SHARE PRICE

DIVIDEND PER SHARE

RETURN ON SHARE INVESTORS
REQUIRE

EXPECTED GROWTH RATE IN
DIVIDEND AND PRICE

EARNINGS PER SHARE

FEACTION OF EARNINGS
RETAINED

RATE OF RETURN ON INVESTMENT



I

MM MODEL

Y YQ(R-K)

I
-+

K K(K-QR)

SHARE PRICE
EARNINGS PER SHARE

RETURN ON SHARE INVESTORS
REQUIRE

EQUITY INVESTMENT/EARNINGS
RATE OF RETURN ON INVESTMENT

Workpaper 6
Page 21 of 25



Workpaper 6
Page 22 of 25

COMPARISON OF MM AND
GORDON

EARNINGS VS DIVIDENDS

MM - INVESTOR BUYS EARNINGS
GORDON - [INVESTOR BUYS DIVIDENDS

RISK_AND_ REQUIRED RETURN

MM - THEY ARE INDEPENDENT OF
GROWTH

GORDON - THEY INCREASE WITH
GROWTH

RETURN ON INVESTMENT
MM - INDEPENDENT OF FIRM'S HISTORY
GORDON - DEPEND ON FIRM'S HISTORY
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EMPIRICAL MODELS

GORDON

P= AO<DAl ¢(1+G)A2 ¢ (1+LEV)A3 seo
LNP = LN AO + Al<LN D + A2:LN(1+G) +

A3 o LN (1+LEV) + eeo

MALKIEL CRAGG
P/Y = A O+ AleG + A2« (D/Y) +
A3°BETA +oeo0

P = PRICE D = DIVIDEND
Y = EARNINGS G = GROWTH
LEV = LEVERAGE BETA = RISK
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AN INTRINSIC VALUE MODEL

P = AOeYAl o(14G) A2 o (14+D/Y)A3 o

(1+LEV)A4 ° BETAAS eoo

LPN LN AO + AleLN Y+ A2:LN(1+G) +
A3eLN (1+D/Y) + AdLN(1+LEV) +
AS ¢ LN BETA + ccee
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BENEFITS FROM IBES TAPE

BETTER ESTIMATES OF MODEL'S PARAMETERS
SECURITY ANALYST DATA FOR Y AND G
MONTH.Y REVISION OF PARAMETERS

DISCOVERY OF MISPRICED STOCKS ON
BASIS OF CONSENSUS DATA MONTHLY

PRICE IMPLICATIONS OF PRIVATE
INFORMATION CONTINUOUS ON BASIS
OF CURRENT DATA
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4 Empirical Connection
of the Growth
Forecasts with
Share-Valuation Models

We suggested in chapter 3 thar 2 relationship should exist berwesn the
€arnings growth expectations we have collested and the market values of
the corresponding shares. The present chapter reports on our empirical
investigarion of this reiationship. This investigation may be regarded in
one of two ways. ing that growth-rate expectations are 2 major

- input used by investors 1o form expested security returns, our empiricai

work tests the validity of the valuation models. Conversely, if we main-
tain the validity of the vaiuarion models, we may be ragarded as testing
the hypothesis that earnings growth expectations do play a major role,
along with the other Specified variables, in investors’ evaluations of
expected security rerurns,

_ We begin by investigating the expected raze of return measure sug-
gested by equation (3.3-14) and cbrained by using the averages of the

long-term expected growth ratas. We are particuiarly can:zrncd‘ with

empiocyed. Next, in section 4.2, we examine the prima facie evidencs in
favor of hypotheses suggested by the diversification model. Section 4.3
thea 2dopts 2 more strucryral approach, which takes into aceount some
econometric probiems that were discussed in section 3.4. We swirch in
sestion 4.4 o the aiternative specificarion (3.3-15). which we suggested
might aiso give 2 good Tepresentation of the modei. This pricz-earnings
Fatio fofmulation allows us o enquire whether other growth forecases
might give a closer expianation of vaiuation reiationships than the ex.
pestations data we collected. Failure 1o find sucl? improvement allows us
to canciude that our growth measures are closest to the actuai eXpecra-

tions that earer marker valuation.

s

Workpaper 7
Page 2 of 32




136 Chapter Four

Having a modei for prices aiso allows us to invastigate whuther knowl-
edge of the mode! and zczess to the 2xpectanons dat would have allowed
supesior stock selection. The fact that they would not comes as no
surprise. but the reasons are of considerable intersst. These are the
subject of section 4.5. The various findings of these investigations are
summarized in section 4.6.

4.1 The Risk Measurss Used

It is not clear from the diversification mode! exac:ly what measures of
risk wouid be most appropriate, We did provide. in section 3.4, & theors:-
ical justification for the general approach that we shall take. Neverthe-
less. some empirical investigation is nesded before we can ascertain what
specific measures are most appropriate: that is. we need to select the
exact form of the regression equarion whose estimated coefficients will
stand for the factor coefficients. We begin by exploring relationships
berwesn security returns and some sconomic variables that are of interest
whatever vaiuation model is appropriate. Once we have established the
variables to be used, we proceed 1o expiore the valuation telationships
suggested by the theory.

‘The first set of variabies employed ars measures of so-cailed marke:
risk derived from the regressions of the realized rates of return on various
market-wide variabies.’ We experimented with several market indicators
inciuding the Standard & Poor's 500 Stock Index, the Dow Jones Indus.

tnal Average (of 30 stocks)., and the (value) weightad and unweighted

indexes made 3vailabie by the University of Chicago’s Canter for Re.
search in Security Prices (CRSP). The realized rates of return were
obrained from the CRSP. Qur results turned out not to be sensitive to use
of the aiternative marker indexes, so we report hers only the resuirs for
the CRSP weighted index. This index tendsd o give results as strong as
any in terms of 7 for the regressions of company returns on the index and
provided coefficients which wers marginally stronger for the subsegquent
simpie regressions reported in section 4.2, '
Carreiation with other types of variabies may aiso yieid needed risk
measures whether the extended CAPM (invoiving nonmarketabie in-
come streams) or the diversification model is ussumed. We seleced three
such additional variabies. They are the rate of change of Nationai ncome
(M), the short-term interest rate measured by the ninety-day Treasury
Bill rate, and the rate of inflation measured by the increase of the

. Consumer Price Index.’ These may be considered typical measures of

1. These are the “deta™ coeificienss often ciculaced allegeciy to give content 10 the
CAPM.

3. We used aiternativety the rare of change of GNP a5 opposed 1o NI the long raze 43
opposed 10 the share: and the GNP defator 2 upposed 1o the CPL. The aiternauve senes
were 30 highly correiated that it mude lictte differsnce wiich we empioyeg.
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137 Empincat Connicctivn ot Growth Forecusts with Share-Viluation

some risks to which investors are subject, stemming from variation in
othersourcss of income, from changes in intersst raras. and from changes
in infation. _

The period over which the regression coefficients should be caiculated
is not clear 3 prior. It is not even clear that only past vaiues should be
used. The theory invoives the covariancss of requrns with various quanti-
ties in the future. Thesa parameters could safely be estimated from pas:
data if they did not change or if investors did not percaive change. Such
stability is unlikely. Changes in the narure and type of activities that
corporations pursue and alterations in the structure of the economy make
it likely that the appropriate regression coefficients change through time.
Insofar as investors can perceive and even anticipate these changes. they
are unlixely simply to exrrapelate past betas into the future. Indeed,
many of the popular “beta servicas™ in the financial community explicitly
adjust the beras calcuiared from pastdata, on the basis of changesthatare
known to have occurred in the structyrs of the business. Thus, in caicylat-
ing the relevanc betas ar any time, it might be seasible 1o use valuss
estimatad with data following the time at which the valuation took placs.
Formnately, our expectations daca are not based on calculaticns using the
realizations over the forecast period o we do not have to worry about
spurious correlartions being found berwesn the expected return and these
future vaiues. ' '

We adopted a compromise approack after some experimentation. The
regression coefficients are cslculated using quarterly cbservations over
ten-year periods. The periods used coversd the three years prior to the
vaiuarion date and the saveq years following it. The resuits reported in
the next section are not Very seasitive to variations in the derails of this
proczdure. Almost the same resuirs were obtained. for example. whes™
we tock five years before and after the valuation date. Nevertheless, we
did find that use of data entirely from past periods gave less sausfactory
results than those obtained by inciuding some future data. Extending the
esumation period into the furure improved the values of 7~ and was
pasticularly imporrant for obraining some precision in evaluating the
effest of inflation. _ _

We aiso tried monthiy rather than quarterly observations and shorrer
time pericds over which to make the caicuiations of covariances with the
marketMdex. Again we found that the resuics improved when future data
were included in the Qiculations. i.e., when some foresight regarding the
future was assumed. However. the use of the shorrer period made no
substantial difference 1o the resyirs. Since it is desirabie to calculate aj|
the regression coefficients over the same period so that the varancs-
covariancs matrices of these estimates can be easily obrained for use in
testing certain hypotheses. and sincs National [ncome is available only
quarteriy, we pursued the Quarteriy caicuiations.
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133 Chapter Four

4.2 Association of Expected Return and Risk

4.2.1 Strength of Individuat Measures

The first question we investigate is the relationship berwesn expectad
retum and each of the various risk measures. The critical questions are
whether the-regrassion coefficients specified in the previous section are
refated to expected return and whether other types of risk measures {not
suggested by the CAPM) are more important.

The expected rerurn variabie we use is suggested by equation (3.3-14).
Let 3, be the average of the long-term predicted (percentage) rates of
growth availabie for company j at time ¢, D, be the dividends expectad
to be paid per share in the course of the next year (as estimated by the
predictor which furmnished data in all years), and F, be the ead-of-year
closing price (ex dividend where appropriate) for the shares of company
J- Then the expected percentage rate of retum, 5, is calculated as

(4.2-1) B =G+ 100(D, . /).

Simple regressions of this expestad return measure on the various risk
proxies are summarized in wbie 4.1 The sort of cross-sectional data we
are using makes us vulnerabie to heteroscedasticity, which can produce
some sericusly misleading results from our data if the probiem is ignored,
To aveid the difficulties produced by heteroscedasticity, we caicujated
the standard errors of the coefficients in the way advecated by White
(1980) that allows for any heteroscedasticity that may be present. We
Teporn in tabie 4.1 the asymptotic r-values for the regression coefficients
calculated in this way. Because of the adjustment for heteroscedasticity.

the coefficient of determination 7 is not 2 monotonic transformation of

these r-values. The values of # dig nevertheless tend to parallei the
t-values, )

The first risk measure is the regression coefficient of the {excess) rate of
resurn of each security on the (excess) rate of return to the CRSP
value-weighted market index, It is denoted by By and was obrained by
estimating the equation
(4.2-.2) e = Pr = Bag(Taee — 5,) + &y

foreach company j over forty quarters, that is. forty vaiues of 1. Herex,is
theex post return 1o companyj, g, is the short-term (ninety-day) Treasury
Bill rate taken ro represent the risk-free rate of interest, and oy IS the
rate of return of the CRSP index, This Bag coefficient-is, of course, the
measure suggested by the CAPM if one ignores the probiem that the
market index must provids complete coverage of marketable securities.
We then proceed 1o estimare the equation

(4-2'3} Bﬂ =gy +- a4 B._“" +- Vﬂ.
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139 Empirical Connection of Growth Furecasts with Share-Valuation

Tabie 4.1 Risk Messures and Naive Expected Return iazympiatic r-vaiuves
adjusted for wntjuty) .
A. Using Regreusion Coelficients

Year éa év 8. é'

1961 404 23 -5 =113
192 w;m R 2 -54
1963 1.7 .96 -33 -5
1564 2.2 Jgr =145 =108
1965 L2 1.43 =152 -L40

196 199 248 -4.04 =433
%7 311 .93 =-ddd =353

1968 191 1.98 =427 -4
B. Using Variance Messures

Year .ri 5 5, F

1%1 199 99 239 1.58
1962 3.43 38 1.56 -32
19683 239 2.9 2 1.51
1964 6,47 8 53 =314
1965 475 3.3 121 -.91

1966 221 .76 1.60
1967 232 R R 1.35
1968 321 6.98 2.58

Bu = coeficient of the CRSP vaiue weighted index.
By = coefficient of the rate of change of Natonal {ncome.
8. = coefficient of the Treasury Bill raze.

a,-eoemdmofmcrxtecfdxm;eofpﬁm.

;gémofmqumm —

:,-mndﬂiu'ouof:hqhammm
:,-Mmufuumnofummmm
r}-nﬁmoﬁhuhon-ummm

This equation is estimared separately for each year ¢ on the basis of all
companies j for which we had data in that year. The resulting r-vaiues for
4, appear in tabie 4.1,

The r-vaiues obtained from estimarin § equation (4.2-3) are positive and
usuaily significant. The strength of the association is not great, however:
the value of ~ corresponding-to the highest r-vaiue is oaly 0.16. The
weazkness of these associarions couid arise from the particular markst
index and periods used. However, as noted above, the resilrs did aot
vary substantially if alternative indexes were used in place of the CRSP
weighted index. and seemed more apt to be weaker than stronger. They
aiso were not substantially changed by using the coefficient obtained by
regressing individual rerurns on the market return rather than using
€XC2ss returns in each case, Moreover, the resuits were not very sensitive
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t0 changing the period over which the coefficients were estimated. pro-
vided that at least some abservations following the date at which the
growth forecasts were made were inciuded.

Although the regression coefficients with the CRSP index give signifi-
cant results. strong t-values (and coefficients of determination) are some-
times obtained from using the regression coefficients of the securities’
returns on the rate of change of National Income., indicated by By in tabie
+.1,in piace of §,, in estimating equation (4.2-3). These r-values are not.
however, as strong as those for the coefficient of the CRSP index.

Our next risk measures come from estimating the regression of each
security’s rate of return on the rate of inflation (B,) and on the Treasury
Bill rate (8,). Systematic reiationships between security returns and
inflation and interest rates are consistent with the wider specification of
TeIurns being associated with 2 variety of factors, as we argued in chapter
3. Table 4.1 indicates that these alternative risk measures do not do as
well as the standard 8 measure during the early years. They do. how-
ever, tend 10 have 2 much stronger influence later in the 19605 when
inflation rates and interest rates begin to soar. The signs of 8, and B, can
be expected to be negarive if they do not aiso stand as proxies for other
risk measures. A higher value of B, indicares that a stock provides a
berter inflation hedge. which is a desirabie atrribute. Similarly, a positive
value of 8, indicates that the stock does well when intarss rates rise and
hence is negatively correlated with realized returns from fixed income
securities,

These resuits clearly indicate that the various regression ¢oefficients
are indeed related to expected return. The next question is whether other
types of risk measure have stil} closer associations. Part B of tabie 4.1
summarizes the resuits obtained by using various variance measures for
risk instead of regression coefficients.

The first of these aiternative risk measures is the variance of the
predictions of long-term growth, 53~ This quantity may possibly be inter-
preted as a measure of own variance and thus of specific risk. Neverthe-
less, the decompesition shown in equation (3.4-14) suggests that it may
instead be a particulariy good expectational proxy for systematic risk. For
the years 1962 through 1963, when our sampie was widest, 57 gives
stronger resuits than agy of the regression risk measures. It aiso shows
positive associations with expected rates of return in other years, which
are clearly significant except in 1961. _

Equation (3.4-14), which provides the basis for the possibie interpreta-
tion of 5 as representing systematic risk, aiso indicares that 53 would be a
quadratic rather than a linear combination of the factor coefficients vy,,.
This might suggest that the standard deviations of growth forecasts might
be stronger measures of systematic risk than the variances. However, as
the column of tabie 4.1 headed S, shows, there was no reiiabie tendency
for this to be the case.
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If 5; shouid represent specific risk rather than systematic risk. one
might expect a better Mmeasure [0 be provided by the residual variances or
standard errors of estimate of the regressions of the rates of retyrn on the
various systematic variables, Our findings do not, however, support this
suppasition. The standard errors from the regression of return on the
four variabies used to caicuiate the B coefficients produced weaker results
than did 57. They are shown in the column of table 3.1 headed s,. The
residual variances, that is, 52, gave no stronger resuits.

The success of the variancs of the long-term predictors makes one
wonder whether the variance of the short-term growth predictions could
also be used 10 provide 2 useful measyre. This did not prove to be the
case. The resuits, given in the final column of tabie 4.1, show mixed signs
and are generally notsignificant. This risk measure quite clearly is weaker
than the variance of the long-term predictions.

4.2.2 Use of Several Risk Mezsures

These results aiready have some interesting implications despite the
simplistic approach used. There is, however, no reason to limit ourseives
to only one risk measure. We now turn to the wider specification where in
the first step the realized rate of return is regressed on all the suggested
variabies.’ Before looking in the next section at the more structural
aspects of this specification. we examine the prima faciecase that all these
variables are rzievant to valuation, even though these inferences may
tumm out to be influenced by errors-in-variables difficulties.

The coefficients were obtained from the multiple regression of the rate
of return of each security on the CRSP value-weigited index (M), on the
rate of change of National income (DY). on the Treasury Bill rate (7},

and on the rate of inflation (D 2). The equation firted for each companyiy -

(4.2-%) = By + SoyM, + 3y DY,
+ 8 + 3;0F, + u;,.

and the estimated regression coefficient 8, serves as risk measures. The
cross-section specification for Pje is expanded from (4.2-3) to

(4.2-5) Pumay+a la-.\fj + dzgrl - a38.ri +* ﬂcén .

Estimates of this equation ere given in table 3.2,

A oumber of findings indicatad by rabie 3.2 are worth emphasizing. Of
most importance, each type of coefficient is significant in some years. In
the first part of the period only the marker coefficient is significant.
However, toward the end of the period other coefficients tend to be
important. especiaily those measurin g systemaric reiationships with infla-
tion and interest rates. When these results are taken at face value. two

3. Theumthcremfmwhﬂtbesundard:mual:ummfemdmin‘

tabie 4.1 werz obtaned,
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Tabie 4.2 Regression Estimares for Extended Mode! for the Expected Rate

of Return (asymptotic r-ratios adjusted for hetervacedasticiy)

Year Canstan ig SV s. i, R:

1961 7.01 .58 23 -0 -03 .15
(12.7%) (2.78) (1.47 (=T (-.59)

1962 7.582 .19 20 02 -02 .10
(10.82) {L.5%) {1.61) (34 (-.2%)

1963 6.54 1.&3 .05 -.03 -0 .07
(1.35) @0 (&) (~.38) (=12

1964 §.00 2.58 - .06 -.03 -06 .12

(10.22) (380) (-7%) (=170 {—.58)
1963 a3 By A1 -.07 -0 .07
(18.31) (1.5 (1.14)  (-1.2%) (~1.00
90

1966 9.38 . 17 -09 9 .19
QLI @) s (=329 (-1)

1967 9.82 1.26 28 -15 -3 .25
(17.46)  (211) (255 (=4.19) (-3.47)

1568 8.83 3.98 42 -28 -52

(11.70) (4.69) (3.28) (=419 (=37

expianations for them come to mind. First, in the more stable early pant
of the period, estimates of the § coefficients may be sufficiently imprecise
that in the subsequent estimation of equadon (4.2-5) the relatively
greater errors of measursment lead to lack of significance. Second,
investors may have become more concesrned about the other sources of
sk, such as inflation ang interest-rate instability. as the decade
proceeded.* Overail, the resujts Suggest strongiy that all influences play a
role, though it is an Qpen question whether this is because they act as
proxies for other vatiabies, _—

The signs of the coefficients tend 1o be the same across the different
equations. Although with errors in variables we must be cautious in
antaching much importancs to the signs of particuiar coefficients, the
patterns obtained do usually conform to the signs suggested by inruition.
Positive association with either the market return or income rajses the
expected rate of return. Correspondingly, positive partiai correlatian
with the rate of inflation, indicating that the stock tends to acz as 2 hedge
against inflation, lowers the expected rate of return. Finally, the coef-
ficient for the Treasury Bill rate usually has the expected negative sign.
Thigre is, however, 2 good deaj of correiation across securities (roughty
about 0.6) between the coefficients for the Treasury Bill rate and for the
rate of inflation so that one may be pantly serving as an additionai proxy
for the other. This correlation is sufficiently low, however, that one
cannot legitimately presume that variations in the rate of change of prices
and in the short-term rare of interest necessarily represent the same

4. [nflation, a3 measyreq By the annuai rate of change in the Consumer Prics Index.
remaned beiow the 2 percent level througn (945, Larer in the decade. inflation increased to

the & percent level,
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variable. Except for this fairly miid correiation. multicollinearity prob-
lems are small, making it less plausibie that all the different measures
serve as proxies for some single variabie.

Inclusion of ail these different regression coefficients does not account
for the strength we found sarlier for the variance of the predictions.
When that variabie was included in (4.2-5) along with the four & variabies
measuring various systematic risks. jt usuaily was highly significant with a
positive coefficient. The a coefficients for the four 5 variables tended 10
retain the same signs, though with lessaned significance. The apparent
importance of 53 may in part result from ervors-in-variables problems or
misspecification. Nevertheless, it may also indicate thats? is a particulariy
useful expectationai proxy for saveral of the systematic risk measures.
What is important is that the values of R2 are sufficiently high and so very
highiy significant that there is no question about there being some under-
lying systematic association among the variables included in the specifica-

tion.

4.3 Structural Relations between Expected Return
and Risk Coefficients

The results reported in the previous section may arise because the
market actuaily takes 2 multifaceted approach to risk. In contrast. they
may simply be the outcome of using pcor data. To investigate this
question, we procsed in two stages. First, we examine the extent to which
our risk coefficients exhibit the linear structure that we indicated in
section 3.4 wouid be found if there were fewer factors than the aumber of
independent variabies used in the regressions in which the §; coefficients
were calculated. Estabiishment of the number of factor coefficients is-atso
needed in order 10 proceed to take account of the errors of estimation of
the & coefficients. The second stage invoives estimating the valuation
madei allowing for the presence of these errors.

4.3.1 The Number of Factor Coefficients

We showed in equation (3.4-12) that the variance-covariance matrix of
the regression coefficients has 1 particular strucrure under the common-
factor model for rates of rerurn. Lot § be the average of the &; vectors. and
let I<be the average of the a; vectors whose elements a,, are the coef-
ficienss of the common X factors in the (true) rate-of-return equation
(3.2-16). Letting & = X/_, h/7, where h; is the residual variance, we can
rewrite equation (3.4-12) as -

(4.31) Vi ELél (8 =5)&~3) '/JI

-z Li (e, - E)(a; - a)'/f]! - R x)~t.

-
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Table 1.3 Signifiexnce Laveis for the Hypothesis That Mot Than Specified
Numbery of Factors Are Presént iz the Regression CoefMcienty

Number of Factors

Yesrs 0 I 2 3

I1959-68 000 .316 .54 174
1960-49 000 .I34 .28 .125
196i-70 000 .890 .734 .303
1962-71 000 .93 .339 951
196372 000 .767 .739 .30
196573 000 001 .059 .65
1965=74 000 .068 .196 .992
1966-75 .000 .05 .065 .158
1967-76 000 006 .053 .317

Sinez (X°X), the cross-product matrix of the variables used to estimate
the coefficients, is known.’ we can investigate the hypothesis that this
common-factor structure does apply® to the variance-covariance matrix
of the estimated coefficients caiculated for the different companies.
Assuming that the coefficients are normally distributed across com-
panies, we performed Jikelihood-ratio tests of a variety of hypotheses, In
doing so we used the value of 2, the average of the estimates coming from
the estimates of the individual regressions, rather than jointly estimating
this parameter in the factor analysis. No substantial differences in results
ocsur when instead % is estimated from the § dara.

The regression coefficients used for differenat years are far from being
independent, since thirty-six of the quarterly observations are the same in
regressions for adjacsnt years. Nevertheiess. the patterns that ocsurover
time are of interest. When we tested the hypothesis that there are less
than four factors represented by the four regression coefficients. the dara
strongly supported the hypothesis that there ars fewer factors. These
tests are summarized in tabie 4.3 in terms of the smallest significance
levels at which one could reject the (null) hypothesis of only zero, cone,
two, and thres factors over the alternative hypothesis of at least four
different factors being present.’

The hypothesis of only one factoris very sirongly indicated in the early
part of the period. However, when observations from the 1970s beginto

5 O!m-hn&niwbdn;inmﬁuxﬁdmmmnindnmum.
the appropriste row and coluran are first removed from (X°x)-'.

6. Specifically, the procedure invoives the principsl components of £/, (8',-3)_

f‘,"‘)'lliammoﬂrxr'. See Anderson and Rubin (1956) for 3 discussion of
maximum likelibood estimates of the mouel. The fact that A(.C.X) =" is known makes more
factors identiftable than wouid waually be the case.

7. Omwmwmumummﬂw:mmmemfwfm.m
verus three, etc,
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piay an important part. the data indicate thar at least rwo factors are
present and would reject az the 0. 10 leve! the hypothesis of two factors in
favor of three factors for some of the estimations.

The reason for the Success of 2 one common-factor model in the early
estmates was not that the correlations of different quantities, which
themselves all varied significantly, could be fuily artributed to 2 singie
factor. Rather; it was the case that some of the estimated coefficients
varied so little across companies. relative to their errors of estimacion.
that both the variances across companies of their true valyes, 8%, and
their correiations with other coefficients could be treated as zero.

This problem is illustrated by the data from the 1960s shown in tabte
4.4. There we present the marricss

[Iél (s’ - 3)(8’ - E)'/J

and ; _ -
Lgl &=-8E, -3y -rxx)" 'I.

All the variances of the §, and §, coefficients can be attributed to estima-
tion errors. and the hypothesis that the variance across companies in the
true coefficients was zero could not be rejected. Indeed, ail the variance
€an be 50 atributed for §,, the coefficients of inflation. Later, as interest
rates and inflation rates themse|ves showed more variation, this czased 1o
be the case and ail coefficients showed variation across companies sig-
nificant beyond the 0.05 ievel. As noted eariier, while short-term interest
rates and inflation may primarily reflect the same factor (as might be the
case if the real rate of interest is constant). the magnitude of measyre-
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ment er7ors in each variabie must then be very substantiai since collinear- -

ity probiems in the data were mild and do not cleariy account for the

Table 4.4 Covariaace Matricas of the Regression Cosflicients
Fitted for 1963-69
iy 5y 8 3,
A, Unadjusted

:.w 09

- 3 17 3.36
s A7 -3l s89
5, -.03 .27 -229 193 .

B. After Subtracthon of Esumation Error

3w .08
3y 13 1.08
3 61 1.63 513

&, -2 -3 473 =138
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difficulties. Furthermore. the results about the number of factors were
repeated when we dropped the interest-rate variabie from the original
regressions. The 1964~73 periad and later ones indicated the presence of
at least two and possibly thres factors. Prior to that penied, the variance-
covariance matrices suggest only a singie factor.

Eariier investigations of the appropriateness of the common-factor
model to securiry returns suggestad that severai factors would be found.
King (1966) as well as Roll and Ross (1980) each found suppor: forsuch a
hypothesis. Hence one may suspect that our results for the early years
reflect the peculiarities of the data on some of the independent variabies
in that period.

These tests have invoived the variance-covariance matrices of the
regression coefficients. This was appropriate in view of our desire to use
the adjusted matricss subsequently in estimation where it is necessary to
avoid using singular matricas. However, the original hypothesis appiies
also to the averages (across companies) of the coefficients, that is, to

Jz.. . .
E{;En 881 ~ A(x X) 1}.

When we investigated the number of factors, recognizing that the means
of the regression coefficients should have the same factor structure, we
found evidence for two factors rather than only one in the early years,
That is, the hypothesis of only one factor can be rejected well beyond the
0.05 level, but not that of thers being only two factors. The results for the
later years did aot change appreciably. We can still conclude that there
are certainiy two, and possibly three, common factors.

4.3.2 Results Allowing for Estimation Error

The previous findings about the number of factor coefficients present in
the rate of return regressions pose a dilemma for the next part of our
investigation. We suspect that the reason for finding only one factorin the
early years is that the other factors happened 10 have very little variation

in the 1960s. However, if the risk was stil] present that they wouid vary, -

then their coefficients should still enter the valuation equation. Using a
one-factor model would then invoive misspecification, Testing the
hypothesis that more than one factor is actuaily present does require that
thedata clearly invoive more than one factor. A procedure deveioped in
Cragg (1982) that allows for estimation errors in 3 invoives the use of

I . . . '
l‘ Il - 3)3 -8~ r{XX)" ‘I" .
=
The procedure makes sense only if the matrix is clearly positive definite.

When this is the case, we can allow for the estimation error to see what
inferences stand up even when its affects are recognized. In doing s, we

Workpaper 7
Page 13 of 32




147 Empinical Coanection of Growth Forecusts wih Share-Valuaten

shall use the simplification, discussed in Cragg (1982). in which the u;, of
equation (4.2<4) are assumed to be normaily distributed.

We resolve the dilemma posed by our findings about the structure of
the & coefficients by firting two types of model, allowing in each case for
the estimation errors of the regression coefficients. First, we estimate the
equations for the expectad rate of return using only the regression coef-
ficieat for the markes and the variance of the long-term predictors; ie.,
we fit the equation

(4.3-2) Pie = 29 + a)B gy + sy

Here, the 8,, are based on the three years before and the seven years
after the vaiuation. Second, we use the coefficients for the 1566=-75
. period, estimated without the interest-rate vaniable; that is, we estimate

(4.3-3) Bie = by + by + Srvy; + byyy + b-_fz'-
where the v, are calculated from the regression
(4.34) T = Yoy + YagTag + 1 DY + 4, DP + v,

for the period 1566-75. As we noted. there ¥ coefficients do support
(though nor strongly) the conciusion that a three-factor mode! is
appropriate.

. The first approach does little to resolve the puzzle. In the sariy part of
the period, B, was not significant while 2 was always stronger and
usuaily significant. For 1966 and subsequent years, when the aumber of
predictors available on which 10 base 52 becomes small, B, is highily
significant, and positive, 25 iss in the last rwo years. These resuits suggest
that 53 is not simply another proxy for the systematic risk measured with
considerable estimartion error by Bar. Instead, it suggests that a mode!
with two or more factors is appropriate—or that there is another reievant
risk concept proxied by s3. ' '

- The results of the second approach shed quite a bit more light on the
master. When adjustment was made for errors in variabies and allowance
was made for heteroscedasticity, it usuaily turned out that none of the
coefficients was significantly ditferent from zero. At best. but one would
be, and then only just 3t the 0.05 level. This was true whether 5 was
inciuded or not. Overall, however, when 55 was included in the equation,

the hypothesis that all y, paramerers had zero coefficients in equation -

(4.3-3) could be rejected beyond the 0.01 level, except in 1963 and 1965.
Whean s? was notinciuded. the hypothesis couid sometimes be rejected at
the 0.10 leve! and sometimes not.

Part of the difficulty stems from multicoilinearity. As lack of certainty
abour the number of underlying factors indicated, the “corrected” ¥
coefficients are correiated with each other. Moreover, there is some

correlation with 57, though it is small. The technique used invoives much
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more complicated standard errors than ordinary regression. and for a
§iven covariance marrix of explanatory variables these standard errors
are considerably larger. More coherent resuits wers cbtained when the
Yy coefficient for National income was eliminated from (4.3-3). A pattern
then emerged in which the coefficient of inflation and the variance of the
predictors were significant, but the coefficient for the marke: index was
not. Eliminating this coefficient as well as the one for rational income
then produced the resuits shown in tabie 4.5, '

The resuits shown in tabie 4.5 are similar in nature for the different
years. The risk variable 52 has a positive and usuaily significant effact. The
notabie change in its magnitude in 1966 corresponds to the change in the
number of predictors from which the forecast data were collected. The
sensitivity of the security’s rate of return to the rate of infation as
measured by v, had a negative effecr as we would expest,

These results suggest that at feast two factors are relevant in valuation.
One may be equated broadly to inflation and its associated effects. The
other. possibly representing market risk, seams 10 be berzer represented
by the variance of the predictions of long-term growth than by any of the
regression coefficients. Its exact nature therefors remains a bic of a
puzzie. The first factor has a negative sign and is usually significant at the
0.10 level. This was true even in the early years when the experienced
variations-in the inflation raze were very small. The second factor is very
strongly positive and highiy significant.

Table 4.5 Emhwbudkmmmfwm
Error in v, (msympuodie rovainm adjusted for hetrroscedasticicy)
Year Constant v, 5 mA g ~
1961 9.25 -1.13 .63 55 -—
(1262) (=17 {6.30)
1962 840 - & 3 s
. (3037 (- L)  (s.96)
1963 813 - .8i T2 34 .89
(32.30) (=158 2.98)
1964 3.55 -7 .83 54 54
2Lt (=1.92) (15.™
1965 9.01 -74 52 N1} .90
- {24.201. (-1.99) (9.9
1966 .72 -2 .08 .08 58
(23.43) {(-.73) (148 ]
1967 e K - SR S S
' T (24.88)  (-1.89) {2.05)
1963 11.93 -.75 oS 70 +3

(1778 (=183 (.4
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These resuits have been corrected for the errors of measurement in the
regression coefficients, byg eITOrS in r, have been ignored. The inter-
pretation we have been giving to that variabie means that we cannot
caiculate the varjance of €rrors in its measurement by assuming that it is
simpiy the sampling varianes of predictions which ail have the same mean
for each firm. We did, however, attempt to deal with this measurement
error Dy the use of instrumental variables while continuing o allow for
the estimation errors in the regression coefficients. To do so, we used as
instruments the regression coefficients vy and v and the residual
variances 57, whose usefuiness we expiored earlier, in tabie 4.1.

The main difficuity with the instrumentai-variabie approach in this case
was that the proposed instruments are not closely associated with :3 The
value of R? obtained from regressing 57 on al the instruments and v,
varied from 0.05 t0 0.31. The main effect of this weakness on the esti-
mates of the equations for expected return was to reduce the standard
errors of the coefficients of 3 sharpiy. These findings strengthen the
impression that 52 conrains refevant information about risk not readily
availabie in other forms. However, the significance leveis of , were not
affected by the use of instrumental variabies. and the results were qualita-
tively much the same as those shown in table 4.5 in terms of the signs and
magnitudes of the coefficients.

4.3.3 Constancy over Time

One of the interesting questions abous valuation equations is whether
the coefficiants remain the same each year or whether they change. There
is nothing in the valuation theory to suggest that they should be constant.

The opportunity sets faced by investors. extending beyoad simpiy the

financial securities availabie 1o them, probably change and so may their
preferences and concerns about various types of risk. The results of tabies
+.2and 4.5 give an impression of considerabie variation, We now test for
variability expiicitly,

The residuals from the egquations shown in tabie 4.5 for differen: years
are correiated even after allowance is made for the effects of estimation
errors of ¥,. Problems of missing observations mean that we can simul-
faneously calculate the equations for 2 common set of companies in all
yearsoaly at the expense of osing a large number of companies. Pairwise
comparfSons indicated that the residuals for adjacent years are quite
highly correlated. The correlations of these residuals are recorded in
table 4.5 in the column headed 7. It gives the correfations of the residuals
in one year with those of the vear immediately precading. The quantities
tabulated are the correlations of residuals using a common set of com-
panies 10 estimate the regression coefficients in the two vears. The exact
values of the coefficients used differ slightly from those shown in table 4.5
because of the reduced number of observations used in their caiculation,
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The correiations of residuals, which are highly significant, compiicate
the probiem of inquiring into the stability of the regression coefficients
over time. Zsliner's (1962) “seemingly unreiated regression technique™
€an be adapted in a straightforward way to the estimation of our equa-
tions even when allowing for estimation error of the original regression
coefficients as weil as for heteroscedasticity. To avoid the extensive loss
of abservations invoived whey ail equations are fitted simultaneousiy,
only pairs of equations wers firted.

Pairwise estimation of the equations usually produced significant dif-
ferences in the coefficients of the valuation equation for diffsrent years,
The main exceptions, where rejection did not occur even at the 8. 10 level,
are the 1964~65 comparison and the 1962-63 one. The coefficient for 1963
did differ from that for 1964 significantly at the 0.01 levei even though the
values shown in tabie 4.5 indicate the same qualitative findings in the
sense that the coefficients are of simiiar magnitude,

The different estimation procedure used in these tests, which invoive
estimating the coefficients of each of two years jointly, did not change the
conclusions about risk that wers derived from our regressions in section
4.3.2 for the individual years. [ndsed, these estimates indicated stronger
support than the ones in tabie 4.5 for the hypothesis that two types of risk
measures are indicated by the daca.

4.3.4 Average Realized Rerurn and Risk

The constant term & obrained when equation (4.2-4) was fitred to
obtain the other § coefficient contains implicitly another estimate of the
expected rate of return, It is the average rate of return realized over the
period, which many empirical studies of valuation presume corresponds
to the return expected ex anre by investors. We caq use this astimate to
investigate the ex pasr vaiidity of the APT, or diversificarion modei,
which suggests that we should find the same number of factors in the 5,
vector when 8y is inciuded as when it is not. This consideration induces us
to repeat the investigations carried out in section 4.3.1 with the other
coefficients, but aow including the constant 3y as well.! '

The estimates for the earijer periods included in our investigation tend
1o confirm the model fully in the sense that exactiy the same number of
factors is significantly present in the covariance matrnix inciuding the
colistant as we found when only the regression coefficients were used.
This support for the mode! is less than might appear to be the case,
however. As was the case for some of the coefficients. significant varia.
tion acroas companies was not present in the average rates of rerurn in the ._

T T - s
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carly years. In the final two years, the wider covariance matrix indicated
that at ieast five factors were nesded to account for the covaniances of the
constants with the other coefficients.

With the companies aitering their natures over time and with the
market vaiuation of risk quite pessibly changing substantiaily over the
decade of the seventies, such a finding should not be surprising even if the
common-{actor model is 1 correet description of security returns. How-
ever, it does oot seem feasible to use thesa “objective,” ex posr measures
of returns to obtain comparisons with the very successful results obtained
from the ex anre measures we have employed. These estimared average
€ post returns are not closely correlated with the er ante measures
derived from using the long-term growth predictions. The suwrong and
interesting resuits we have obtained with these ex qnre measures of
expected returns and the fact that the ex post ones are not closely related
to them emphasize the importance of using genuinely ex ante sxpects.
tions of returns for studying security vaiuation. .

4.4 An Aiternaﬁve Valuation Specification

The derivation of the valuation modsi in chapter 3 suggested that the
expecied return formuiation we have been investigating is only one
approximation to the underiying mode! and that an alternative modei
may also be usefully estimated. The aiternarive approximation produces
4 more traditional formuiation in which the price-earnings ratio is the
dependent variable and earnings (dividend) growth, the payout ratio.
and our various risk messures are treated as explanatory variabies. The
expected return formulation is particularly convenient for focusing on the
risk sructure suggested by the diversification model. The aiternative
allows us to ask whether growth-rate expectations are more relevant for
valuation than other measures. It aiso allows us to investigate the role of
the short-term growth predictions as well as to examine agaia which risk
measures appear to be strongest.

An empirical anaiysis of the price-earnings model is aiso desirabie
because of an ambiguity of interpretation of the expected return modeis
we have been studying. The resuits of the rerurn model indicate partly
that predicted earnings growth is connected with the regression coef.
fi¥enrs giving the associarions of rates of return to various economic
indicators. Recall, however, that we found evidence in chapeer 2 that a
common-factor mode! may fit the growth predictions of securiry analysts.
OQur findings for the expected rates of return may reflect this feature of the
data, even though the expected rate of rerumn includes the dividend yield
as well as the expected growth rate. Thus it is not entirely ciear that we
havs actuaily been investigating a vaiuation rsiationship.

Impiementation of the alternative mode! invoived dividing both end-
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Tabie 4.6 Risk Mensures in Stack Price Regressions 1asymptatic r-vajues
for alternative risk variabies in equadion {d.4=11}
Year B By 8. 8, s
1961 -32 t.10 .28 a1 -4]
1962 -3.54 =71 59 2.58 -il
1963 -.33 21 -3 -8 -1y
1964 =238 =275 - 33 1.5 =878
1965 133 132 -7 -43 -1
1966 -1.49 -37 14 .33 -.19
1967 1.3 T4 =23 23 -3.47
1948 e -2 =L41 -2174 -1.12

of-year pricas {P) and the dividends projected to be paid (D) by average
normalized earnings' (VZ) to give the equation

(4.4-1) PINE = aq + a3, + a,DINE + a,RISK.
where RISK stands for the various risk variables used.

4.4.1 Risk Measures

We begin our investigation of ¢gquation (4.3-1) by treating each of the
risk measures we have been using as aiternatives, just as we did when

- considering eguation (4.2-1). In these regressions, both the average

expected five-year growth rate and the dividend payour ratio almost
aiways had positive and significant coefficients throughour the sampie
period.

The pattern for the risk measures is more complicated than eartier.
Table 4.6 corresponds 1o table 4.1. In these regressions. a negative sign
should be expected for the risk measures basad on covanance with the
market index and with natiopal income, since higher risk should. ceteris
paribus, lower price-earnings multipies. Although both § measures have
the correct negative values more often than not, the r-vaiues indicate that
they are oniy ocsasionaily significant. Positive signs should be expectad
for the risk measures based on reported inflation and interest rares. As
was found in the ragressions in table 4.1. these risk measures are only
significant toward the end of the pericd studied. but their signs are often
incorrect in these vajuation regressions.

These findings indicate the difficuities of using the simpie regression
coefficients as risk measures in a specification also containing several
other variabies. In contrast to these ambiguous resules, the variance of

O.M‘mﬁm*e:mnpmmbymdmhmmdm
described in chapter |. When more thas one forecaster’s esumazes of “pormalired”
CIFRIRYS weTs Ivdilable (or 2 company. the esnmates wers averaged. The resuits are little
ditferent (but 3 Dt poorer) if repurted SArMARS Gver the Most recent tweive-moath penod
are substituted for “normaiized™ earmungs.
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Tabée 4.7 P'NE Regresion Estimates of Equation (4.41} iasympiotic r-catios
adjustad for heteroscadasticity)
Year Constane 3, DINE < &
1961 1.88 39 .2 =57 31
"~ (.64) (7.51) {28) (=.41)
1962 3.30 3 841 <117 .78
(1.79) {16.69) (291) (-5.7%)
1943 238 Ln 671 -5 77
(.53 (11.20) {(L.79) {=23D
1964 253 215 13.16 -1.09 77
{(L.TH {23.54) (6.13) (=9.71)
1965 1.76 2 173 - .56 47
{.62) (6.58) {L14) (=-1.29)
1966 22 .73 742 - Gt 57
{.09) (9.62) (279 (=-.19)
1967 1.88 235 -1.08 -9 .59
(87) (13.28) (=.35) (=-8.67)
1968 2.18 1.783 5.13 - (4. 52

(.56) (8.10% (99) (=1.12)

the predictions always has a negative sign. Its significance does vary
considerably across vears, primarily reflecting variation in the magnitude
of its coefficient. The important point. which agrees with our previouys
results with the expected return measures. is that 53 provided a better
single risk proxy than the regression coefficients based on more abjective
calculations. [t aiso provided a more significant and consistent measure
than the residual variances of the regressions, 2. .

Table 4.7 shows the fuil estimates of equation (4.4-1) usings;astherisk .
variabie. The growth-rate variabie is highly significant in each of the veZrs -
covered. The payout ratio has the expectad sign except in one year but is
usually insignificant.® As we have already noted. the risk variable aiways
has the correct negarive sign and is often significant.

+.4.2 Alternative Growth Measurss

The extent to which using truly expectational data is important for
valuation models is indicated in table 4.8. Here we show the values.of R

10. The positive sign: of the divigend coeificient should not be interpreted as evidence
thas dividend poticy cn aifeet the vaiue of the shares. Thus coefficrent indicares oniy that 4
ambplﬂbuchamindiﬁdmmm-ﬂlim'm prce of the sharss. Among the
things held constant in this equarion is the growth rate of eamings and dividends per thare.
A posinve dividend coefficient thus indicates only that grvem the future growtn rate in
emnpanddividmds.thepmc’ofashaushoujdbeIu‘gner.mehi;herismeml
percentage of earnings that can be pad out. The famous “dividend irrelevancy " thecrem af
Miller and Modigiiani (1961) savs that an increase in dividend payous wiil tend 1o reduce the
$roweh rate of earmngs per share since new shares wiil now have to be soid 10 make up for
the extra funds paid out in dividends. A positive dividend coefficient 18 thus i no way
inconsistent with the dividend trrelevancy theorern,
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Tabie 4.3 Values of B3 for Alternative Specificatioas
of the Vaiuacion Equaten
Specification

Yesr H 2 3

15961 <42 35 81
1962 S0 x| .75
1963 .9 50 77
1964 37 43 e
1965 29 | .57
1966 )| = 57
1967 -2 36 &9
1968 33 <A1 52

NoTX. See tex: for specifications,

for various combinations of historical and expectational data. The first
specification (column 2) involved regressing the price-earnings multipie
on three historic figures: the past ten-year growth rate of cash earnings,
the average (over the preceding seven years) historic dividend-payout
rate, and By, estimated using only previous_data. The third column
substitutes thé expectational variabie 7 for the B, coefficient. The fourth
column repeats the specification of equation (4.4-1) with 53 as the risk
variables, §, and D/NE in place of histaric growth and payout, and P/ NT
as the dependent variable in place of P/ £. These 7 vaiues arethe same as
in table 4.7, .
The dramatic change in the value of ~ for the valuation equation 5¢curs
when 2, is used for the growth rate. Other variations have comparatively
minor effects. Thers are, of course, a large number of ways of calculating
past growth. Qur findings hoid up for the wide variety of historical growth
fate we tried as well a< the one reported in table 4.8. Using the average
predicted growth rates substantially improves the fit of the regression. [t
is therefore safe to conciude that insofar as the market does vaiye growth,
the growth rates involveg ars far better represented by actuai predictions
made by sesurity analysts than by any mechanically caicuiated rate.
Ome may wonder whetirer we would have done better to use only one
T rather than the average we have empioyed. Probiems of miss-
ing observations 2§ain hinder this investigation. One of the advantages of
using the average is that it allows us to inciude most of the companies in
the regressions. However, it is also the case that closer fits tended 1o be
obtained by using the average growth rates of all predicrors than by

was useful in getring closer to what might be considered the expectations
of a “representative” investor.
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4.4.3 Role of Short-Term Predictions

In addition to the long-term growth estimates, which have played such
an important role in oyr empirical valyation work thus far, we also
coilected short-term predictions for earnings in the next year. These were
described and anaiyzed in chapters  and 2. Given the long-term growth
rate, 3 stock should sell for 2 higher price if more of that growth is
expected to be realized eariier in the period. Therefore we augmented
our valuation equation (4.4-1) to include the term Z,.. /NE, the ratio of
REXt year's average predicted earnings (£,.,) to average normaiized
earnings (for the present period). Eguation (4.4-1) then becomes

(4.4-2) PINE m gy + a8, + a2, /NE + 2,DINE + asi.

The resuits obtained with this specification are presented in tabie 4.9.
The addition of a term for short-term growth does add some explanatory
power to the regression, aithough the significant -staristic for the coef-
ficient of £,. /NE comes partly at the expense of the long-term growth
coefficient. The dividend and risk terms generally retain their usual signs,
though they are often not significant.

4.4.4 Variations of Specification

The success of the short-term growth variable raises the question
whether more generally 2 noniinear specification might be appropriate.
As we noted in section 3.4, the linear form of the equation is only an
approximation to some more compiicated true form. To investigate this

Tabie 4.9 PINE Regressien Estimatas of Equasion (4.5-2) (ssympeode
] fovnines adjustad for beteroscadascicity)

Year Coostant 7, E../NZ OINE & R

1961 -35.02 o7 413 -158 -1 .3
(~416) (11.9¢9) (7)) (-39 {=.7%)

1962 -3.38 1.99 8.57 696 ~100 .75
(=8 (109 (219 (199 (=4.20)

1963 -11.43 2.53 13.56 .2 -53 .8
(=28 (1229  (3.33) (L5 (=216

558 -1.21 2:13 8.5 3.1y -3 .8t
(=248 (1867 (3.30) (S.41) (=152)

1965 -14.33 2 10.53 820 -1.08 .73
(-1.89) (1) (.m .82y ™

1968 -7.67 1.83 8.51 894 -2 .92
(-L%) (10.41) 2.00) (3.59) (-.2%)

1967 -8.55 23 $.33 11§ -0 72
: (=131) (12.70) (1.67) (.33) (-7.18)

1563 -1577 1.57 18.1 166 =03 55

(234) (679 (3.12) (.98) (~.36)
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It is not SUrprising in view of these findings that we sometimes found

(where the dividing lines are the medians of the variabies), we did find
some significant differsncas in coefficients. Similariy, fitting the equation
for different industry 8roups produced some significant differences across
industries in the cocfficients (e.g., dividends wers more highly vajued in
public utility companies). Since in each case the classifications rended to
reduce the variances of the independent variabies, the significant differ-
€nCes may arise simpiv from the changed importance of the variances of
the measurement errors relative to the variancas of the true underiying
variabies, '

+4.4.5 Measurement and Estimation Error

Allowing for errors of estimation in célcula:ing the regression coef.
ficients did not relieve the problems we encountared when we introduced

nor significant coefficients for these variabies when they were added o
(4.4-2). Itis far from clear that the reason for this finding was that such
risk terms do not aisg Piay a role in vaiuation: in other words, we cannot
conclude that a model with oniy one factor is appropriate. Instead, we
may ascribe the findings. at jeasy partially, o multicoilinearity, particy.

plevely insignificans and 5 was highly corretated with the coefficients for
Bae or for the + coefficients, As we noted earlier, the growth variable g, is

- .

variables. _
Measurement errors are far from being confined to the risk variabies.

Clearly our growth variables are subject to error and the payout variabie
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also is only an approximation to what the market couid perceive to be the
Payout rate. These errors may account for some of the problems we have
encountered,

As was 3iso the case when we sought instruments for 53. finding good
instruments for the growth rate and the payout variabies was a0t easy.
We have airesdy sesn thar 3, contains usefui information not available
from mechanically ealeyiazed growth rates. As a resuit, satisfacrory in-
struments for it are unlikely to be found. We tried using past four- and
ten-year calculated growth races as instruments for , and the lagged
value of D/NZ for the current vaiue of this variable. When we used the
specification (3.4-1), we also inciuded £,./NE as an instrumenta vari-
able. We could also take advantage of some of the correlations of risk
with growth and payout by treating 4,, and 4, as additional instruments
when only ¥, and 52 were used as risk measures. '

Using instrumentai variabies to deal with these measursment errors
did not substantiaily aiter oyr findings. What we obtained wers egquations
qualitatively similar to those shown in tables 4.7 and 4.9, but with much
larger standard errors for the coefficients. This finding may be taken 10
indicate, at least, that errors in variables have not producsd seriously
misleading results in those tabjas. When the probiems of muiticoilinearity
of the growth and dividend variables with the risk ones were combined
with the complicated variances of the coefficients that were the resuit of
making allowancs for the estimation error of the risk parameters, it is
small wonder that moze precise resuits could not be obtained about the

precise specification of risk. - .

+.4.6 Stability over Time

We found eariier that the coefficients of the expected return modal
varied over time. The question of the constancy of the vaiyation equation
is particutarly interesting in the present form, where prices are the
dependent variabie, Stability of the coefficients is aiso important 1o those
who wish to make practical use of valuation eguarions in connection with
assigned values of the independent variabies 10 estimate the “intrinsic
worth”™ of a security. Furthermore. constancy of the relationship is impor-
tantif a firm is to seek 1o follow policies that will maximize the vajues ofits
shares. since it will find jq hard to piease investors if their desires are

changing,

At the end of 1961, “growth stocks” wers in high favor, and it is not
Surprising to find that the coefficient of the growth rate (3.07) is highest in
this year. During 1962, however, thers was 3 conspicuous change in the
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structure of share prices that was populariy called “'the revaiuation of
growth stocks. " This revaluation is reflected in the dectine of the growth-
rate coefficient for 1962 to 1.99. Ar the same time, dividend payout
became more highiy valued in 1962 than it had besn in 1961, the dividend
coefficient rising from - 1.58 t0 6.96. Nineteen Sixty-two was also the
year when the coefficient of the risk measure was most strongiy negative.

4n appropriate technique for assessing the stability of the coefficients and
the problem that calculating all the equarions simultaneously for a com-
mon set of companies entails the loss of a large proportion of the obsarva.
tions.

Using the seemingly unrelated regression technique for a pair of years,
we couid reject the hypothesis of egquality of the coefficients in each pair
of years at least ar the 0.0] level. Whea all years wers considered
simuitaneously, rejestion occurred beyond the 0.0001 leve! despits the
large loss of observations. Thus it seems ciear that vaiuation relationships
do change over time. While this finding may, of course, be due 10
probiems with the data being used, it certainly lends no credencs to the
propesition thar the parameters do not change.

4-5 Use of the Valustion Model for Security Selectivn

One of the most intriguing questions conceming empirical vaiuation
models is whether they can be used (o 2id investors in security selection.
The estimated vaiyation equation shows us, at a moment in time, the

Workpaper 7

dverage way in which variables, such as growth, payout, and risk, ip- -

fluence market Price-earnings multiples. Given the valus of these vari-
Tabie 4.18 Corrvintions of Residuais in Adjacest Years and
Bm_

with
Residuain Resichuaiy Residuais of {4.4-3)
Year from (4.4.1) from (4.42) with Futore Renwms
196162 @ 2 .52 -2 -
196283 56 57 .0
196vae 4l 486 -28
196065 30 -9 - .08
196566 37 32 .06
196667 .50 43 -0
196758 K] .ol -.10
1964/49 -— — .20
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ables applicable to any specific security, we can conipuxe an estimated
Price-earnings rario based on the empirical valuation equation. The next
step is to compare the actuai price-earnings muitipie with that predicted

predicted one, we might suppose that the security is temporarily over-
pricsd and recommend saje. If the actual price-earnings multipie is less
than the predicred multipie, we might designate the security as tempo-
rarily underpriced and fecommend its purchase,

Even on a priori #rounds, it is possible to think of many reasons why
such 2 procedure wouid prove fruitiess. For example, if high growth-rate
stocks tended to be overpriced during one particuiar pericd, the esti.
mated growth-rate coefficient would be larger (by assumption) than that
which is warranted, However, the recommended procsdure will not
indicate that these stocks are overpriced because “normal” market.
determined €arnings muitiples for these securities will be higher than is
warranted. Nevertheless, in view of the popularity of these techniques
with some practitioners, it sesms worthwhile 0 try some experiments
using our data. .

The resuits of some of our experiments are shown in tabie 4.10. We
measured the degree of “gver-" or “underpricing™ as the predicted ratio

"of the residuai from the vajuation tquation (4.4-2) to the predicred

carnings multipie, thar is, as (#/ ~ FINE)I(EIND). A percentage
measure was chosen in view of the considerable variance in actual sam-
ings muitiples. If the model is useful in measuring underpricing, then

* underpricad securities, determined according to this criterion. ought to

outperform overpriced issues over some subsequent period. We picked
One year as the appropriate horizon and measurad subsequent returns in

(451 Ber={Pey =P +D,.VB.
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If the empirical vajuation mode] is succassfui in seiecting securities for -

. the percentage residual (degree of overvaiuation) from the
valuation equation ought to be fegatvely related 1o these subsequent
requrns. As the fourth coiumn of tabie 4. 10 indicates, in only five of the
eigheyears for which this éxperiment was performed was the relationship
negative, and the degres of associztion was low. There was 2 positive
reiationship for the other three years." Two of these correiations are
significant at the 0.05 jevei: the negative one in 1963/64 and the positive
one for 1968/69. The 1961/62 correiation just misses significance ar this
level. We wouid not consider these significant correlations as represent-
ing forecasting success, A we argue beiow, we suspect strongly that we

1. Wemmmmﬁuuﬁm;mwmmmmﬁﬂl
darx forthclﬂdivid:ulprediaunndnrman the average expectanons of the particutar

group.
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have left out some common factors and thar this omission could lead to
correlations over particular periods of time. Uniess one can forecast these
changesina Wway not aiready available to the general market participant,
one can hardly exploit these changes. It is therefore particularly indica-
tive that on= of the significant correlations had the “wrong™ sign.
Suppiementary tests conducred Dy the type of equation or industry and

aiso found that the residuais from the equations empioying historicai data
in place of cur expecrational data were no more successfui in predicting
subsequent performanca, Moreover, these resuits were unaltered when
the subsequent returns were measured over aiternative time periods such
as One-quarter ahead or rwo or more years ahead. The technique simply
did not produce excess returns in any consistent or reliabie fashion over
any time period in the future. These findings are what we shouid expectin
3 reasonably efficient market, '

Some staristics are presented in table 4.11 that may be helpful in
interpreting the reason for our predictive failures. We note, using the
1963 valuation equation as an example, that the percentage degree of
under- or overpricing is not highly correlated with subsequent returns,
the coefficient of detsfmination being only 0.06. It is possible 1o isolate
four reasons for our Jack of forecasting succass.

1. The first reason is that the valuation relationship changes over time.
We might be unable 1o select truly underpriced securities because by the
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REXt year the norms of vaiuation have besn significantly aitered. Thus _

what was cheap on the basis of the 1963 reiationship may no longer
fepresent good value on the basis of the 1964 equation. To test how
important this change might be. we performed the following experiment:
We assumed that investors knew at the end of 1963 exactly what the

Tabie 4.11 Alniysis of Lack of Forveasting Suceass
Yesr  Description _ 7
1963 Valustion equation with 1963 predicrions .06
- 1964 Valustion equation with 1963 data (assumes nexx .10
m’smwhmu)

1963 Vaiustioa equation -i:hmhdmug J4

Ierm growth and nexr year's exrnings)
1943 Valuation equation with 1964 predictions (assumes .27
perfec: foresight regarding marker CXPECIALIONS NexXT
year) :
“Pereent resicuais versus 1964 feturm.
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marker valuation relationship would be for the end of 1964: that is. we
assumed perfect fomigbt regarding next vear's valuation equation.
Then. on the basis of the 1964 valuation equation. we used the 1963 data
to calculate warranted /N muitipies, which couid then be compared
with actual muitiples 1o determine whether each security was approp-
fiately priced. Correlating the percentage residuals with subsequent ra-
turns, we found thas the coefficient of determination nearly doubied. 10
percent of the variance in subsequent returns now being explained.

2. A second reason for lack of Success might be the quality of the
expectations data emploved. As indicated in chapter 2, the growth-rate
forecasts used in the Present study were not accurate predictors of real-
ized growthi. To determine how much better off we would have been with
more accurate forecasss. we assumed perfect foresight regarding the
future long-term growth rate of the company. Thus the 1963 empirical
valuation equation was usad 1o determine “normal” value, butin piacs of
£, we substituted the realized long-term growth rate through 1968. Using
these realized datg 1o determine warranted price-earnings muitipies, we
carrelated the percantage residuais thersfrom with future returns. As
expected. an $ven greater improvement in forecasting future returns was
found. The ~ rises to 0.14. _.

3. As a further experiment, perfect foresight was assumed nor about
the actual rare of growth of earnings but rather regarding what the market
expectations of growth would be pexe year. that is, about §, next year.
Calculating the degree of overpricing as before. we find 2 much greater
improvement in prediction of future returns. Twenty-seven perceat of
the variability of furure returns is now explained. compared with oniy 6 -
pereent in the original experiment. We conclude that if one waars to
expiain returns over a ane-year horizon. it is far more important 1o know
what the market will think the growth rate of earnings will be next vear .
rather than to know the reafized long-term growth rate. This observation
brings us back to Keynes's celebrated newspaper contast. What matters is
not one’s personal criteria of beauty bur what the average opinion wiil
SXpect average opinion to think is beauriful ar the close of the contast.

4. A final source of error is that the valuation modet does not caprure
all the significane determinangs of value for each individual sompany.
Despite our successin accounting for approximately three-quarters of the
variance in market Price-earnings muitipies, there are likeiy to be special
features appiicabie to many individual companies that cannot be cap-
tured quantitatively, For example. it turned out that the stock of many
tobacco companies always 3ppeared to be underpriced. The reason for
this is not difficuit to conjecture. There is 2 tisk of government sancrions
against the tobaceo indusery thar weighs heavily in the minds of investors.
but that is not relaced 1o the risk measures we have employed. Such an
explanation is not at variance with the underiying approach to risk
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from the analysis, Consequently, it cannot be said thas 2] deviations of
* actual from predicred price-earnings. ratios are simply manifestations of
temporary over- or underpricing. -

4.6 Conciusion

carn the roje in market valuation of the sort of earnings forecasts we have
coliected, the nature of risk valuation, and the efficiency of the markes.

4.6.1 Vaiuarion of Expected Growth

common stocks than do dternatives. These growth rates were clearly
superior in accounting for prices to any of the simpie aiternatives we
considered. More closely firting equations are the results that one woyid
expest from smaller errory of measurement or from using data that
- contain more relevang information in piace of less genmane measures, -
Heance one Gan safely presume that our dats are more similar to the
Sxpectations being vaiyed in the market than are measures based on ¢
post realized growth o regrassion coefficients. This conciusion, based on
the-ebility 1o “sxpigin pricss, is buttressed by noticing that the overajl

mk-&uwmgcfremm by the estimates of the
expected retumn regressions are of plausibie orders of magnitude
Theﬁndmgthupﬁare §rowth occurred in spite of the

thu: while hardly being strong predicrions, the expectations dara appear
10 yield forecass ar jeasr 25 ccurate as, and often better than. najve
orecasts based on ex pos; realizations. Furthermore, we found that we
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. could not caiculate 3 ligear combination of different types of forecasts

whose superior forecasting performance continued over time.

. Efficient market hypotheses suggest that vaiuation should reflect the
u:fot_-mauon available to investors. Insofar as dnalysts’ forecasts are more
precise than other types we should therefore expect their differences
from other Measures to be reflected in the markes. It is therefore note-
worthy that our regrassion resuits do support the hypothesis that analyses’
forecasts are needed even when caiculated growth rates are availabie, As

hypothesis that prices refect average expecritions.

It is no surprise thar we found roies for both short- and long-term
expected rates of growth. Modeils of valuation using only long-term
gTowth rates are clearly only simplifications of the more complicated
Processes that earnings and dividends follow over time. and we would
éxpect market vaiuation 0 reflacy the more complicated processes. —...

4.6.2 Risk Measures and Valuarion

_The results did not provide wholly unambigucus support for the spe-
cific valuation modeis deveioped here. A number of aspects of our resuits
about risk are particulariy intriguing. It is clear from our re.ults that
expected returms do sesm 1o be reiated to varicus systematic risk factors.
Equally clearly, our results dg not gi e straightforward support to the
simpie form of the CAPM. [r would appear that systemaric risk is not
caurelysaptured by singie measures of covariance with the market index.
This has important impiicarions for those who attempt to use the modern
invesmment techaoiogy in practical problems of portiolio seiection. One

- Such suggestion, which had attracted a considerable fojlowing in the

investment community by the 1980s, was the proposai for a yieid-tilted
index fund.

The reasoning behind the yield-tilted index fund seems appealingiy
Plausidie. Since dividends are generally taxed more highly than capitai
§ains and since the marker equilibrium is presumabiyv achieved on the
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basis of after-tax returns. the equilibrium pretax returns for stocks thac
pay high dividends ought to be higher than for securities that produce
lower dividends and correspondingly higher capital gains. Heace the
tax-exempt investor is advised to buy a diversified portiolio of high-
dividend-paying stocks. In order to avoid the assumption of any greater
risk than is involved in buying the market index, the tax-exempt investor
is also advised to purchase a yield-tilted index fund, that is, a very broadly
diversified portfolio of high-dividend-paying stocks that mirrors the mar-
ket index in the sense that'it has a beta coefficient B precisely equal to
unity.

Evenon a priori grounds one might question the logic of the yield-tilted
index fund. Many of the largest investors in the market are tax-exempt
(such as pension and endowment funds) and others (such as corpora-
tions) actually pay a lower tax on capital gains than on dividend income 2
Thus it is far from clear that the marginal investor in the stock market
prefers to receive income through capital gains rather than through
dividend payments. Our theoretical arguments in chapter 3 also indicated
that great care must be taken with arguments invoiving “marginal™
investors and pointed out that the diversification theory gives no pre-
sumption that dividends and capital gains will be valued diffsrently. But
apart from these 2 priori arguments. our empirical results can be inter-
preted as providing another argument against the yield-tilted index fund.

If the traditional beta calcuiation {B,,) does not provide a full descrip-
tion of systematic risk, the yield-tiited index fund may well fail to mirror
the market index. Specificaily, during periods when inflation and interest
rates rise. it may well be the case that high-dividead stocks are particu-
larly vuinerabie; that is. they have high 3, and 3, coefficients. Public-dtij-
ity common stocks are a good exampie. While they are known as “low-
beta” stocks. they are likely to have high systematic risk with respect o
interest rates and inflation. This is so not only because they are good
substitutes for fixed-income securities, but aiso because public utilities
are vulnerable to a profits squeeze during periods of rising inflation
because of regulatory lags and increased borrowing cosws. Hence the
yield-tilted index fund with 8, = | may not mirror the marker index
when inflation acceierates. .

The actuai experience of yield-tilted index funds during the 1979-80
fleriod shows that these funds did not live up to expectations and their
performance was significantly worse than the market. Of course, we
should not reject 2 model simpiy because of its failure over any specific
short-term period. Nevertheiess, we believe that an understanding of the.
wider aspects of systematic risk, such as thiose anaiyzed here, would have

12. For corporate investors. 85 percant of dividend income is exciuded {rom raxabk:
im-mapimpmmuuﬁamw;ﬂnm :
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heiped prevent what turned out to be {at least over the short term) some
Serious investment Srrors.

Our findings on systematic risk still leave some major and intriguing

perplexities. We found in both versions of the valuation model that the
most important aspect of risk for valuation was that represented by the
extent 10 which forecasters were not in agresment about the future
growth of the company. Exactly what is the basis for this finding is not
clear.
It might be quite reasonable to interpret s% as representing specific risk,
In that case, the findings go against most recent models of vatuation
including both the CAPM and the APT. On the other hand, it may
indirectly measure sensitivity to underlying common factors and thus
S&rve as 3 very effective proxy for a variety of systematic risks. Finally, it
may arise from technical difficulties having to do with undetected biasas
inourdara. [tseams uniikely that this would fully account for the strength
we found for this variable, but it cannot be ruied out. Further investiga-
tion probably requires a data set less beset by problems of missing
observations and an adequately specified modei of earnings. Overall. our
resuits do suggest that risk undoubtedly has dimensions not fully captured
by the covariances with market indexes or other variabies that have
dominated recent work on vaiuation. They also suggest that the variance
of analysts’ forecasts may represent the most effective risk proxy avail-
able.

4.6.3 Efficient Markess .

We find it encouraging thatr we were unable to use the expectitions
data 1o seiect securities with subsequent above- or below-average per-
formance characteristics. We would not expecr that analysts’ forecasts
would be sounder than those apparently used by the market or that they
would be irreievant to market valuations. Apparently, the expectations

formed by Wall Street professionais get quickly and thoroughiy im--

pounded into the prices of securities. Impiicitly, we have found that the
evaiuations of companies that analysts make are the sorts of ones on
which market valuartion is based. Thus, while our work raises questions
abeut some currently pobular valuation thearies. it strongly supports the
view that the market is reasonabiy efficient in incorporating into present
prices whatever information there is about the future.
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whereas investors regarded stocks as the best investment to protect
against the eroding value of money. As early as September 1958, Busi-
nessWeek noted that “the relationship between stock and bond yields
was clearly posting a warning signal, but investors still believe inflation
is inevitable and stocks are the only hedge against it.”*

Yet many on Wall Street were still puzzled by the “great yield re-
versal.” Nicholas Molodovsky, vice president of White, Weld & Co. and
editor of the Financial Analysts Journal, observed:

Some financial analysts called . . . [the reversal of bond and stock yields] a
financial revolution brought about by many complex causes. Others, on
the contrary, made no attempt to explain the unexplainable. They showed
readiness to accept it as a manifestation of providence in the financial uni-
verse.*

Imagine value-oriented investors who pulled all their money out
of the stock market in August of 1958 and put it into bonds, vowing
never to buy stocks again unless dividend yields rose above those on
high-quality bonds. Such investors would still be waiting to get back
into stocks. After 1958, stock dividend yields never again exceeded
those of bonds. Yet, from August 1958 onward, overall stock returns
overwhelmed the returns on fixed-income securities over any long-
term period.

Benchmarks for valuation are valid only as long as economic insti-
tutions do not change. The chronic postwar inflation, resulting from the
switch to a paper money standard, changed forever the way investors
judged the yields on stocks and bonds. Investors who clung to the old
ways of valuing equity never participated in the greatest bull market for
stocks in history.

VALUATION OF CASH FLOWS FROM STOCKS

The fundamental sources of stock valuation are the dividends and earn-
ings of firms. In contrast to a work of art—which can be bought both for
an investment and for its viewing pleasure—stocks have value only be-
cause of the potential cash flows that investors receive. These cash
flows can come from any distribution (such as dividends or capital
gains realized on sale) that stockholders expect to receive from their
share of ownership of the firm, and it is by forecasting and valuing

3”in the Markets,” BusinessWeek, September 13, 1958, p. 91.
*'The Many Aspects of Yields,” Financial Analysts Journal 18(2)(March-April 1962):49-62.

-
By
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these expected future cash flows that one can judge the investment
value of shares.”

The value of any asset is determined by the discounted value of all
expected future cash flows. Future cash flows from assets are discounted
because cash received in the future is not worth as much as cash received
in the present. The reasons for discounting are (1) the innate time prefer-
ences of most individuals to enjoy their consumption today rather than
wait for tomorrow, (2) productivity, which allows funds invested today to
yield a higher return tomorrow, and (3) inflation, which reduces the fu-
ture purchasing power of cash received in the future. These factors also
apply to both stocks and bonds and are the foundation of the theory of
interest rates. A fourth reason, which applies primarily to the cash flows
from equities, is the uncertainty associated with the magnitude of future
cash flows.

SOURCES OF SHAREHOLDER VALUE

For the equity holder, the source of future cash flows is the earnings of
firms. Earnings are the cash flows that remain after the costs of produc-
tion are subtracted from the sales revenues of the firm. The costs of pro-
duction include labor and material costs, interest on debt, corporate
taxes, and allowance for depreciation.

Earnings create value for shareholders by the:

m Payment of cash dividends

m Repurchase of shares

m Retirement of debt

= Investment in securities, capital projects, or other firms

If a firm repurchases its shares (known as buybacks), it reduces the num-
ber of shares outstanding and thus increases future per-share earnings. If
a firm retires its debt, it reduces its interest expense and therefore in-
creases the cash flow available to shareholders. Finally, earnings that are
not used for dividends, share repurchases, or debt retirement are re-
ferred to as retained earnings. Retained earnings may increase future cash
flows to shareholders if they are invested productively in securities, cap-
ital projects, or other firms.

®There might be some psychic value to holding a controlling interest above and beyond the returns
accrued. In such a case, the owner values the stock more than minority shareholders.
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Some people argue that shareholders most value stocks’ cash divi-
dends. But this is not necessarily true. In fact, from a tax standpoint,
share repurchases are superior to dividends. Cash dividends are taxed at
the highest marginal tax rate to the investor; share repurchases, how-
ever, generate capital gains that can be realized at the shareholder’s dis-
cretion and at a lower capital gains tax rate. Recently, there have been an
increasing number of firms who engage in share repurchases. As will be
discussed in the next chapter, the shift from dividends to share repur-
chases is one factor that has raised the valuation of some equities.

Others might argue that debt repayment lowers shareholder value
because the interest saved on the debt retired generally is less than the
rate of return earned on equity capital. They also might claim that by
retiring debt, they lose the ability to deduct the interest paid as an ex-
pense (the interest tax shield).®* However, debt entails a fixed commit-
ment that must be met in good or bad times and, as such, increases the
volatility of earnings that go to the shareholder. Reducing debt there-
fore lowers the volatility of future earnings and may not diminish
shareholder value.”

Many investors claim that the fourth factor, the reinvestment of
earnings, is the most important source of value, but this is not always the
case. If retained earnings are reinvested profitably, value surely will be
created. However, retained earnings may tempt managers to pursue
other goals, such as overbidding to acquire other firms or spending on
perquisites that do not increase the value to shareholders. Therefore, the
market often views the buildup of cash reserves and marketable securi-
ties with suspicion and frequently discounts their value.

If the fear of misusing retained earnings is particularly strong, it is
possible that the market will value the firm at less than the value of its
reserves. Great investors, such as Benjamin Graham, made some of their
most profitable trades by purchasing shares in such companies and then
convincing management (sometimes tactfully, sometimes with a threat
of takeover) to disgorge their liquid assets.®

*Whether debt is a valuable tax shield depends on whether interest rates are bid up enough to off-
set that shield. See Merton H. Miller, “Debt and Taxes,” Papers and Proceedings of the Thirty-Fifth
Annual Meeting of the American Finance Association, Atlantic City, NJ, September 16-18, 1977, The
Journal of Finance 32(2)(May, 1977):261-275.

"Meeting interest payments also may be a good discipline for management and reduce the tendency
to waste excess profits. See Michael Jensen, “The Takeover Controversy: Analysis and Evidence.” In
John Coffee, Louis Lowenstein, and Susan Rose-Ackerman (eds.), Takeovers and Contests for Corporate
Control New York: Oxford University Press, 1987).

®Benjamin Graham, The Memoirs of the Dean of Wall Street (New York: McGraw-Hill, 1946), Chap. 11.
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One might question why management would not employ assets in
a way to maximize shareholder value, since managers often hold a large
equity stake in the firm. The reason is that there may exist a conflict be-
tween the goal of the shareholders, which is solely to increase the return
on the company’s shares, and the goals of management, which may in-
clude prestige, control of markets, and other objectives. Economists rec-
ognize the conflict between the goals of managers and shareholders as
agency costs, and these costs are inherent in every corporate structure
where ownership is separated from management. Payment of cash divi-
dends or committed share repurchases often lowers management’s
temptation to pursue goals that do not maximize shareholder value.

In recent years dividend yields have fallen to 1} percent, less than
one-third of their historic average. The major reasons for this are the tax
disadvantage of dividends and the increase in employee stock options,
where capital gains and not dividends figure into option value. Never-
theless, dividends historically have served the function of showing in-
vestors that the firms’ earnings were indeed real. Recent concerns about
aggressive accounting policies and the integrity of earnings following
the Enron debacle may bring back this once-favored way of delivering
investor value.’

DOES THE VALUE OF STOCKS DEPEND ON DIVIDENDS OR EARNINGS?

Management determines its dividend policy—the fraction of earnings it
will pay out to shareholders—by evaluating many factors, including the
tax differences between dividend income and capital gains, the need to
generate internal funds to retire debt or invest, and the desire to keep
dividends relatively constant in the face of fluctuating earnings. Since
the price of a stock depends primarily on the present discounted value
of all expected future dividends, it appears that dividend policy is cru-
cial to determining the value of the stock.

However, this is not generally true. It does not matter how much is
paid as dividends and how much is reinvested as long as the firm earns
the same return on its retained earnings that shareholders demand on its
stock.” The reason for this is that dividends not paid today are rein-
vested by the firm and paid as even larger dividends in the future.

9]eremy ]. Siegel, “The Dividend Deficit,” Wall Street Journal, February 13, 2002, p. A20.
'This ignores differential taxation between capital gains and dividend income that favors reinvest-
ment. This is explored in Chapter 4.
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Of course, management’s choice of dividend payout ratio, which is
the ratio of cash dividends to total earnings, does influence the timing of
the dividend payments. The lower the dividend payout ratio, the
smaller the dividends will be in the near future. Over time, however,
dividends will rise and eventually will exceed the dividend path associ-
ated with a higher payout ratio. Moreover, assuming that the firm earns
the same return on investment as the investors require from its equity,
the present value of these dividend streams will be identical no matter
what payout ratio is chosen.

Note that the price of the stock is always equal to the present value
of all future dividends and not the present value of future earnings. Earn-
ings not paid to investors can have value only if they are paid as divi-
dends or other cash disbursements at a later date. Valuing stock as the
present discounted value of future earnings is manifestly wrong and
greatly overstates the value of a firm."

John Burr Williams, one of the greatest investment analysts of the
early part of last century and author of the classic The Theory of Invest-
ment Value, argued this point persuasively in 1938. He wrote:

Most people will object at once to the foregoing formula for valuing stocks
by saying that it should use the present worth of future earnings, not future
dividends. But should not earnings and dividends both give the same an-
swer under the implicit assumptions of our critics? If earnings not paid out
in dividends are all successfully reinvested at compound interest for the
benefit of the stockholder, as the critics imply, then these earnings should
produce dividends later; if not, then they are money lost. Earnings are only
a means to an end, and the means should not be mistaken for the end.’*

LONG-TERM EARNINGS GROWTH AND ECONOMIC GROWTH

Since stock prices are the present value of future dividends, it would
seem natural to assume that economic growth would be an important
factor influencing future dividends and hence stock prices. However,
this is not necessarily so. The determinants of stock prices are earnings
and dividends on a per-share basis. Although economic growth may in-
fluence aggregate earnings and dividends favorably, economic groih
does not necessarily increase the growth of per-share earnings or ¢
dends. It is earnings per share (EPS) that is important to Wall Stree!

"Firms that pay no dividends, such as Warren Buffett's Berkshire Hathaway, have value bzause
their assets, which earn cash returns, can be liquidated and disbursed to shareholders in the future.
John Burr Williams, The Theory of Investment Value (Cambridge, MA: Harvard University Press,
1938), p. 30.



Workpaper 8
Page 8 of 8

94 PART 2 Valuation, Future Stock Returns, and Style Investing

cause per-share data, not aggregate earnings or dividends, are the basis
of investor returns.

The reason that economic growth does not necessarily increase EPS
is because economic growth requires increased capital expenditures and
this capital does not come freely. Implementing and upgrading technol-
ogy requires substantial firm investment. These expenditures must be
funded either by borrowing in the debt market (through banks or trade
credit or by selling bonds) or by floating new shares. The added interest
costs and the dilution of profits that this funding involves place a burden
on the firm’s bottom line. ,

Can earnings increase without increasing capital expenditures? In
the short run, this may occur, but the long-run historical evidence sug-
gests that it will not. One of the signal characteristics of long-term his-
torical data is that the level of the capital stock—the total value of all
physical capital such as factories and equipment, as well as intellectual
capital, that has accumulated over time—has grown in proportion to the
level of aggregate output. In other words, a 10 percent increase in output
requires a 10 percent increase in the capital stock.

Many investors believe that investment in productivity-enhancing
technology can spur earnings growth to permanently higher levels.
However, “cost-saving investments,” frequently touted as a source of
increasing profit margins, only temporarily affect bottom-line earnings.
As long as these investments are available to other firms, competition
will force management to reduce product prices by the amount of the
cost savings, and extra profits will quickly be competed away. In fact,
capital expenditures often are undertaken not necessarily to enhance
profits but rather to preserve profits when other firms have adopted com-
petitive cost-saving measures.

Table 6-1 shows the summary statistics for dividends per share,
earnings per share (EPS), and stock returns from 1871 through Septem-

TABLE 6-1
Long-Term Growth of GDP, Earnings, and Dividends, 1871-2001

Real GDP | Real Per-Share | Real Per-Share Dividend Payout
Growth | Earnings Growth | Dividend Growth Yield* Ratio*
1871-2001 3.91% 1.25% 1.09% 4.54% 58.75%
1871-1945 4.51% 0.66% 0.74% 5.07% 66.78%
1946-2001 3.11% 2.05% 1.56% 3.53% 51.91%

* Denotes median.




Do Analyst Conflicts Matter? Evidence from
Stock Recommendations

Anup Agrawal University of Alabama
Mark A. Chen Georgia State University

Abstract

We examine whether conflicts of interest with investment banking and brokerage
businesses induce sell-side analysts to issue optimistic stock recommendations
and, if so, whether investors are misled by such biases. Using quantitative
measures of potential conflicts constructed from a novel data set containing
revenue breakdowns of analyst employers, we find that recommendation levels
are indeed positively related to conflict magnitudes. The optimistic bias stem-
ming from investment banking conflicts was especially pronounced during the
late-1990s stock market bubble. However, evidence from the response of stock
prices and trading volumes to upgrades and downgrades suggests that the market
recognizes analysts’ conflicts and properly discounts analysts’ opinions. This
pattern persists even during the bubble period. Moreover, the 1-year stock
performance following revised recommendations is unrelated to the magnitude
of conflicts. Overall, our findings do not support the view that conflicted analysts
are able to systematically mislead investors with optimistic stock recommen-
dations.

1. Introduction

In April 2003, 10 of the largest Wall Street firms reached a landmark settlement
with state and federal securities regulators on the issue of conflicts of interest
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faced by stock analysts." The settlement requires the firms to pay a record $1.4
billion in compensation and penalties in response to government charges that
the firms issued optimistic stock research to win favor with potential investment
banking (IB) clients. Part of the settlement funds are earmarked for investor
education and for provision of research from independent firms. In addition to
requiring large monetary payments, the settlement mandates structural changes
in the firms’ research operations and requires the firms to disclose conflicts of
interest in analysts’ research reports.

The notion that investors are victims of biased stock research presumes that
(1) analysts respond to the conflicts by inflating their stock recommendations
and (2) investors take analysts’ recommendations at face value. Even if analysts
are biased, it is possible that investors understand the conflicts of interest inherent
in stock research and rationally discount analysts’ opinions. This alternative
viewpoint, if accurate, would lead to very different conclusions about the con-
sequences of analysts’ research. Indeed, investors’ rationality and self-interested
behavior imply that stock prices should accurately reflect a consensus about the
informational quality of public announcements (Grossman 1976; Grossman and
Stiglitz 1980). Rational investors would recognize and adjust for analysts’ po-
tential conflicts of interest and thereby largely avoid the adverse consequences
of biased stock recommendations.

In this article, we provide evidence on the extent to which analysts and in-
vestors respond to conflicts of interest in stock research. We address four ques-
tions. First, is the extent of optimism in stock recommendations related to the
magnitudes of analysts’ conflicts of interest? Second, to what extent do investors
discount the opinions of more conflicted analysts? In particular, do stock prices
and trading volumes react to recommendation revisions in a manner that ra-
tionally reflects the degree of analysts’ conflicts? Third, is the medium-term (that
is, 3- to 12-month) performance of recommendation revisions related to conflict
severity? And, finally, did conflicts of interest affect analysts or investors differ-
ently during the late-1990s stock bubble than during the postbubble period? The
answers to these questions are clearly of relevance to stock market participants,
public policy makers, regulators, and the academic profession.

We use a unique, hand-collected data set that contains the annual revenue
breakdown for 232 public and private analyst employers. This information allows
us to construct quantitative measures of the magnitude of potential conflicts not
only from IB business but also from brokerage business. We analyze a sample
of over 110,000 stock recommendations issued by over 4,000 analysts during
the 1994-2003 time period. Using univariate tests as well as cross-sectional
regressions that control for the size of the company followed and individual
analysts’ experience, resources, workloads, and reputations, we attempt to shed

! Two more securities firms (Deutsche Bank Securities Inc. and Thomas Weisel Partners LLC) were
added to the formal settlement in August 2004.
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light both on how analysts respond to pressures from IB and brokerage businesses
and on how investors compensate for the existence of such conflicts of interest.

A number of studies (for example, Dugar and Nathan 1995; Lin and McNichols
1998; Michaely and Womack 1999; Dechow, Hutton, and Sloan 2000; Bradley,
Jordan, and Ritter 2008) focus on conflicts faced by analysts in the context of
existing underwriting relationships (see also Malmendier and Shanthikumar
2007; Cliff 2007).* Our article complements this literature in several ways. First,
we take into account the pressure to generate underwriting business from both
current and potential client companies. Even if an analyst’s firm does not cur-
rently do IB business with a company that the analyst tracks, it might like to
do so in the future. Second, we examine the conflict between research and all
IB services (including advice on mergers, restructuring, and corporate control),
rather than just underwriting. Third, we examine conflicts arising from brokerage
business in addition to those from IB.

Fourth, the prior empirical finding that underwriter analysts tend to be more
optimistic than other analysts is consistent with two alternative interpretations:
(a) an optimistic report on a company by an underwriter analyst is a reward
for past IB business or an attempt to win future IB business by currying favor
with the company or (b) a company chooses an underwriter whose analyst already
likes the stock. The second interpretation implies that underwriter choice is
endogenous and does not necessarily imply a conflict of interest. We sidestep
this issue of endogeneity by not focusing on underwriting relations between an
analyst’s firm and the company followed. Instead, our conflict measures focus
on the importance to the analyst’s firm of IB and brokerage businesses, as
measured by the percentage of its annual revenue derived from IB business and
from brokerage commissions. Unlike underwriting relations between an analyst’s
firm and the company followed, the proportions of the entire firm’s revenues
from each of these businesses can reasonably be viewed as given, exogenous
variables from the viewpoint of an individual analyst. Finally, our approach yields
substantially larger sample sizes than those used in prior research, and it therefore
leads to greater statistical reliability of the results.

Several articles adopt an approach that is similar in spirit to ours. For example,
Barber, Lehavy, and Trueman (2007) find that recommendation upgrades (down-
grades) by investment banks—which typically also have brokerage businesses—

* Bolton, Freixas, and Shapiro (2007) theoretically analyze a different type of conflict of interest
in financial intermediation, one faced by a financial advisor whose firm also produces financial
products (such as in-house mutual funds). Mehran and Stulz (2007) provide an excellent review of
the literature on conflicts of interest in financial institutions.

* Hayes (1998) analyzes how pressure on analysts to generate brokerage commissions affects the
availability and accuracy of earnings forecasts. Both Irvine (2004) and Jackson (2005) find that
analysts” optimism increases a brokerage firm’s share of the trading volume. Ljunggqvist et al. (2007)
find that analysts employed by larger brokerage houses issue more optimistic recommendations and
more accurate earnings forecasts. However, none of these articles examines how investors’ responses
to analysts’ recommendations and the investment performance of recommendations vary with the
severity of brokerage conflicts, issues that we investigate here.
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underperform (outperform) similar recommendations by non-IB brokerages and
independent research firms. Cowen, Groysberg, and Healy (2006) find that full-
service securities firms—which have both IB and brokerage businesses—issue
less optimistic forecasts and recommendations than do non-IB brokerage houses.
Finally, Jacob, Rock, and Weber (2008) find that short-term earnings forecasts
made by investment banks are more accurate and less optimistic than those
made by independent research firms. We extend this line of research by quan-
tifying the reliance of a securities firm on IB and brokerage businesses. This is
an important feature of our article for at least two reasons. First, given that
many securities firms operate in multiple lines of business, it is difficult to classify
them by business lines. By separately measuring the magnitudes of both IB and
brokerage conflicts in each firm, our approach avoids the need to rely on a
classification scheme. Second, since the focus of this research is on the conse-
quences of analysts’ conflicts, the measurement of those conflicts is important.
Our conclusions sometimes differ from those in classification-based studies.

We find that analysts do indeed seem to respond to pressures from IB and
brokerage businesses: larger potential conflicts of interest from these businesses
are associated with more positive stock recommendations. We also document
that the distortive effects of IB conflicts were larger during the late-1990s stock
bubble than during the postbubble period. Nonetheless, the empirical analysis
yields several pieces of evidence to suggest that investors are sophisticated enough
to adjust for these biases. First, the short-term reactions of both stock prices
and trading volumes to recommendation upgrades are negatively and statistically
significantly related to the magnitudes of potential IB or brokerage conflicts. For
downgrades, the corresponding relation is negative for stock prices but positive
for trading volumes. Second, the 1-year investment performance after recom-
mendation revisions bears no systematic relation to the magnitude of conflicts.
Finally, investors continued to discount conflicted analysts’ opinions during the
bubble period, even amid the euphoria prevailing in the market at the time.
Together these results strongly support the idea that the marginal investor, taking
analysts’ conflicts into account, rationally discounts optimistic stock recom-
mendations.*

The remainder of the article is organized as follows. We discuss the issues in
Section 2 and describe our sample and data in Section 3. Section 4 examines
the relation between recommendation levels and the degree of IB or brokerage
conflict faced by analysts. Section 5 analyzes how conflicts are related to the
response of stock prices or trading volumes to recommendation revisions. Section

*In a companion paper (Agrawal and Chen 2005), we find that analysts appear to respond to
conflicts when making long-term earnings growth projections but not short-term earnings forecasts.
This finding is consistent with the idea that, with short-term forecasts, analysts worry about their
deception being revealed with the next quarterly earnings release, but they have greater leeway with
long-term forecasts. We also find that the frequency of forecast revisions is positively related to the
magnitude of brokerage conflicts, and several tests suggest that analysts’ trade generation incentives
impair the quality of stock research.
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6 investigates the relation between conflicts and the investment performance of
recommendation revisions. Section 7 presents our results for the late-1990s stock
bubble and postbubble periods, and Section 8 concludes.

2. Issues and Hypotheses

Investment banking activity is a potential source of analyst conflict that has
received widespread attention in the financial media (for example, Gasparino
2002; Maremont and Bray 2004) as well as the academic literature (for example,
Lin and McNichols 1998; Michaely and Womack 1999). When IB business is an
important source of revenue for a securities firm, a stock analyst employed by
the firm often faces pressure to inflate his or her recommendations. This pressure
is due to the fact that the firm would like to sell IB services to a company that
the analyst tracks.” The company, in turn, would like the analyst to support its
stock with a favorable opinion. Thus, we expect that the more critical is IB
revenue to an analyst’s employer, the greater the incentives an analyst faces to
issue optimistic recommendations.®

Analysts also face a potential conflict with their employers’ brokerage busi-
nesses. Here, the pressure on analysts originates not from the companies that
they follow but from within their employing firms. Brokerage business generates
a large portion of most securities firms’ revenues, and analyst compensation
schemes are typically related explicitly or implicitly to trading commissions. Thus,
analysts have incentives to increase trading volumes in both directions (that is,
buys and sells). Given the many institutional constraints that make short sales
relatively costly, many more investors participate in stock purchases than in stock
sales.” Indeed, it is mostly existing shareholders of a stock who sell. This asym-
metry between purchases and sales implies that the more important brokerage
business is to an analyst’s employer, the more pressure the analyst faces to be
bullish when issuing recommendations.

Analysts who respond to the conflicts they face by issuing blatantly misleading
stock recommendations can develop bad reputations that reduce their labor
income and hurt their careers.® Stock recommendations, however, are not as
easily evaluated as other outputs of analysts’ research, such as 12-month price
targets or quarterly earnings forecasts, which can be judged against public, near-

*> Throughout this article, we refer to an analyst’s employer as a “firm” and a company followed
by an analyst as a “company.”

® Ljungqvist, Marston, and Wilhelm (2006, forthcoming) find that, while optimistic recommen-
dations do not help the analyst’s firm win the lead underwriter or comanager positions in general,
they help the firm win the comanager position in deals in which the lead underwriter is a commercial
bank.

7 Numerous regulations in the United States increase the cost of selling shares short (see, for
example, Dechow et al. 2001). Therefore, the vast majority of stock sales are regular sales rather than
short sales. For example, over the 1994-2001 period, short sales comprised only about 10 percent
of the annual New York Stock Exchange trading volume (New York Stock Exchange 2002).

® See Jackson (2005) for a theoretical model showing that analysts’ concerns about their reputations
can reduce optimistic biases arising from brokerage business.
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term realizations. So it is not clear whether analysts’ career concerns can com-
pletely prevent them from responding to pressures to generate IB or brokerage
business.

The relation between conflict severity and the short-term (2- or 3-day) stock
price impact of a recommendation should depend on whether investors react
to the opinion rationally or naively.” Under the rational discounting hypothesis,
the relation should be asymmetric for upgrades and downgrades. For upgrades,
the stock price response should be negatively related to the degree of conflict.
This implication arises because analysts who face greater pressure from IB or
brokerage business are likely to be more bullish in their recommendations, and
rational investors should discount an analyst’s optimism more heavily. For down-
grades, however, the story is different. When an analyst downgrades a stock
despite facing large conflicts, rational investors should find the negative opinion
more convincing and should be more likely to revalue the stock accordingly.
This implies that the short-term stock price response to a downgrade should be
negatively related to the degree of conflict.

The rational discounting hypothesis also predicts cross-sectional relations be-
tween conflict severity and the short-term trading volume responses to rec-
ommendations. As Kim and Verrecchia (1991) demonstrate in a rational ex-
pectations model of trading, the more precise a piece of news, the more
individuals will revise their prior beliefs and, hence, the more trading that will
result. In the present context, investor rationality implies that an upgrade by a
highly conflicted analyst represents less precise news to investors, and so such
a revision should be followed by a relatively small abnormal volume. But when
an analyst downgrades a stock despite a substantial conflict, the signal is regarded
as being more precise, and thus the downgrade should lead to relatively large
abnormal trading.

By contrast, under the naive investor hypothesis, investors are largely ignorant
of the distortive pressures that analysts face and accept analysts’ recommenda-
tions at face value. This implies that there should be no relation between conflict
severity and the short-term response of either stock prices or trading volume to
recommendation revisions. Furthermore, the absence of a systematic relation
should hold true for both upgrades and downgrades.

What are the implications of the two hypotheses for the medium-term (3- to
12-month) investment performance of analysts’ recommendations? Under the
rational discounting hypothesis, there should be no systematic relation between
the magnitude of conflicts faced by an analyst and the performance of his or
her stock recommendations: the market correctly anticipates the potential dis-
tortions up front and accordingly adjusts its response. But the naive investor
hypothesis predicts that performance should be negatively related to conflict

° This framework follows Kroszner and Rajan (1994) and Gompers and Lerner (1999), who analyze
the conflicts that a bank faces in underwriting securities of a company when the bank owns a (debt
or equity) stake in it.
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severity for both upgrades and downgrades. That is, investors ignore analysts’
conflicts up front and pay for their ignorance later.

3. Sample and Data

3.1. Sample

Our sample of stock recommendations comes from the Institutional Brokers
Estimate System (I/B/E/S) U.S. Detail Recommendations History file. This file
contains data on newly issued recommendations as well as revisions and reit-
erations of existing recommendations made by individual analysts over the period
1993-2003. Although the exact wording of recommendations can vary consid-
erably across brokerage houses, I/B/E/S classifies all recommendations into five
categories ranging from strong buy to strong sell. We rely on the I/B/E/S clas-
sification and encode recommendations on a numerical scale from 5 (strong
buy) to 1 (strong sell).

Since we are primarily interested in examining how the nature and conse-
quences of analysts’ recommendations are related to IB or brokerage business,
we require measures of the importance of these business lines to analysts’ em-
ployers. Under U.S. law, all registered broker-dealer firms must file audited
annual financial statements with the Securities and Exchange Commission (SEC)
in x-17a-5 filings." These filings contain information on broker-dealer firms’
principal sources of revenue, broken down into revenue from IB, brokerage
commissions, and all other businesses (such as asset management and proprietary
trading). We use these filings to obtain various financial data, including data on
our key explanatory variables: the fractions of total brokerage house revenues
from IB and from brokerage commissions. Beginning with the names of analyst
employers contained in the I/B/E/S Broker Translation file," we search for all
available revenue information in x-17a-5 filings from 1994 to 2003." For publicly
traded broker-dealer firms, we also use 10-K annual report filings over the sample
period to gather information on revenue breakdowns, if necessary. We thus obtain
annual data from 1994 to 2003 on IB revenue, brokerage revenue, and other
revenue for 188 privately held and 44 publicly traded brokerage houses."” For
each brokerage house, we match recommendations to the latest broker-year
revenue data preceding the recommendation date. Over the sample period, we

' The Securities Exchange Act, sections 17(a)—17(e), requires these filings. We accessed them from
Thomson Financial’s Global Access database and the Securities and Exchange Commission’s (SEC’s)
public reading room in Washington, D.C.

" We use the file supplied directly by the Institutional Brokers Estimate System (I/B/E/S) on CD-
ROM. This file does not recode the name of an acquired brokerage firm to that of its acquirer for
years before the merger.

"> The electronic availability of x-17a-5 filings is very limited prior to 1994, the year the SEC first
mandated electronic form filing. Hence, we do not search for revenue information prior to 1994.

" We exclude a small number of firm-years in which the total revenue is negative (for example,
because of losses from proprietary trading).
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are able to match in this fashion 110,493 I/B/E/S recommendations issued by
4,089 analysts.

All broker-dealer firms are required to publicly disclose their balance sheets
as part of their x-17a-5 filings. But a private broker-dealer firm can withhold
the public disclosure of its income statement, which contains the revenue break-
down information needed for this study, if the SEC deems that such disclosure
would harm the firm’s competitive position. Thus, our sample of private se-
curities firms is limited to broker-dealers that disclose their revenue breakdowns
in x-17a-5 filings. We examine whether this selection bias affects our main results
by separately analyzing the subsample of publicly traded securities firms, for
which public disclosure of annual revenue information is mandatory. Our find-
ings do not appear to be affected by this selection bias. All of our results for
the subsample of publicly traded securities firms are qualitatively similar to the
results for the full sample reported in the article. In the Appendix, we describe
the characteristics of disclosing and nondisclosing private securities firms, shed
some light on the firms’ income statement disclosure decisions, and use a se-
lectivity-corrected probit model to examine whether the resulting selection bias
can explain analysts’ response to conflicts in these private firms. We find no
evidence that selection bias affects our results for these firms.

3.2. Characteristics of Analysts, Their Employers, and Companies Followed

We next measure characteristics of analysts, their employers, and the com-
panies they cover. Prior research (for example, Clement 1999; Jacob, Lys, and
Neale 1999) finds that analysts’ experience and workloads affect the accuracy
and credibility of their research. Using the I/B/E/S Detail History files, we measure
an analyst’s experience and workloads in terms of all research activity reported
in I/B/E/S, including stock recommendations, quarterly and annual earnings-
per-share forecasts, and long-term earnings growth forecasts. We measure general
research experience as the number of days since an analyst first issued research
on any company in the I/B/E/S database and company-specific research expe-
rience as the number of days since an analyst first issued research on a particular
company. We measure an analyst’s workload as the number of different com-
panies or the number of different four-digit I/B/E/S sector industry groups
(S/1/Gs)' for which the analyst issued research in a given calendar year.

The amount of resources devoted to investment research within brokerage
houses also affects the quality of analysts’ research (Clement 1999). Larger houses
have access to better technology, information, and support staff. Accordingly,
we use three measures of brokerage house size: the number of analysts issuing
stock recommendations for a brokerage house over the course of a calendar year,
book value of total assets, and net sales. All of our subsequent results are qual-

' The I/B/E/S sector industry group numbers are six-digit codes that provide information on the
industry sectors and subsectors for companies in the I/B/E/S database. We use the first four digits,
which correspond to broad industry groupings.
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Table 1
Revenue Sources (%) of Analysts’ Employers
Investment Brokerage
Banking Commission
Sample
Recommendation Level Mean Median Mean Median Size
5 (Strong buy) 13.94 11.81 29.87 24.09 28,901
4 (Buy) 13.81 11.21 26.68 17.22 37,478
3 (Hold) 12.68 11.13 28.44 24.07 37,883
2 (Sell) 11.61 10.55 23.13 16.12 4,875
1 (Strong sell) 16.27 14.90 33.44 24.95 1,356
p-Value (4 and 5) versus (1 and 2) .0000 .0000 .0000 .0023

Note. Shown are the percentages of analyst employer revenues from investment banking and brokerage
commissions, by recommendation level. Data are for 110,493 stock recommendations and are drawn from
the Institutional Brokers Estimate System U.S. Detail Recommendations History file for 1994-2003.

itatively similar under each of the three size measures. To save space, we report
results only of tests based on the first size measure.

To capture the degree to which investors believe that individual analysts have
skill in providing timely and accurate research, we use two measures of analysts’
reputation. The first is based on Institutional Investor (II) magazine’s All-America
Research Team designation. Each year around October 15, II mails an issue to
subscribers that lists the names of analysts who receive the most votes in a poll
of institutional money managers. About 300—400 analysts are identified. We
construct a variable that indicates, for each recommendation revision, whether
the recommending analyst was named to the first, second, third, or honorable
mention team in the latest annual survey. As a complementary, objective measure
of analysts’ reputation, we use a variable based on the Wall Street Journal’s (WSJ's)
annual All-Star Analysts Survey. The WSJ All-Star Analysts are determined by
an explicit set of criteria relating to past stock-picking performance and fore-
casting accuracy.” The survey covers about 50 industries annually and names
the top five stock pickers and top five earnings forecasters in each industry.'

Tables 1 and 2 report summary data on the characteristics of our sample. In
Table 1, both the mean and the median percentages of analyst employer revenues
derived from IB decline monotonically over the first four recommendation levels,
but these values are the highest for strong sell recommendations. Similarly, it is
the brokerage firms issuing strong sell recommendations that generally derive

'> We recognize that the performance metrics used in the Wall Street Journal (WSJ) All-Star Analysts
Survey are public information and can, in principle, be replicated by investors. However, to the
extent that computing and evaluating analysts’ performance is a costly activity, being named an All-
Star Analyst can still affect an analyst’s reputation and credibility.

' Since the I/B/E/S Broker Translation File provides only analysts’ last names and first initials, in
some instances it is not possible to ascertain from the I/B/E/S data alone whether an analyst in our
sample was named to the Institutional Investor (II) or WS] team. For these cases, we determine team
membership of analysts from NASD BrokerCheck, an online database (http://www.nasd.com, accessed
October 2004) that provides the full names of registered securities professionals as well as their
employment and registration histories for the past 10 years. The database also keeps track of analysts’
name changes (such as those resulting from marriage).
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Table 2

Characteristics of Analysts, Firms, and Companies Followed

Sample

Characteristic Mean Median SD Size
Investment banking revenue (%) 13.60 11.25 11.93 94,892
Brokerage commission revenue (%) 28.74 24.07 24.75 94,892
Analyst’s company-specific experience (years) 2.42 1.20 3.29 85,531
Analyst’s general experience (years) 6.41 4.90 5.32 85,531
Analysts employed by a firm 86.34 60 79.73 94,618
Companies followed by an analyst 17.24 15 12.93 84,016
Four-digit I/B/E/S S/1/Gs followed by an

analyst 3.05 3 1.90 84,014
Institutional Investor All-America stock picker .005 0 .07 85,531
Institutional Investor All-America Research

Team member .035 0 .18 85,531
Wall Street Journal All-Star stock picker .018 0 13 85,531
Wall Street Journal All-Star Analyst .136 0 .34 85,531
Market capitalization ($ millions) 8,804.46 1,367.22 27,758.81 81,333
Analyst following 9.14 7 6.88 92,869

Note. Data are for 94,892 recommendation revisions and are drawn from the Institutional Brokers Estimate
System (I/B/E/S) U.S. Detail Recommendations History file for 1994-2003. Recommendation revisions
include recommendation changes as well as initiations, resumptions, and discontinuations of coverage.
Analysts’ experience is measured from all analyst research activity reported in I/B/E/S, including earnings-
per-share forecasts, long-term earnings growth forecasts, and stock recommendations. An analyst is con-
sidered to be a top stock picker or team member if he or she appeared in the relevant portion of the most
recent analyst survey by Institutional Investor or the Wall Street Journal at the time of a reccommendation
revision. Market capitalization is measured 12 months before the end of the current month, and analyst
following is measured on the basis of stock recommendation coverage. Market capitalization values are
inflation adjusted (with Consumer Price Index numbers and with 2003 as the base year). S/I/G = sector
industry group.

the highest percentage of their total revenues from brokerage commissions. No-
tably, in each of the five categories, the mean percentage of revenue from com-
missions is about twice as large as the mean percentage of revenue from IB. This
fact underscores the importance of trading commissions as a source of revenue
for many securities firms. The last column shows that about 95 percent of the
recommendations in the sample are at levels 5 (strong buy), 4 (buy), or 3 (hold).
Levels 1 (strong sell) and 2 (sell) represent only about 1 percent and 4 percent
of all reccommendations, respectively.

The data in Table 2 provide a flavor of our sample of analysts and their
employers. As noted by Hong, Kubik, and Solomon (2000), careers as analysts
tend to be relatively short. The median recommendation is made by an analyst
with under 5 years of experience, of which just over a year was spent following
a given stock. Stock analysts tend to be highly specialized, following a handful
of companies in a few industries. The median recommendation is made by an
analyst following 15 companies in three industries who works for a securities
firm employing 60 analysts. Being named as an All-America Research Team
member by II is a rare honor, received by under 5 percent of all analysts in our
sample. Finally, the typical company followed is large, with mean (median)
market capitalization of about $8.8 billion ($1.4 billion) in inflation-adjusted
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2003 dollars. Over the time span of a year, a company is tracked by a mean
(median) of 9.1 (7) analysts.

4. Conflicts and the Levels of Analyst Recommendations
Net of the Consensus

In this section, we examine whether the level of an analyst’s stock recom-
mendation net of the consensus (that is, median) recommendation level is related
to the conflicts that he or she faces. We start by ascertaining the level of the
outstanding recommendation on each stock by each analyst following it at the
end of each quarter (March, June, September, December) from 1995 through
2003. An analyst’s recommendation on a stock is included only if it is newly
issued, reiterated, or revised in the preceding 12 months.

We estimate a regression explaining individual analysts’ net stock recommen-
dation levels at the end of a quarter (which is the recommendation level minus
the median recommendation level across all analysts following a stock during
the quarter).”” The regression pools observations across analysts, stocks, and
quarters and includes our two main explanatory variables: the percentage of an
analyst employer’s total revenues from IB and the percentage from brokerage
commissions. Following Jegadeesh et al. (2004) and Kadan et al. (forthcoming),
who find that momentum is an important determinant of analysts’ recommen-
dations, we control for the prior 6-month stock return.

The regression also controls for other factors that can affect the degree of
analysts’ optimism, such as the size of the company followed and the resources,
reputation, experience, and workload of an analyst. As a measure of the resources
available to an analyst, a dummy variable is used for a large brokerage house,
and it equals one if the firm ranks in the top quartile of all houses in terms of
the number of analysts employed during the year. The size of the company
followed is measured by the natural logarithm of its market capitalization, mea-
sured 12 months before the end of the month. We measure an analyst’s reputation
by dummy variables that equal one if the recommending analyst was named in
the most recent year as an All-America Research Team member by II or as an
All-Star Analyst by the WSJ. An analyst’s company-specific research experience
is measured by the natural logarithm of one plus the number of days an analyst
has been producing research (including earnings-per-share forecasts, long-term
growth forecasts, or stock recommendations) on the company. We measure an
analyst’s workload by the natural logarithm of one plus the number of companies
for which he or she produces forecasts or recommendations in the current year.

Finally, we control for industry and time period effects by adding dummy
variables for I/B/E/S two-digit S/I/G industries and for each calendar quarter
(March 1995, June 1995, and so forth). Since net recommendation levels can

' To ensure meaningful variation in the dependent variable, we omit stocks followed by only one
analyst in a quarter.
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Table 3
Ordered Probit Analysis of Recommendation Levels Net of the Consensus

Explanatory Variable Coefficient z-Statistic
Investment banking revenue (%) 4167 17.35
Brokerage commission revenue (%) .0363 3.00
Prior 6-month stock return —.0068 —2.89
Large brokerage house dummy —.0639 —8.60
Company size .0038 2.89
Institutional Investor All-America Research Team dummy .0032 .15
Wall Street Journal All-Star Analyst dummy —.0196 —2.23
Company-specific research experience .0012 1.42
Number of companies followed .0070 4.64

Note. The results are from ordered probit regressions explaining individual analysts’ stock reccommendation
levels net of the consensus (that is, median) recommendation level at the end of each quarter (March,
June, September, December) for 1995-2003. Observations are excluded if the analyst issued no new or
revised recommendation in the preceding 12 months. The regression includes observations pooled across
analysts, stocks, and quarters. Data on recommendations are drawn from the Institutional Brokers Estimate
System (I/B/E/S) U.S. Detail Recommendations History file for 1994-2003. Investment banking or brokerage
commission revenue refer to the percentage of the brokerage firm’s total revenues derived from investment
banking or brokerage commissions. The large brokerage house dummy is an indicator variable that equals
one if a brokerage house is in the top quartile of all houses, based on the number of analysts issuing stock
recommendations listed in I/B/E/S in a given calendar year. Company size is the natural logarithm of the
market capitalization of the company followed, measured 12 months prior to the end of the current month.
The Institutional Investor All-America Research Team and Wall Street Journal All-Star Analyst dummies are
indicator variables that equal one if the recommending analyst was listed as an All-America Research Team
member or All-Star Analyst in the most recent analyst ranking. Company-specific research experience is
the natural log of one plus the number of days that an analyst has been issuing I/B/E/S research on a
company. Number of companies followed equals the natural log of one plus the number of companies
followed by an analyst in the current calendar year. The regression includes dummy variables for two-digit
I/B/E/S sector industry group industries and for calendar quarters. Test statistics are based on a robust
variance estimator. The number of observations is 213,011; the p-value of the x” test is <.0001.

take ordered values from —4 (strongly pessimistic) to 4 (strongly optimistic) in
increments of .5, we estimate the regression as an ordered probit model."® The
Z-statistics are based on a robust (Huber-White sandwich) variance estimator.

Table 3 shows the regression estimate. The coefficients of IB revenue percentage
and commission revenue percentage are both positive. This finding implies that
greater conflicts with IB and brokerage businesses lead an analyst to issue a
higher recommendation on a stock relative to the consensus. Stocks followed
by busier analysts and stocks of larger companies receive higher recommenda-
tions relative to the consensus. Stocks that experience a price run-up over the
prior 6 months, stocks followed by analysts at large brokerage houses, and stocks
followed by WSJ All-Star Analysts all receive lower recommendations relative to
the consensus. All of these relations are highly statistically significant.

To provide a sense of the magnitude of the main effects of interest, we show
in Table 4 the derivatives of the probability of each net recommendation level

'® Notice that recommendation levels can take integer values from 1 to 5, and the median rec-
ommendation can take values from 1 to 5 in increments of .5. See Greene (2003) for a detailed
exposition of the ordered probit model.
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with respect to IB revenue and commission revenue percentages.” Thus, for
example, a 1-standard-deviation increase in IB revenue percentage increases the
probability of an optimistic recommendation (that is, a net recommendation
level greater than zero) by .1193 x (.0325 +.0671 + . . . +.0003) = .0151.
Compared to the unconditional probability of an optimistic recommendation
by an analyst, this represents an increase of about 5.9 percent (.0151/.2575). The
effect of a change in commission revenue percentage is much smaller. A 1-
standard-deviation increase in commission revenue percentage increases the
probability of an optimistic recommendation by .2475 x .01105 = .0027, or
about 1 percent (.0027/.2575) of the unconditional probability. Thus, despite
possible concerns about a loss of reputation, analysts seem to respond to conflicts
of interest, particularly those stemming from IB.

5. Conflicts and Investor Response to Recommendation Revisions

5.1 Stock Price Response

This section examines whether an analyst’s credibility with investors is related
to the degree of conflict faced. We interpret the reaction of stock prices to a
recommendation revision as an indication of an analyst’s credibility. Our analysis
focuses on revisions in recommendation levels, rather than on recommendation
levels per se, because revisions are discrete events that are likely to be salient for
investors, and previous research finds that revisions have significant information
content (see, for example, Womack 1996; Jegadeesh et al. 2004). To capture the
effects of the most commonly observed and economically important types of
revisions, we structure our tests around four basic categories: added to strong
buy, added to buy or strong buy, dropped from strong buy, and dropped from
buy or strong buy.”” These four categories are defined to include initiations,
resumptions, and discontinuations of coverage because such events also reflect
analysts’ positive or negative views about a company.”' Thus, for example, we
consider a stock to be added to strong buy under two scenarios: (a) the rec-
ommendation level is raised to strong buy from a lower level or (b) coverage is

" Notice that, for each explanatory variable, these derivatives sum to zero across all the net
recommendation levels.

* Our analysis focuses on these four types of revisions instead of the other four (added to strong
sell, and so forth) because, as shown in Table 1, sell and strong sell reccommendations are quite rare.
But note that dropped-from-buy and dropped-from-buy-or-strong-buy revisions can entail move-
ment to the sell or strong sell category.

! We use the I/B/E/S Stopped Recommendations file to determine instances in which a brokerage
firm discontinued coverage of a company. This file contains numerous cases in which an analyst
stops coverage of a stock only to issue a new recommendation a month or two later. Conversations
with I/B/E/S representatives indicate that such events likely represent pauses in coverage due to
company quiet periods or analysts’ reassignments within a brokerage house. We define a stopped
coverage event to be a true stoppage only if the analyst does not issue a recommendation on the
stock over the subsequent 6 months.
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initiated or resumed at the level of strong buy.” Defining revisions in this fashion
yields a sample of 94,892 recommendation revisions made over the 1994-2003
period.

5.1.1. Average Response

We compute the abnormal return on an upgraded or downgraded stock over
day ¢ as the return (including dividends) on the stock minus the return on the
Center for Research in Security Prices equal-weighted market portfolio of New
York Stock Exchange (NYSE), American Stock Exchange, and NASDAQ stocks.
The cumulative abnormal return (CAR) on the stock over days #, to ¢, relative
to the revision date (day 0) is measured as the sum of the abnormal returns
over those days. Table 5 shows mean and median CARs for three windows: days
—1to 0, —1 to 1, and —5 to 5. The t-statistics for the difference of the mean
abnormal returns from zero are computed as in Brown and Warner (1985) and
are shown in parentheses. The p-values for the Wilcoxon test are reported in
parentheses with the medians.

It is clear from Table 5 that recommendation revisions have large effects on
stock prices. For example, when a stock is added to the strong-buy list, it ex-
periences a mean abnormal return of about 2 percent over the 2-day revision
period. Downgrades have even larger effects on stock prices than do upgrades.
Strikingly, the 2-day mean abnormal return around the dropped-from-strong-
buy list is —4 percent. Median values are consistently smaller in magnitude than
are means, and this finding indicates that some revisions lead to price reactions
of a very large magnitude. Mean and median 2-day abnormal returns are sta-
tistically different from zero for all four groups of forecast revisions. The mag-
nitudes of abnormal returns are somewhat larger over the 3-day and 11-day
windows than over the 2-day window. Overall, these returns are consistent with
those found by prior research that examines the average stock price impact of
recommendation revisions (for example, Womack 1996; Jegadeesh et al. 2004).

5.1.2. Cross-Sectional Analysis

Table 6 contains cross-sectional regressions of stock price reactions to rec-
ommendation revisions over days —1 to 1. The main explanatory variables of
interest in these regressions are our revenue-based measures of the magnitudes
of IB and brokerage conflicts. We include controls for the size of an analyst’s
employer, the size of the company followed, and measures of an analyst’s rep-
utation, experience, and workload.”> We estimate a separate regression for each

> Note that the definitions of our four recommendation revision groups imply that stocks can be
added to a group more than once on a given day. Nonetheless, excluding days on which a stock
experiences multiple revisions does not change any of our qualitative results.

» Prior research finds that analysts who have more experience, carry lower workloads, or are
employed by larger firms tend to generate more precise research (see, for example, Clement 1999;
Jacob, Lys, and Neale 1999; Mikhail, Walther, and Willis 1997). In addition, more reputed analysts
tend to generate timelier and more accurate research (see, for example, Stickel 1992; Hong and
Kubik 2003). We expect such analysts to be more influential with investors.
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of the four groups of recommendation revisions. The t-statistics based on a
robust variance estimator are reported in parentheses.

The coefficient on IB revenue percentage is statistically significantly negative
for both upgrades and downgrades. The coefficient on brokerage commission
revenue percentage is also negative in all four regressions; it is statistically sig-
nificant in all cases, except for the dropped-from-strong-buy revisions.** Col-
lectively, these results favor the rational discounting hypothesis over the naive
investor hypothesis. The magnitudes of these effects are nontrivial. For instance,
a 1-standard-deviation increase in IB revenue percentage leads to a change of
about —.31 (—.42) percentage points in the 3-day abnormal return around the
move to (from) a strong buy recommendation. Similarly, a 1-standard-deviation
increase in brokerage commission revenue percentage leads to a change of about
—.37 (—.22) percentage points in the corresponding abnormal return around
the move to (from) a buy or strong buy recommendation.”

The results for control variables are also noteworthy. The dummy variable for
a large analyst employer is positively (negatively) related to the market reaction
to upgrades (downgrades). This finding is consistent with the idea that revisions
by analysts employed at larger brokerage houses (which tend to be more rep-
utable) have more credibility with investors. The size of the company followed
is negatively (positively) related to the market reaction to upgrades (downgrades),
which is consistent with the notion that, for larger companies, an analyst’s
recommendation competes with more alternative sources of information and
advice.

Revisions by II All-America Research Team analysts are positively (negatively)
related to the stock price reaction to upgrades (downgrades), which suggests that
they wield more influence with investors. This is a notable finding; we are
unaware of previous work documenting a relation between an analyst’s repu-
tation and the stock price reaction to both upgrades and downgrades. As the
coefficient on the WSJ All-Star Analyst dummy indicates, however, being des-
ignated as a WSJ All-Star Analyst does not seem to enhance the credibility of
an analyst’s recommendations.” The absence of an effect here is somewhat

*These and all subsequent regression results in this article are qualitatively similar when we
winsorize the dependent variable at the first and ninety-ninth percentiles of its distribution.

* For each group of revisions (such as added to strong buy), we also estimate the regression after
excluding similar revision events that a stock experiences within 3 days of a given revision event.
These results are qualitatively similar to those reported in Tables 6 and 8. We also examine the
possibility that investors perceived the conflicts to be more severe, and hence discounted them more,
in securities firms that were charged by regulators (that is, the 10 firms that were part of the global
analyst settlement) than in other firms. We do this by interacting both investment banking (IB)
revenue percentage and brokerage commission revenue percentage variables in the regression with
binary (0, 1) dummy variables for securities firms that are part of the global analyst settlement and
firms that are not. We find no significant differences between the two groups of firms in their
coefficients on IB revenue percentage and commission revenue percentage.

*® Although IT All-America Research Team and WSJ All-Star Analyst dummies both measure aspects
of an analyst’s reputation, they are not highly correlated. The correlation coefficient is .14 across all
upgrades and .13 across all downgrades.
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surprising given that the WSJ has a much broader readership base than that of
II. One explanation is that II analyst rankings are based on an opinion poll of
money managers, who control substantial assets and therefore directly affect
stock prices, while WSJ rankings are based on strictly quantitative measures of
analysts’ past stock-picking or forecasting performance.

The market reaction to upgrades is positively related to an analyst’s company-
specific research experience. This finding suggests that more experienced analysts
tend to be more influential with investors. But the reaction to downgrades is
also positively related to analysts’” experience. Finally, the stock price reaction to
upgrades is negatively related to analysts’ workload. This finding suggests that
busier analysts’ opinions tend to get discounted by the market. All of these
relations are statistically significant.

5.2. Response of Trading Volume

In this section, we measure analysts’ credibility via changes in the volume of
trade around recommendation revisions.”” Revisions of analysts’ recommenda-
tions can affect trading volumes by inducing investors to rebalance their port-
folios to reflect updated beliefs.

5.2.1. Average Response

We compute the abnormal volume for a trading day ¢ as the mean-adjusted
share turnover for stock i:**

€ = Vi Vi @

where v, is the trading volume of stock i over day ¢ divided by common shares
outstanding on day t and v, is the mean of v, over days —35 to —6.

The cumulative abnormal volume (CAV) for stock i over days ¢, to ¢, is
measured in the following way:

CAVt,t, = De, ?)
t=t

Table 7 shows mean and median CAV values over three windows surrounding
revisions in analyst stock recommendations. Over the 2-day revision period, the
mean abnormal volume is positive for both upgrades and downgrades, but its
magnitude is substantially larger for downgrades. The move to (from) the strong-
buy list increases a stock’s trading volume by a mean of about .9 percent (2.6
percent) of the outstanding shares, compared to a normal day’s volume. For
longer windows, the mean abnormal volumes are substantially higher for down-

* Many prior studies have used trading volume to examine investors’ response to informational
events (see, for example, Shleifer 1986; Jain 1988; Jarrell and Poulsen 1989; Meulbroek 1992; Sanders
and Zdanowicz 1992).

* This approach has been used in a number of prior studies (for example, Shleifer 1986; Vijh
1994; Michaely and Vila 1996).
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Analyst Conflicts 523

grades. The median values are lower than the mean values. Each mean and
median abnormal volume is statistically greater than zero, with a p-value below
.01. Clearly, revisions of stock recommendations by analysts generate trading.

5.2.2. Cross-Sectional Analysis

Table 8 presents cross-sectional regressions explaining CAVs over days —1 to
1 surrounding the recommendation revisions. The explanatory variables in the
regressions are the same as in regressions of CARs in Section 5.1.2. The results
provide strong support for the rational discounting hypothesis. The coefficients
on both the IB revenue percentage and commission revenue percentage variables
are generally statistically significant and negative (positive) for both groups of
upgrades (downgrades). The magnitudes of these effects are nontrivial. For ex-
ample, a 1-standard-deviation increase in IB revenue percentage leads to a change
in the 3-day abnormal volume around the addition (omission) of a stock to
(from) the strong-buy list of about —.12 percent (.36 percent) of the outstanding
shares; a corresponding change in the commission revenue percentage results in
a change in the abnormal volume of about —.15 percent (.22 percent).

Recommendation revisions by larger brokerage houses generate more trading.
The abnormal volume is also larger for revisions involving smaller companies.
Revisions by II All-America Research Team members generate statistically sig-
nificantly more abnormal volume for the dropped from buy or strong-buy group.
Upgrades (downgrades) by more experienced analysts result in larger (smaller)
abnormal volumes, and upgrades by busier analysts are less credible.

6. Conflicts and the Performance of Recommendation Revisions

We next consider the investment performance of analysts’ recommendation
revisions over periods of up to 12 months. Here, the choice of the benchmark
used to compute abnormal returns is somewhat more important than it is in
Section 5.1, where we measure abnormal returns over a few days around the
revision. But the results here are likely to be less sensitive to the benchmark
employed than are those in studies of long-run stock performance, where the
time period of interest can be as long as 5-10 years (see, for example, Agrawal,
Jaffe, and Mandelker 1992; Agrawal and Jaffe 2003).

6.1. Average Performance

We use an approach similar to Barber, Lehavy, and Trueman (2007). To eval-
uate the performance of stocks over a given window, say, months 1-12 following
the month of their inclusion (month 0) in a given group of revisions such as
the added-to-strong-buy list, we form a portfolio p that initially invests $1 in
each recommendation. Each recommended stock remains in the portfolio until
month 12 or the month that the stock is either downgraded or dropped from
coverage by the securities firm, whichever is earlier. If multiple securities firms
recommend a stock in a given month, the stock appears multiple times in the
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portfolio that month, once for each securities firm with a strong buy recom-
mendation. The portfolio return for calendar month ¢ is given by

ny n,
Rpt = 2 X, X R, 2 Xin 3
i=1 i=1

where R, is the month ¢ return on recommendation i, x, is one plus the com-
pound return on the recommendation from month 1 to month ¢ — 1 (that is,
x, equals one for a stock that was recommended in month ¢), and #, is the
number of recommendations in the portfolio. This calculation yields a time
series of monthly returns for portfolio p.

We compute the abnormal performance of portfolio p as the estimate of the
intercept term «, from the Fama and French (1993) three-factor model. Ac-
cordingly, we estimate the following time-series regression for portfolio p:

R,—R,=oa,+B,R, — R+ B,,SMB,+ 3, HML, + ¢,

pt

t

January 1994 to December 2003, 4)

where R; is the risk-free rate, R, is the return on the value-weighted market
index, SMB equals the monthly return on a portfolio of small firms minus the
return on a portfolio of big firms, and HML is the monthly return on a portfolio
of firms with high book-to-market ratio minus the return on a portfolio of firms
with low book-to-market ratio. The error term in the regression is denoted €.
The time series of monthly returns on R,, — R, SMB, and HML are obtained
from Kenneth French’s Web site.”” We repeat this procedure for each time window
of interest, such as months 1-3, and for each group of revisions, such as the
dropped-from-strong-buy list.

Table 9 shows the performance of analysts’ recommendation revisions. Over
the period of 3 months following the month of recommendation revision, the
average abnormal returns for upgrades are positive, and the returns for down-
grades are negative. The magnitudes of these returns are nontrivial. For example,
the addition of a stock to the strong-buy list has an abnormal monthly return
of about .875 percent, or about 2.62 percent over the 3-month period. The
pattern is generally similar over longer windows. For example, over months
1-12, the abnormal monthly return for the added-to-strong-buy list is .679
percent, or about 8.15 percent over the 12-month period. The abnormal returns
are significantly different from zero for upgrades in all cases; they are statistically
insignificant for downgrades in all cases except one.

* Kenneth R. French, Fama/French Factors (file F-F_Research_Data_Factors.zip at http://mba
.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html).
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Table 9
Medium-Term Investment Performance of Recommendation Revisions
Months 1-3 Months 1-6 Months 1-12
Abnormal Abnormal Abnormal
Monthly Monthly Monthly
Return Return Return
Portfolio (%) t-Statistic (%) t-Statistic (%) t-Statistic
Added to strong buy .875 6.12%* .758 6.12%* .679 5.70%*
Added to buy or strong buy .586 4.49* 511 4.82%* .503 5.38**
Dropped from buy or strong buy —.361 —1.60 —.260 —1.28 —.072 —.44
Dropped from strong buy —.367 —1.58 —.395  —2.00* —.231 -—1.49

Note. Abnormal returns are reported for three event windows relative to the month of revision (month
0) and are computed using an approach similar to that in Barber, Lehavy, and Trueman (2007). The
abnormal return is the estimated intercept from a time-series regression of 114 monthly portfolio returns
using the Fama and French (1993) three-factor model.

* Statistically significant at the 5% level in two-tailed tests.

** Statistically significant at the 1% level in two-tailed tests.

6.2. Cross-Sectional Analysis

Table 10 shows the results of a regression similar to that in Section 5.1.2,
except that the dependent variable here is the average monthly abnormal return
for a firm over months 1-12 following the month of a recommendation revision.
We compute this abnormal return by estimating a time-series regression similar
to that in equation (4) over months 1-12 for each stock in a sample of rec-
ommendation revisions. The intercept from this regression is our estimate of
the performance of the recommendation revision. Observations involving rec-
ommendation revisions on a stock that occur within 12 months of an earlier
revision are omitted from each regression.”

In each regression result reported in Table 10, the coefficients of IB revenue
percentage and commission revenue percentage are not statistically significantly
different from zero. These results favor the rational discounting hypothesis, at
least for the marginal investor. The performance of both groups of recommen-
dation upgrades is negatively related to company size; the performance of one
group of downgrades is positively related to the dummy variable for WSJ All-
Star Analysts. None of the other variables is statistically significant.

7. Bubble versus Postbubble Periods

We next exploit the fact that our sample spans both the late-1990s U.S. stock
bubble and a postbubble period. During the bubble period, initial public offer-
ings, merger activities, and stock prices were near record highs, and media
attention was focused on analysts’ pronouncements. We therefore examine
whether analysts’ behavior and investors’ responses to analysts’ recommendations
differed during the bubble and postbubble periods. Given the euphoria on Wall

* The results are qualitatively similar when we include these observations.
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Table 11

Ordered Probit Regression of Recommendation Levels Net of the Consensus
for Bubble versus Postbubble Periods

Bubble Postbubble p-Value
Investment banking revenue (%) .5103* .3089% <.001
Brokerage revenue (%) —.1868* .2286% <.001

Note. The explanatory variables are as in Table 3, except that (a) the investment banking revenue and

brokerage commission revenue percentage variables are interacted with dummy variables for the bubble

or postbubble period and () calendar-quarter dummies are replaced with a postregulation indicator (which

is equal to one for quarters after May 2002). Shown are the coefficient estimates of investment banking

and brokerage revenue percentage variables for the bubble and postbubble periods and the p-value for the

difference in the coefficient estimate between the two periods. All test statistics use robust variance estimators.
* Statistically significant at the 1% level in two-tailed tests.

Street and among investors during the bubble, analysts appear to have been
under acute pressure to generate IB fees and brokerage commissions. As for the
response of investors, the rational discounting hypothesis predicts greater dis-
counting of analysts’ opinions during this period in response to heightened
conflicts, while the naive investor hypothesis predicts less discounting.

We estimate regressions similar to those for relative recommendation levels
(Table 3), those for announcement abnormal returns (Table 6), those for an-
nouncement abnormal volumes (Table 8), and those for 12-month investment
performance of recommendation revisions (Table 10), except that we now in-
teract IB revenue percentage and commission revenue percentage with dummy
variables for the bubble (January 1996-March 2000) and postbubble (April
2000-December 2003) periods. Accordingly, we restrict the sample period for
these regressions to January 1996—December 2003. For regressions corresponding
to those with results shown in Table 3, we also replace the calendar-quarter
dummies with a postregulation indicator (equal to one for quarters ending after
May 2002). In May 2002, both the NYSE and the National Association of Se-
curities Dealers considerably tightened the regulations on the production and
dissemination of sell-side analyst research.” The findings of Barber et al. (2006)
and Kadan et al. (forthcoming) suggest that these regulations exerted a downward
pressure on recommendation levels. The regression results are presented in Tables
11 and 12. To save space, we report only the coefficient estimates for IB revenue
percentage and commission revenue percentage.

The results in Table 11 show that analysts appear to have inflated their rec-
ommendations in response to IB conflicts during both the bubble and postbubble
periods. But the magnitude of this effect is substantially greater during the bubble
period than during the postbubble period. This difference is statistically signif-
icant. The magnitude of the effect is smaller for brokerage conflicts than for IB
conflicts during both periods. In fact, the effect for brokerage conflicts is negative

3 See NYSE Amended Rule 472, “Communications with the Public,” and National Association of
Securities Dealers Rule 2711, “Research Analysts and Research Reports.”
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during the bubble; it is positive and statistically significantly higher during the
postbubble period.

Table 12 shows that, in regressions of 3-day abnormal returns, the coefficients
of both IB revenue percentage and commission revenue percentage are negative
and statistically significant during the bubble period for both groups of upgrades.
For the added-to-strong-buy group, the coefficient of IB revenue percentage is
significantly lower during the bubble period than during the postbubble period.
For downgrades, the coefficients of both variables are generally negative in both
periods, and they are statistically significantly lower during the postbubble period.

In regressions of 3-day abnormal volumes, the coefficients of IB revenue
percentage and commission revenue percentage are negative for upgrades and
positive for downgrades in all cases, both during and after the bubble. These
coefficients are not statistically significantly different between the bubble and
postbubble periods for both groups of upgrades and one group of downgrades.
For the dropped-from-strong-buy group, the coefficient of IB revenue percentage
is statistically significantly larger during the bubble period than during the post-
bubble period, but the coefficient of the commission revenue percentage is sta-
tistically significantly smaller. In regressions of 12-month postrecommendation
stock performance, the coefficients of both variables are statistically insignificant
both during and after the bubble period in nearly all cases, and this finding is
consistent with the results shown in Table 10 for the full sample period.

Overall, analysts appear to respond to IB conflicts both during and after the
bubble, but the magnitude of their response declines during the postbubble
period. Perversely, while analysts do not seem to respond to brokerage conflicts
during the bubble, they appear to do so after the bubble. Perhaps the intense
regulatory and media focus on IB conflicts has led analysts to look for alternative
avenues. Did investors discount conflicted analysts’ opinions more during the
bubble than in the postbubble period? The answer to this question is unclear.
However, our evidence does not support the notion that investors threw caution
to the wind during the bubble.

8. Summary and Conclusions

Following the collapse of the late-1990s U.S. stock market bubble, there has
been a widespread hue and cry from investors and regulators over the conflicts
of interest faced by Wall Street stock analysts. The discovery of e-mail messages,
in which analysts were privately disparaging stocks that they were touting pub-
licly, led to the landmark $1.4 billion settlement between a number of leading
Wall Street firms and securities regulators in April 2003. The settlement requires
the firms to disclose IB conflicts in analyst reports and imposes a variety of
restrictions designed to strengthen the firewalls that separate research from IB.
Part of the settlement funds are set aside for investor education and for research
produced by independent firms. The settlement basically presumes that analysts
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respond to the conflicts by inflating their stock recommendations and that in-
vestors take analysts’ recommendations at face value.

Consistent with the view of the media and regulators, we find that optimism
in stock recommendations is positively related to the importance of both IB and
brokerage businesses to an analyst’s employer. This pattern is more pronounced
during the late-1990s stock market bubble with respect to IB conflicts. However,
we provide several pieces of empirical evidence that suggest that investors are
sophisticated enough to adjust for this bias. First, the short-term reactions of
both stock prices and trading volumes to recommendation upgrades vary neg-
atively with the magnitude of potential IB or brokerage conflicts faced by analysts.
For instance, over the 3 days surrounding an upgrade to strong buy, a 1-standard-
deviation increase in the proportion of revenue from IB is associated with a .31
percentage point decrease in abnormal returns and a .12 percentage point de-
crease in abnormal volume. These results suggest that investors ascribe lower
credibility to an analyst’s upgrade when the analyst is subject to greater pressures
to issue an optimistic view. For downgrades, conflict severity varies negatively
with the short-term stock price reaction and positively with the short-term
trading volume impact. This pattern is consistent with the idea that investors
perceive an analyst to be more credible if he or she is willing to voice an
unfavorable opinion on a stock despite greater pressures to be optimistic.

Second, we find no evidence that the 1-year investment performance of rec-
ommendation revisions is related to the magnitude of analysts’ conflicts, either
for upgrades or for downgrades. This finding suggests that, on average, investors
properly discount an analyst’s opinions for potential conflicts at the time the
opinion is issued. Finally, investors discounted conflicted analysts’ opinions dur-
ing the late-1990s stock bubble, even in the face of the prevailing market eu-
phoria. This evidence does not support the popular view that recommendations
of sell-side analysts led investors to throw caution to the wind during the bubble
period.

Overall, our empirical findings suggest that while analysts do respond to IB
and brokerage conflicts by inflating their stock recommendations, the market
discounts these recommendations after taking analysts’ conflicts into account.
These findings are reminiscent of the story of the nail soup told by Brealey and
Myers (1991), except that here analysts (rather than accountants) are the ones
who put the nail in the soup and investors (rather than analysts) are the ones
to take it out. Our finding that the market is not fooled by biases stemming
from conflicts of interest echoes similar findings in the literature on conflicts of
interest in universal banking (for example, Kroszner and Rajan 1994, 1997;
Gompers and Lerner 1999) and on bias in the financial media (for example,
Bhattacharya et al., forthcoming; Reuter and Zitzewitz 2006). Finally, while we
cannot rule out the possibility that some investors may have been naive, our
findings do not support the notion that the marginal investor was systematically
misled over the last decade by analysts’ recommendations.
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Appendix

This Appendix describes the characteristics of disclosing and nondisclosing
private securities firms, sheds some light on their decisions to publicly disclose
their income statements, and examines whether the resulting selection bias affects
our main results in Table 3. Table Al provides summary statistics of recom-
mendation levels and characteristics of disclosing and nondisclosing private se-
curities firms. Compared with nondisclosing firms, disclosing firms tend to be
smaller and more liquid and issue somewhat more optimistic stock recommen-
dations. The mean recommendation level is slightly higher for disclosing firms
than for nondisclosing firms. The median disclosing firm is smaller and holds
more liquid assets than the median nondisclosing firm. All these differences are
statistically significant. The two groups of firms have similar financial leverage
ratios and 2-year growth rates in total assets.

We next examine cross-sectional determinants of a private securities firm’s
decision to disclose its income statement. In an excellent review of the corporate
disclosure literature, Healy and Palepu (2001) point out that a firm is more
willing to voluntarily disclose financial information when it needs to raise external
financing and when it is less concerned that the disclosure would damage its
competitive position in product markets. Ceteris paribus, firms with greater
growth opportunities, higher financial leverage, and less liquid resources are
more likely to need external financing. They are more likely to be open with
potential investors by disclosing financial information, including their income
statements. Similarly, smaller firms are likely to have greater need for external
financing as they try to grow. In addition, given the intense competition in the
securities business, smaller private firms are also likely to be more willing to
disclose their profits and profitability because they have less business at stake.
For both reasons, smaller firms are likely to be more willing to disclose financial
information. We control for firm size by the natural logarithm of one plus total
assets in millions of dollars, for growth opportunities by the 2-year growth rate
of total assets, for financial leverage by the ratio of long-term debt to total assets,
and for liquidity by the ratio of cash and equivalents to total assets. We estimate
a probit regression of DISCLOSER, which equals one for a disclosing firm and
is zero otherwise.

In accordance with the predictions of corporate disclosure theory, the coef-
ficients on firm size and liquidity are negative, and the coefficient on growth is
positive. Contrary to the prediction, however, the coefficient on leverage is neg-
ative. All of these coefficients are highly statistically significant. The pseudo-R’*-
value of this model is .08. To save space, these results are not shown in a table.

Finally, we examine whether the selection bias caused by a private securities
firm’s disclosure choice (and, consequently, the availability of data on IB revenue
percentage and commission revenue percentage) affects our main results in Table
3. While there is no Heckman selectivity correction for the ordered probit model,
there is one for the regular probit model. So we define a binary variable to
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measure an optimistic recommendation that equals one if an analyst’s recom-
mendation level on a stock exceeds the consensus level and equals zero otherwise.
We then replace the dependent variable in the regression in Section 4 with this
optimistic recommendation dummy. Using the subsample of private securities
firms, we estimate the resulting equation in two ways: (a) with a regular probit
model and (b) with a Heckman selectivity-corrected probit model, where we use
the equation described in the second paragraph of this Appendix as the selection
equation. When we use approach b, the coefficient of the selection term (that
is, the inverse Mills ratio) is statistically significant in the second-stage probit
regression. What is more important for our purposes is that the sign, magnitude,
and statistical significance of our main explanatory variables, the IB revenue
percentage and the commission revenue percentage, are similar in the regular
probit and the Heckman-corrected probit regressions. These results do not sup-
port the idea that our main findings are driven by the selection bias caused by
a private securities firm’s decision to disclose its revenue breakdown. To save
space, these results are not shown in a table.
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Investor growth
expectations: Analysts
vS. history

Anglysts” growth forecasts dominate past trends in predicting

stock prices.

James H. Vander Weide and Willard T. Carleton

or the purposes of implementing the Dis-
counted Cash Flow (DCF) cost of equity model, the
analyst must know which growth estimate is embod-
ied in the firm’s stock price. A study by Cragg and
Malkiel (1982) suggests that the stock valuation pro-
cess embodies analysts’ forecasts rather than histor-
ically based growth figures such as the ten-year
historical growth in dividends per share or the five-
year growth in book value per share. The Cragg and
Malkiel study is based on data for the 1960s, however,
a decade that was considerably more stable than the
recent past.

As the issue of which growth rate to use in
implementing the DCF model is so important to ap-
plications of the model, we decided to investigate
whether the Cragpg and Malkiel conclusions continue
to hold in more recent periods. This paper describes
the results of our study.

STATISTICAL MODEL

The DCF model suggests that the firm’s stock
price is equal to the present value of the stream of
dividends that investors expect to receive from own-
ing the firm's shares. Under the assumption that
investors expect dividends to grow at a constant rate,
g, in perpetuity, the stock price is given by the fol-
lowing simple expression:

D +g

P, = k=g (1

where:
P,

D = current annual dividend per share;

il

current price per share of the firm’s stock;

g = expected constant dividend growth rate; and
k = required return on the firm's stock.

Dividing both sides of Equation (1) by the
firm’s current earnings, E, we obtain:

E-F kK-g 2)

Thus, the firm’s price/earnings (P/E) ratio is a non-
linear function of the firm's dividend payout ratio (DY
E), the expected growth in dividends (g), and the
required rate of return.

To investigate what growth expectation is em-
bodied in the firm's current stock price, it is moge
convenient to work with a linear approximation to
Equation (2). Thus, we will assume that:

P/E = a(D/E) + ag + ak. (3

(Cragg and Malkiel found this assumption to be
reasonable throughout their investigation.)
Furthermore, we will assume that the required
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rate of return, k, in Equation (3} depends on the
values of the risk variables B, Cov, Rsq, and Sa, where
B is the firm’'s Value Line beta; Cov is the firm’s pretax
interest coverage ratio; Rsq is a measure of the stability
of the firm’s five-year historical EPS; and Sa is the
standard deviation of the consensus analysts’ five-
year EPS growth forecast for the firm. Finally, as the
linear form of the P/E equation is only an approxi-
mation to the true P/E equation, and B, Cov, Rsq, and
Sa are only proxies for k, we will add an error term,
e, that represents the degree of approximation to the
true relationship.

With these assumptions, the final form of our
F/E equation is as follows:

E = afD/E) + a,g + a,B +
a,Cov + a,Rsq + a,5a + e 4)

The purpose of our study is to use more recent
data to determine which of the popular approaches
for estimating future growth in the Discounted Cash
Flow model is embodied in the market price of the
firm’s shares.

We estimated Equation (4) to determine which
estimate of future growth, g, when combined with
the payout ratio, D/E, and risk variables B, Cov, Rsq,
and Sa, provides the best predictor of the firm’'s P/E
ratio. To paraphrase Cragg and Malkiel, we would
expect that growth estimates found in the best-fitting
equation more closely approximate the expectation
used by investors than those found in poorer-fitting
equations.

DESCRIPTION OF DATA

Our data sets include both historically based
measures of future growth and the consensus ana-
lysts’ forecasts of five-year earnings growth supplied
by the Institutional Brokers Estimate System of
Lynch, Jones & Ryan (IBES). The data also include
the firm's dividend payout ratio and various measures
of the firm’s risk. We include the latter items in the
regression, along with earnings growth, to account
for other variables that may affect the firm's stock
price.

The data include:

Earnings Per Share. Because our goal is to determine
which earnings variable is embodied in the firm’s mar-
ket price, we need to define this variable with care.
Financial analysts who study a firm’s financial results
in detail generally prefer to “normalize” the firm's
reported earnings for the effect of extraordinary
items, such as write-offs of discontinued operations,
or mergers and acquisitions. They also attempt, to the
extent possible, to state earnings for different firms
using a common set of accounting conventions.
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We have defined “earnings” as the consensus
analyst estimate (as reported by IBES) of the firm's
earnings for the forthcoming year.! This definition
approximates the normalized earnings that investors
most likely have in mind when they make stock pur-
chase and sell decisions. It implicitly incorporates the
analysts’ adjustments for differences in accounting
treatment among firms and the effects of the business
cycle on each firm’s resuits of operations. Although
we thought at first that this earnings estimate might
be highly correlated with the analysts’ five-year earn-
ings growth forecasts, that was not the case. Thus,
we avolded a potential spurious correlation problem.
Price/Earnings Ratio. Corresponding to our definition
of “earnings,” the price/earnings ratio (P/E) is calcu-
lated as the closing stock price for the year divided
by the consensus analyst earnings forecast for the
forthcoming fiscal year.

Pividends. Dividends per share represent the com-
mon dividends declared per share during the calendar
year, after adjustment for all stock splits and stock
dividends). The firm’s dividend payout ratio is then
defined as common dividends per share divided by
the consensus analyst estimate of the earnings per
share for the forthcoming calendar year (D/E). Al-
though this definition has the deficiency that it is
obviously biased downward — it divides this year’s
dividend by next year’s earnings — it has the advan-
tage that it implicitly uses a “‘normalized” figure for
earnings. We believe that this advantage outweighs
the deficiency, especially when one considers the
flaws of the apparent alternatives. Furthermore, we
have verified that the results are insensitive to reason-
able alternative definitions (see footnote 1).

Growth. In comparing historically based and consen-
sus analysts’ forecasts, we calculated forty-one dif-
ferent historical growth measures. These included the
following: 1) the past growth rate in EPS as deter-
mined by a log-linear least squares regression for the
latest year,2 two years, three years, ..., and ten
years; 2} the past growth rate in DPS for the latest
year, two years, three years, . . ., and ten years; 3)
the past growth rate in book value per share (com-
puted as the ratio of common equity to the outstand-
ing common equity shares) for the jatest year, two
years, three years, . .., and ten years; 4) the past
growth rate in cash flow per share (computed as the
ratio of pretax income, depreciation, and deferred
taxes to the outstanding common equity shares) for
the latest year, two vears, three years, . . ., and ten
years; and 5) plowback growth (computed as the
firm’s retention ratio for the current year times the
firm’s latest annual return on common equity).

We also used the five-year forecast of earnings
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per share growth compiled by IBES and reported in
mid-January of each vear. This number represents the
consensus (i.e., mean) forecast produced by analysts
from the research departments of leading Wall Street
and regional brokerage firms over the preceding three
months. IBES selects the contributing brokers “be-
cause of the superior quality of their research, profes-
sional reputation, and client demand’’ (IBES Monthly

Summary Book).

Risk Variables. Although many risk factors could po-

tentially affect the firm’s stock price, most of these

factors are highly correlated with one another. As
shown above in Equation (4), we decided to restrict
our attention to four risk measures that have intuitive
appeal and are followed by many financial analysts:

1) B, the firm’s beta as published by Value Line; 2)

Cov, the firm’s pretax interest coverage ratio (ob-

tained from Standard & Poor's Compustat); 3) Rsq,

the stability of the firm’s five-year historical EPS (mea-
sured by the R® from a log-linear least squares regres-
sion); and 4) Sa, the standard deviation of the
consensus analysts’ five-year EPS growth forecast

(mean forecast) as computed by IBES.

After careful analysis of the data used in our
study, we felt that we could obtain more meaningful
results by imposing six restrictions on the companies
included in our study:

1. Because of the need to calculate ten-year historical
growth rates, and because we studied three dif-
ferent time periods, 1981, 1982, and 1983, our
study requires data for the thirteen-year period
1971-1983. We included only companies with at
least a thirteen-year operating history in our study.

2. As our historical growth rate calculations were
based on log-linear regressions, and the logarithm
of a negative number is not defined, we excluded
all companies that experienced negative EPS dur-
ing any of the years 1971-1983.

3. For similar reasons, we also eliminated companies
that did not pay a dividend during any one of the
years 1971-1983.

4. To insure comparability of time periods covered
by each consensus earnings figure in the P/E ratios,
we eliminated all companies that did not have a
December 31 fiscal year-end.

5. To eliminate distortions caused by highly unusual
evenis that distort current earnings but not ex-
pected future earnings, and thus the firm’s price/
earnings ratio, we eliminated any firm witha price/
earnings ratio greater than 50.

6. As the evaluation of analysts’ forecasts is a major
part of this study, we eliminated all firms that IBES
did not follow.

Our final sample consisted of approximately
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sixty-five utility firms.’?
RESULTS

To keep the number of calculations in our study
to a reasonable level, we performed the study in two
stages. In Stage 1, all forty-one historically oriented
approaches for estimating future growth were cor-
related with each firm’s P/E ratio. In Stage 2, the his-
torical growth rate with the highest correlation to the
P/E ratio was compared to the consensus analyst
growth rate in the multiple regression model de-
scribed by Equation (4) above. We performed our
regressions for each of three recent time periods, be-
cause we felt the results of our study might vary over
time.

Fitst-Stage Correlation Study

Table 1 gives the results of our first-stage cor-
relation study for each group of companies in each of
the years 1981, 1982, and 1983. The values in this table
measure the correlation between the historically ori-
ented growth rates for the various time periods and
the firm's end-of-year P/E ratio.

The four variables for which historical growth
rates were calculated are shown in the left-hand col-
umn: EPS indicates historical earnings per share
growth, DPS indicates historical dividend per share
growth, BVPS indicates historical book value per
share growth, and CFPS indicates historical cash flow
per share growth. The term “plowback’ refers to the
product of the firm’s retention ratio in the currennt
year and its return on book equity for that year. In
all, we calculated forty-one historically oriented
growth rates for each group of firms in each study
period.

The goal of the first-stage correlation analysis was
to determine which historically oriented growth rate
is most highly correlated with each group’s year-end
P/E ratio. Fight-year growth in CFPS has the highest
correlation with P/E in 1981 and 1982, and ten-year
growth in CFPS has the highest correlation with year-
end P/E in 1983. In all cases, the plowback estimate
of future growth performed poorly, indicating that —
contrary to generally held views — plowback is not
a factor in investor expectations of future growth.

Second-Stage Regression Study

In the second stage of our regression study,
we ran the regression in Equation (4} using two dif-
ferent measures of future growth, g: 1) the best his-
torically oriented growth rate (g;) from the first-stage
correlation study, and 2) the consensus analysts’ fore-
cast (g,) of five-year EPS growth. The regression re-
sults, which are shown in Table 2, support at least
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two general conclusions regarding the pricing of eq-
uity securities.

First, we found overwhelming evidence that
the consensus analysts’ forecast of future growth is
superior to historically oriented growth measures in
predicting the firm’s stock price. In every case, the R?
in the regression containing the consensus analysts’
forecast is higher than the R? in the regression con-
taining the historical growth measure. The regression

coefficients in the equation containing the consensus
analysts’ forecast also are considerably more signifi-
cant than they are in the alternative regression. These
results are consistent with those found by Cragg and
Malkiel for data covering the period 1961-1968. QOur
resuits also are consistent with the hypothesis that
investors use analysts’ forecasts, rather than histori-
cally oriented growth calculations, in making stock
buy-and-sell decisions.

TABLE 2

Regression Results

* Coefficient is significant at the 5% level {using a one-

tailed test) and has the correct sign. T-statistic in parentheses.

duced with permission of the copyright owner. Further reproduction prohibited without permission.

Modei 1

Part A: Historical

PE = a, + a,D/E + ag, + a;B + a,Cov + a;Rsq + aSa

Year d a EN EN a; as i, R? F Ratio

1981 -6.42* 10.31* 7.67¢ 3.4 0.54* 1.42¢ 57.43 0.83 46.49
(5.50) {14.79 (2.20) (2.86) {2.50) (2.85) (4.07)

1982 —2.90 9.32* 8.49* 2.85 0.45* -0.42 3.63 0.86 65.33
(2.75) (18.52) (4.18) (2.83) (2.60) (0.05} {0.26)

1983 ~5.96* 10.20* 19.78* 4.85 0.44* 0.33 32.49 0.82 45.26
(3.70) (12.20) (4.83) (2.95) {1.89) (0.50) (1.29)

Part B: Anafysis

PIE = a, + a,D/E + g, + a;B + a,Cov + a;Rsq + aSa

Year ™ ER a3 N a, i a, R? F Ratio

1981 - 4.97* 10.62* 54 .83 ~0.61 0.33* 0.63* 4.34 0.91 103.10
(6.23) (21.57) (8.56) {0.68) (2.28) (1.74) (0.37)

1982 -2.16* 9.47* 50.71* -1.07 0.36* -0.31 119.05% 0.90 97.62
(2.59) (22.46) (9.31) (1.14) {2.53) (1.09 (1.60)

1983 —B.47 11.96* 79.05* 2.16 0.56% 0.20 —34.43 0.87 69.81
(7.07) {16.48) (7.84) (1.55) (3.08) {0.38) (1.44)

Notes:

Page 4 of 5
TABLE 1
Correlation Coefficients of Al Historically Based Growth Estimates by Group and by Year with P/E
Historical Growth Rate Period in Years
Current
Year 1 z 3 4 3 & 7 & 9 10
1981
EPS —0.02 0.07 0.03 0.01 0.03 .12 0.8 0.09 0.09 0.09
DPS 0.05 G.18 0.14 0.15 0.14 0.15 0.19 0.23 0.23 0.23
BVPS 0.01 0.11 0.13 0.13 0.16 0.18 0.15 0.15 0.15 0.15
CFPS ~0.05 0.4 0.13 0.22 0.28 0.31 0.30 0.31 -0.57 -0.54
Plowback 0.19
1982
EPS -0.10 -0.13 - 0.06 -0.02 -0.02 -0.01 -0.03 -0.03 0.00 0.00
DPs -0.19 -0.10 0.03 0.05 0.07 0.08 0.09 0.11 0.13 0.13
BVPS 0.07 0,08 0.11 C.11 0.09 0.10 0.11 a.11 0.09 0.09
CFPSs -0.02 -0.08 0.00 0.10 0.16 0.19 0.23 0.25 0.24 .07
Plowback 0.04
1983
EPS —{.06 -0.25 -0.25 -0.24 -0.16 -0.11 -0.05 0.00 0.02 0.02
DPS 0.03 -0.10 -0.03 0.08 0.15 0.21 0.21 0.21 0.22 0.24
BVPS 0.03 0.10 0.04 Q.09 0.15 0.16 0.19 0.21 0.22 0.21 81
CFPS —-{0.08 0. 0.02 0.08 0.20 0.29 0.35 0.38 0.40 0.42
Plowback —0.08
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Second, there is some evidence that investors
tend to view risk in traditional terms. The interest
coverage variable is statistically significant in alt but
one of our samples, and the stability of the operating
income variable is statistically significant in six of the
twelve samples we studied. On the other hand, the
beta is never statistically significant, and the standard
deviation of the analysts’ five-year growth forecasts
is statistically significant in only two of our twelve
samples. This evidence is far from conclusive, how-
ever, because, as we demonstrate later, a significant
degree of cross-correlation among our four risk var-
iables makes any general inference about risk ex-
tremely hazardous.

Possible Misspecification of Risk

The stock valuation theory says nothing about
which risk variables are most important to investors.
Therefore, we need to consider the possibility that the
risk variables of our study are only proxies for the
“true” risk variables used by investors. The inclusion
of proxy variables may increase the variance of the
parameters of most concern, which in this case are
the coefficients of the growth variables.”

To allow for the possibility that the use of risk
proxies has caused us to draw incorrect canclusions
concerning the relative imporiance of analysts’
growth forecasts and historical growth extrapolations,
we have also estimated Equation (4) with the risk
variables excluded. The results of these regressions
are shown in Table 3.

Again, there is overwhelming evidence that the
consensus analysts’ growth forecast is superior to the
historically oriented growth measures in predicting
the firm’s stock price. The R? and t-statistics are higher
in every case.

CONCLUSION

The relationship between growth expectations
and share prices is important in several major areas
of finance. The data base of analysts’ growth forecasts
collected by Lynch, Jones & Ryan provides a unique
opportunity to test the hypothesis that investors rely
more heavily on analysts’ growth forecasts than on
historical growth extrapolations in making security
buy-and-sell decisions. With the help of this data
base, our studies affirm the superiority of analysts’
forecasts over simple historical growth extrapolations
in the stock price formation process. Indirectly, this
finding lends support to the use of valuation models
whose input includes expected growth rates.

We also tried several other definitions of “earnings.” in-
cluding the firm’s mgst recent primary earnings per share
prior to any extraordinary items or discontinued operations.
As our results were insensitive to reasonable alternative
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TABLE 3
Regression Results
Model 11
Part A: Mistorical
P/E = a, + a,lVE + agn
Year &y ER EN R? F Ratio
1981 -1.03 9.59 21.20 0.73 82.95
(1.61) (12.13) (7.05)
1982 0.54 8.92 12,18 0.83 167.97
{1.38) (17.73) (6.95)
1983 -0.75 8.92 12.18 0.77 107.82
(113 (12.38) (7.94)
Part B: Analysis
P/E + a, + alDiE + a8,

Year g a a, R? F Ratia
1981 3.96 10.07 60.53 0.90 274.16
(8.31) (8.31) (20.91) (15.79
1982 ~-1.75 9.19 44.92 0.88 246.36
(4.00) {4.00) (21.35) (11.06)

1983 -4.97 10.95 82.02 0.83 168.28
{6.93) 6.93) (15.93) (11.02)

Nates:

* Coefficient is significant at the 5% level {using a one-tailed test)
and has the correct sign. T-statistic in parentheses.

definitions of “earnings " we report only the results for the
IBES consensus.

For the latest year, we actually employed a point-to-point
growth calculation because there were only two available
observations.

We use the word “approximately,” because the set of avail-
able firms varied each year. In any case, the number varied
only from zero to three firms on either side of the figures
cited here.

See Maddala (1977).
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Self-Test Questions What inputs are required for the DCF method?
What are the ways to estimate the dividend growth rate?
Which of these methods provides the best estimate?

BOND-YIELD-PLUS-RISK-PREMIUM APPROACH

Some analysts use a subjective, ad hoc procedure to estimate a firin’s cost of com-
mon equity: They simply add a judgmental risk premium of 3 to 5 percentage
points to the interest rate on the firm’s own long-term débt. Tt is logical to think
that firms with risky, low-rated, and consequently high-interest-rate debt will also
have risky, high-cost equity, and the procedure of basing the cost of equity on a
readily observable debt cost utilizes this logic. In this approach,

r, = Bond yieid + Bond risk premium

The bonds of NCC have a yield of 11.0 percent. If its bond risk premium is 3.7
percent, its estimated cost of equity is 14.7 percent:

= 11.0% + 3.7% = 14.7%

Because the 3.7 percent risk premium is a judgmental estimate, the estimated
value of r, is also judgmental. Empirical work suggests that the risk premium over
a firm’s own bond yield has generally ranged from 3 to 5 percentage points, with
recent values close to 3 percent. With such a large range, this method is not likely
to produce a precise cost of equity. However, it can get us “into the right ballpark.”

Self-Test Question What is the reasoning behind the bond-yield-plus-risk-premium approach?

COMPARISON OF THE CAPM, DCF, AND
BOND-YIELD-PLUS-RISK-PREMIUM METHODS

‘We have discussed three methods for estimating the required return on common
stock. For NCC, the CAPM estimate is 14.6 percent, the DCF constant growth

. estimate is 14.5 percent, and the bond-yield-plus-tisk-premium is 14.7 percent.
The overall average of these three methods is (14.6% + 14.5% + 14.7%)13 =
14.6%. These results are unusually consistent, so it would make little difference
which one we used. However, if the methods produced widely varied estimates,
then a financial analyst would have to use his or her judgment as to the relative
merits of each estimate and then choose the estimate that seemed most reasonable
under the circumstances.

Recent surveys found that the CAPM approach is by far the most widely used
method. Although most firms use more than one method, almost 74 percent of
respondents in one survey, and 85 percent in the other, used the CAPM.'? This is
in sharp contrast to a 1982 survey, which found that only 30 percent of respon-

1S John R, Graham and Campbell Harvey, “The Theory and Practice of Corporate Finance: Evidence from the Field,"
Journal of Financial Economics, Vol. 60, nos. 2-3 (20071), pp. 187243, and the paper cited In Footnote 6. Interestingly, a
growing number of firms (about 34 percent) also are using CAPM-type models with more than one factor. OF these firms,
over 40 percent include factors for Interest-rate risk, foreign exchange risk, and business cycle risk (proxied by gross
domestic product). More than 20 percent of these firms include a factor for inflation, size, and exposure to particular

commodity prices. Less than 20 percent of these firms make adjustments due to distress factors, book-to-market
ratios, or momentum factors.

332 e Part2 Corporate Valuation
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dents used the CAPM.'3 Approximately 16 percent now use the DCF approach,
down from 31 percent in 1982. The bond-yield-plus-risk-premium is used prima-
rily by companies that are not publicly traded.

People experienced in estimating the cost of equity recognize that both careful
analysis and sound judgment are required. It would be nice to pretend that judg-
ment is unnecessary and to specify an easy, precise way of determining the exact
cost of equity capital. Unfortunately, this is not possible—finance is in large parta
matter of judgment, and we simply must face that fact.

Which approach for estimating the required return on common stock is used most often by
businesses today?

. COMPOSITE, OR WEIGHTED AVERAGE,

“COST OF CAPITAL, WACC

As we sce in Chapter 15, each firm has an optimal capital structure, defined as
that mix of debt, preferred, and common equity that causes its stock price to be
maximized. Therefore, a value-maximizing firm will establish a target (optimal)
capital structure and then raise new capital in a manner that will keep the actual
capital structure on target over time, In this chapter, we assume that the firm has
identified its optimal capital structure, that it uses this optimum as the target, and
that it finances so as to remain constantly on target. How the target is established
is examined in Chapter 15.

The target propottions of debt, preferred stock, and common equity, along
with the component costs of capital, are used to calculate the firm’s WACC. To
illustrate, suppose NCC has a target capital structure calling for 30 percent debt,
10 percent preferred stock, and 60 percent common equity. Its before-tax cost of
debt, 1y, is 11 percent; its after-tax cost of debt is ry(1 — T) = 11%(0.6) = 6.6%;
its cost of preferred stock, 1, is 10.3 percent; its cost of common equity, &, is
14.6 percent; its margmal tax rate is 40 percent; and all of its new equity will

come from retained earnings. We can calculate NCC’s weighted average cost of
capital, WACC, as follows:

= 0.3(11.0%)(0.6) + 0.1(10.3%) + 0.6(14.6%)
= 11.76% ~ 11.8%

Here wy, W, and w,, are the weights used for debt, preferred, and common
equity, respectively.

Every dollar of new capital that NCC obtains will on average consist of 30
cents of debt with an after-tax cost of 6.6 percent, 10 cents of preferred stock with
a cost of 10.3 percent, and 60 cents of common equity with a cost of 14.6 per-
cent. The average cost of each whole dollar, the WACC, is 11.8 percent.

¥5ee Lawrence J. Gitman and Vincent Mecurio, “Cost of Capital Technlques Used by Majar U.S. Firms: Survey Analysis of
Fortune’s 1000, Financial Management; Vol. 14 (1982), pp. 21-29.

Chapter 10 Determining the Cost of Capital o 333
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Chapter 5

The Equity Risk Premium

The expected equity risk premium can be defined as the
additional return an investor expects to receive to com-
pensate for the additional risk associated with investing in
equities as opposed to investing in riskless assets. It is an
essential component in several cost of equity estimation
models, including the buildup method, the capital asset
pricing model (CAPM), and the Fama-French three factor
model. It is important to note that the expected equity risk
premium, as it is used in discount rates and cost of capital
analysis, is a forward-looking concept. That is, the equity
risk premium that is used in the discount rate should be
reflective of what investors think the risk premium will be
going forward.

Unfortunately, the expected equity risk premium, is unob-
servable in the market and therefore must be estimated.
Typically, this estimation is arrived at through the use of
historical data. The historical equity risk premium can be
calculated by subtracting the long-term average of the
income return on the riskless asset (Treasuries) from the
long-term average stock market return (measured over
the same period as that of the riskless asset). In using a
historical measure of the equity risk premium, one assumes
that what has happened in the past is representative of
what might be expected in the future. In other wards,
the assumption one makes when using histerical data to
measure the expected equity risk premium is that the rela-
tionship between the returns of the risky asset (equities)
and the riskless asset (Treasuries) is stable. The stability
of this relationship will be examined later in this chapter.

Since the expected equity risk premium must be estimated,
there is much controversy regarding how the estimation
should be conducted. A variety of different approaches to
calculating the equity risk premium have been utilized over
the years. Such studies can be categorized into four groups
based on the approaches they have taken. The first group
of studies tries to derive the equity risk premium from his-
torical returns between stocks and bonds as was mentioned
above. The second group, embracing a supply side model,
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uses fundamental information such as earnings, dividends,
or overall economic productivity to measure the expected
equity risk premium. A third group adopts demand side
models that derive the expected returns of equities through
the payoff demanded by investors for bearing the risk of
equity investments.” The opinions of financial profession-
als through broad surveys are relied upon by the fourth and
final group

The range of equity risk premium estimates used in prac-
tice is surprisingly large. Using a low equity risk premium
estimate as opposed to a high estimate can have a sig-
nificant impact on the estimated value of a stream of cash
flows. This chapter addresses many of the controversies
surrounding estimation of the equity risk premium and
focuses primarily on the historical calculation but also
discusses the supply side model.

Calculating the Historical Equity Risk Premium

[n measuring the historical equity risk premium one must
make a number of decisions that can impact the resulting
figure; some decisions have a greater impact than oth-
ers. These decisions include selecting the stock market
benchmark, the risk-free asset, either an arithmetic or a
geometric average, and the time period for measurement,
Each of these factors has an impact on the resulting equity
risk premium estimate.

The Stock Market Benchmark

The stock market benchmark chosen should be a broad
index that reflects the hehavior of the market as a whole.
Two examples of commonly used indexes are the S&P
500® and the New York Stock Exchange Composite Index.
Although the Dow Jones Industrial Average is a popular
index, it would be inappropriate for calculating the equity
risk premium because it is too narrow.

We use the total return of our large company stock index
{currently represented by the S&P 500) as our market bench-
mark when calculating the equity risk premium. The S&P
500 was selected as the appropriate market benchmark
because it is representative of a large sample of companies
across a large number of industries. The S&P 500 is also one
of the most widely accepted market benchmarks. In short,
the S&P 500 is a goad measure of the equity market as a

2013 Ibbotson® SBBI® Valuation Yearbook
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earnings and there is no reason to believe, at this time, that the market will change its mind. Using
this top-down approach, the geometric supply-side equity risk premium is 4.07%, which equates to
an arithmetic supply-side equity risk premium of 6.00%.

Another approach in calculating the premium would be to add up the components that constitute
the supply of equity return, excluding the P/E component. Thus, the supply of equity return only
includes inflation, the growth in real earings per share, and income return. This forward-looking
earnings model calculates the long-term supply of U.S. equity returns to be 9.18%:

SR =[ (14 CPI)X(1+Gaeps ) +InC + RinV |
9.18% =[ (1+2.86%)x(1+2.14%) ~1]+3.90% +0.22%

Where:
SR = The supply of the equity return
CP! = Consumer Price Index (inflation)
g Rreps = The growth in real earning per share
Inc = The income return
Rinv = The reinvestment return

The equity risk premium, based on the supply-side earnings model, is calculated to be 4.22%
on a geometric basis

(1+SR) . e
SERP = — o
(1+ CPI)x(1+RRf)
407% = 1+8.18%

(1+2.86%)x(1+1.96%)

* difference due to rounding

Where:
SERP = The supply-side equity risk premium
SR = The supply of the equity return
CPi = Consumer Price Index (inflation)
RRf = The real risk-free rate

2021 SBBI® Yearbook 10-29
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Converting the geometric average into an arithmetic average results in an equity risk premium of
6.00%:'°

R,=R;+
A Gz

6.00% =4.07%+

£

o

19.67%”

" difference due to rounding

Where:
Ra = The arithmetic average
Re = The geometric average
o

The standard deviation of equity returns

H

Exhibit 10.14 presents the supply-side equity risk premium, on an arithmetic basis, beginning in

1926 and ending in each of the years from 2003 through 202

0 1036

1035

1078

The 1926-2020 supply-side equity risk premia estimate (6.00%) is calculated by Duff & Phelps for the 2027 SBBI® Yearbook using
(i) the same methodologies and (i) the same data sources as were used in previous editions of this book, based upon the work by
Roger G. ibbotson and Peng Chen; see: ibbotson, R.G., & Chen, P. 2003, "Long-Run Stock Returns: Participating in the Real
Economy”. Financial Analysts Journal, Yol. 59, No. 1, P. 88. An update of this work has been published that considers stock
buybacks in addition to dividends; see: Philip U. Straeh! and Roger G. ibbotson, "The Long-Run Drivers of Stock Returns: Total
Payouts and the Real Econamy”, Financial Analysts Journal, Third Guarter 2017, Volume 73 Number 3. The Financial Analysts
Journal is a publication of CFA institute. For mare information, visit www.CFAPUBS org.

in the 2016 SBBI® Yearbook, Exhibit 10.15 included supply-side ERP estimates for the mast recent 25 years, estimated using
refreshed data inputs over the entire 1926~2015 time horizon. Starting with the 2077 SBBI® Yearbook, this exhibit inciudes the
years for which supply-side ERP values were actually published in a hardcaver book (instead of the most recent 25 years). As such,
this exhibit will be made to match (i) the “as published" supply-side ERP values from the 2004-2013 SBBI® Valuation
Yearbooks (see “Appendix C-31” in those books), (if} the "as published” values from the 2014-2017 Valuation Handbock — U.S.
Guide to Cost of Capital (see “Appendix 3" in those books}, and (iii} the Cost of Capital Navigator at dpcostofeapital.com beginning
in 2018.

10-30 Chapter 10: Using Historical Data in Wealth Forecasting and Portfotic Optimization
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s i Chapter 2

fact risk-free because it is subject to the buffeting of inflation. Black created an
alternative CAPM using short selling as a proxy for the risk-free asset. To
short-sell, the investor borrows securities and sells those securities in anticipa-
tion of replacing them later at a lower price. Black assumed that short selling
was the means that allowed market prices to be in equilibrium—that is, to be
balanced between market pessimists and market optimists. Short selling ’would
be similar to issuing securities at an uncertain rate. Because short selling could
occur at any time, it could be used as a proxy for the risk-free asset. Black
assumed that all investors could participate in the short-selling of riéky
securities, which is not actually true. Many large portfolios are restricted from
short-selling. However, Black’s model retained the CAPM'’s linear relationship
between risk and return. The method of combining two portfolios, the risk-free
asset and the market portfolio, still worked.

Black's replacement for the risk-free asset was a porttolio that had no
Fovariability with the market portfolio. Because the relevant risk in the CAPM
is systematic risk, a risk-free asset would be one with no volatility relative to the
market—that is, a portfolio with a beta of zero. All investor-preferred levels of
risk could be obtained from various linear combinations of Black’s zero-beta
portfolio and the market portfolio. Exhibit 2-2 graphs the traditional CAPM
and Black’s version of it. Since R, (the rate of return on the zero-beta asset) and
R’" are uncorrelated (as R; and R,, were assumed to be in the simple CAPM), the
investor can choose from various combinations of R, and R,,. On segment R, Y
R, is sold short and the proceeds are invested in R,,. On segment R.R,,, portign;

Exhibit 2-2
Zero-Beta CAPM and R, CAPM

Expected Return
X

Re

ofp—-—————

1.0
Risk (Beta)
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of the zero-beta portfolio are purchased. At R,, the investor is fully invested in

the market portfolio.
The equilibrium CAPM was rewritten by Black as follows:

E(R,) = (1-B)E(R,) + BE(R,)

U { / \
where

E indicates expected,

E(R,)is less than E(R,,), and

R, holdings over the whole market must be in equilibrium.
That is, the number of short sellers and lenders of
securities must be equal.

Black’s adaptation is intriguing. The result of using this model isa capital
market line that has a less-steep slope and a higher intercept than those of the
simple CAPM. If Black’s model is more correct in its description of investor
behavior in the marketplace, then the use of the simple model would produce
equity return predictions that would be too low for stocks with betas greater
than one and too high for stocks with betas of less than one. Exhibit 2-2 shows
the difference between the two models’ predictions for a stock with a beta of less
than one. The difference between the prediction from the simple model and that
from Black’s is the difference between B and A.

Unfortunately, we do not have, and neither did Black, an explanation of
just what the zero-beta portfolio or asset might be. Nor do we know ho
restrictions on short-selling would affect the Black adaptation. Certainly ther
are substantial real-world restrictions against short-selling, as well as signifi-
cant investor aversion to short-selling.

Do R; or R, even exist? We don’t know. We do know that to use either
model, R; or R, must be independent of the rate of return from the market (zero
covariance). Is it likely that R; and Black’s R, are independent of the market’s
returns—that they have betas of zero? If these returns are not independent,
special statistical problems occur.” R, and R,, must be independent. If they are
not, investors cannot separate their risk preferences from specific asset choices.
The ability to make choices on the basis of risk and return alone, without other
information about the individual asset, is essential to the CAPM. If this separa-
tion were not possible, we could not use the CAPM.

Because inflation affects both risky and riskless assets, inflation alone
could cause the interdependence of R, and R (or R, and R,). Because there was
considerable inflation in the 1970s, let us examine its effect. Is the resulting in-

14 For a discussion of this problem, see, for example, R. M. Hagerman and E. H. Kim,
“Capital Asset Pricing with Price Level Changes,” Journal of Finance and Quantitative Analysis, 11
(September 1976), 381-92.
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terdependence of R, and R, the only problem for the CAPM that inflation in-
troduces?

Frankly, our understanding of the relationship between market returns
and investors’ expectations of inflation is limited. For some time it was believed
that stocks acted as an inflation hedge; market returns were positively cor-
related with inflation. Lintner (1975) pointed out how little we understand
about the impact of inflation. He suggested a negative relationship between
returns and inflation. During outbursts of inflation, the firm’s rate of return and
equity value are reduced because of the firm’s increased dependence on outside
financing. The need for additional financing, Lintner suggested, is caused by ac-
counting practices that are insensitive to inflation. His is one recent explanation
of the effects of inflation on returns. Qur question is, How would inflation af-
fect the basic CAPM?

The CAPM has been adapted to deal with inflation. Biger (1975) came to
the conclusion that uncertain inflation would change the composition of the op-
timal portfolio. He suggested that a more accurate model might be

R; = real R; + inflation + Bi(R;. = R;) }

Yet this model may be far too simplistic.

Hagerman and Kim (1976) suggested a more complex adaptation to ac-
count for inflation: :

i,

s PR T R o i
ER) =E(R) + covariance (R, R, 5
: " " covariance (R, R, — R, IS =L

"[jheir change is in the second term, the beta term outlined by a bracket. In the
simple model, this term is

covariance R, R,,

variance R,

indicating that Hagerman and Kim expected an interrelationship among the
returns of the market, the returns of the stock, and inflation.

Theirs is not the only version of inflation-adjusted CAPM. Friend, Land-
skroner, and Losq (1976) provided another CAPM adapted for inflation. All of
their factors are expressed in nominal terms:

L E(R,—R;)—cov(R,.R,)
E(R) = R+cov(R,R)+ ——m —f~ — —m 34
B R e e

where

R, = expected inflation rate

« = percentage of total investors’ capital in risky investments
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When the correlation between an asset’s return and the rate of inflation is
positive, their model yields a lower cost of equity than would the simple
CAPM. If inflation rises, so do returns. This finding is important. In times of
uncertain inflation, the size of errors from the simple, but erroneous, CAPM
would be magnified. The real cost of equity could well be misestimated—and
we have no way of knowing by how much.

Our presentation of these adaptations is not meant to demonstrate prac-
tical and usable inflation-adapted CAPMs. Rather, we want to demonstrate the
diversity of the adaptations and to show the increased complexity that results.
Unfortunately, we do not know which, if any, of these models is most accurate.
Our understanding of inflation and our ability to adapt the model for the com-
plex impacts of inflation are primitive.

Still, we are sure that the simple model does not properly represent even
our limited understanding of inflation. The simple CAPM relies on the ex-
istence of a risk-free asset that does not covary with the market. Inflation alone
makes the existence of a truly risk-free asset unlikely and makes the covariance
of the least-risk asset with other assets very likely. The result of these inac-
curacies is a model that incorrectly describes the world, and we must be
suspicious of the simple CAPM.

Can all investors borrow and lend at the risk-free rate?

The second problem in using the risk-free security as one of the two fac-
tors in the CAPM is that we assume that this security is available to all in-
vestors. The theory suggests that investors must be able to lend and borrow at
the risk-free rate. A risk taker creates a portfolio that is riskier than the market
portfolio by borrowing at the risk-free rate to invest in the market portfolio.
This borrowing and lending at the risk-free rate results in the single straight line
R;R, X shown in Exhibit 2-2. Obviously, few investors can borrow at the risk-
free rate. They can lend, but not borrow.

Several researchers have attempted to make the model more realistic with
regard to the borrowing and lending assumption. For example, assume that all
investors can lend at a nominally risk-free rate (for example, they can buy
Treasury securities), but few investors, if any, can borrow at that rate. If we set
the borrowing rate higher, at, say, R,, the relationship would change from the
traditional straight line of the CAPM. That is, line R;R, X shown in Exhibit 2-2
would become line R;R, Y. Line RiR,Yisa broken line, which would seem to
reflect reality better. In fact, the RR,Y line could really be a number of lines,
each dependent on the borrowing rate available to a different group of in-
vestors.

The assumption regarding the equality of borrowing and lending rates
and the free access to the risk-free security is clearly an inaccurate description of
the world. Relaxing the assumption leads at best to a broken capital market
line, and at worst to an investor-specific fan of lines. In short, relaxing this
assumption changes the model in ways that affect the slope, intercept, and



customers at a level that will cover all the costs of providing the electricity, gas,
or telephone service—including the costs of capital. Thus, the commission
needs an estimate of the firm'’s cost of equity. Because utilities typically have
betas of less than 1, the effect of a misspecified market line is to underestimate
the cost of equity. (Of course, for stocks with betas exceeding the market’s, the
effect is the opposite—an overestimation.) For the utility in question, the al-
lowed rate of return would be lower than the true cost of equity for the firm.

Let us look at the effect of misspecification from another viewpoint. If
you are a portfolio manager in an investment management organization'and
are attempting to keep or lure clients over the long term, where should you
position your portfolio regarding risk? What if you know that theory incor-
rectly draws the capital market line, as shown in Exhibit 3-1? If your clients will
eventually be evaluating your performance against this incorrect, theoretical
capital market line, would you choose to position your portfolio with a low
beta or a high beta? If your portfolio were low risk, the simple CAPM would
forecast a return lower than that forecast by the respecified model. If your
return were exactly like the return forecast by the respecified model, on the line
R.Y, you would appear to have outperformed the average. This superior per-
formance is not a sleight of hand but simply the result of comparing actual
results with a forecast made from the wrong model. Conversely, the risk-taking
portfolio manager would consistently look bad when evaluated against the
CAPM’s capital market line.

There are other possible market lines, curves, slopes, and intercepts. Ex-
hibit 3-1 merely demonstrates the practical problems that can result from a
model that is wrong. An erroneous model can lead investors, and those
evaluating performance, to wrong conclusions and wrong decisions.

Is the capital asset pricing model misspecified or inadequate? And if it is,
what is the real relationship among the factors affecting stock prices? Recall
that to be useful, a model does not have to be an exactly accurate representation
of the system it seeks to describe. We would like it to be, because a model that
adequately describes a system as complex as investors’ behavior would be most
useful. We would, however, be satisfied if the model could be used to make
predictions. We are all familiar with correlated factors that do not describe an
underlying relationship but are useful in making predictions—high hemlines
and high stock prices, large hips and high IQ. Such correlations often work,
although we are not sure why.

The problem with a predictive but nondescriptive model is that if any of
the underlying causal factors changes in importance, we cannot examine the
change nor can we predict its resulting effect on the underlying relationship. For
instance, what would happen to the hemline-stock price model if the real deter-
minants of stock prices changed?

Our question is, What is the CAPM? Is it a useful predictor, a good
descriptor, both, or neither? Let us look at what researchers have found. We
will discuss only a small sample of the flood of work that has been done and
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published. Other writers might choose to report differ?nt resea.rcl.x. What we
will report here are the results of major works that provide new mSIghts. Ther_e
are two reasons for reporting these works: First, we want to clarify what is
already known. Second, we want to describe res‘earch that has real anc'i p;a.c-
tical implications. All too often these practical 1mpllxcat1ons are described in
academic jargon and published in infrequently read journals. Both advocates
and detractors of the CAPM can find support in the literature: After we look at
a summary of more than fifteen years of inquiry, we can decide for ourselves.

I. MISSPECIFICATION

There are two basic tests of the reliability of the model.. To determine whe.t}}er
the model explains past behavior, researchers have .studled past market actl}\luty
(ex post data) to find out whether the relationships were the same as those
predicted by the model. To determine whether the model predicts futurde
behavior, past data has been used to form forecasts for R’T" Ry, and beta, an
these forecasts have then been tested against more recent hlstory: : :
Using history for either purpose creates some prob!er.ns. First, mv;:lstors
expectations or beliefs are not really being tested; rather, it is what act1:1a y gc-
curred that is under study. The problem is that there is no reason to be?:eve that
realized, or ex post, results will be anything like the predlchon_s .that investors
made at the beginning of the period. By using history, we are mixing tw.o sets.of
data: We are mixing expectations and realizations. This data mixing is an in-
herent difficulty in testing an expectational model. Only rgcent]y have we
begun to see some work that looks specifically at the expectations, the ex ante
data.! The results are still entirely too tentative to rely on, however.. Ul'l!:ll more
is done in creating and testing ex ante data, it is important to keep in mind thf'a;
we do have data p}oblems. As we recount the histf)ry of .CAPM testing, welwﬂ
try to interpret the results as well as their implications, given the data problem.

1. Slope and Intercept:
Does the Model Describe the Real World?

So far we have learned some very interesting things al.)out the C/.\PM and
reality. Some of the earliest work tested realized data (history) against dat;
generated from simulated portfolios. Early studies by Douglas (1969) an
Lintner (Douglas [1969]) showed discrepancies between what was expect.ed on
the basis of the CAPM and the actual relationships that were apparent in Ehe
capital markets. Theoretically, the minimal rate of return from the portfolios

1See, for example, W. Lewellen, R. Lease, and G. Schlarbgum, “Patterns of h;;sétrg;gt
Strategy and Behavior among Individual Investors,” Ioumal- of Bl{sl.nesls’, Magc; 1927,hppi Wg;kin :
or R. F. Vandell and J. Stevens, “Personal Taxes and Security anng, Dar len Sc tfm i g
Paper #80-15 (Charlottesville, Va.: Darden Graduate School of Business Administration, .
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(the intercept) and the actual risk-free rate for the period should have been
equal. They were not.

These early results caused some concern. Many analysts suggested that
the tests were faulty and were thus not giving accurate results.? However, the
Douglas and Lintner results could have been caused by either of two
things—the CAPM could have been wrong or the test procedure could have
been faulty. Other researchers reformulated the test procedures, and these new
procedures were tested on different data in the hope that more accurate results
would follow. One retest hypothesized that the proxies used for R,, and R; (the
CAPM gives us no direction as to which real-world figures to use) are cor-
related. Thus, these proxies would produce a higher intercept and lower slope
than would be realistic—the precise results that Douglas and Lintner had ob-
tained. These retests did not find that this problem caused the results. The con-
clusion was that the Douglas and Lintner findings could be caused by a faulty
model. The simple CAPM might be wrong.

Miller and Scholes (1972) reformulated the test procedures to deal with
other problems. They asked, Was the form of the model accurate (that is, were
risk and return linearly related)? Was beta the best risk measure? Could the
choice of the index change the results? Was beta correlated with unsystematic
risk? Could the returns be nonnormal? Any of these problems might have
caused Lintner’s results. In typically academic jargon, Miller and Scholes
reported that they did not find good reason to reject Lintner's results. Lintner’s
results could have been accurate reflections of the world—in other words, the
model could be wrong. Although not able to discredit Lintner’s results, the
Miller-Scholes study did provide solid footing on which to begin the design of
future studies.

Another study, now more famous than Lintner’s, was done by Black,
Jensen, and Scholes (1972). Lintner had used what is called a cross-sectional
method (looking at a number of stock returns during one time period), whereas
Black, Jensen, and Scholes used a time-series method (using returns for a
number of stocks over several time periods). To make their test, Black, Jensen,
and Scholes assumed that what had happened in the past was a good proxy for
investor expectations (a frequent assumption in CAPM tests). Using historical
data, they generated estimates using what we call the market model:

Ry=0a;+ B;(R,,) + ¢
where

R = total returns
B = the slope of the line (the incremental return for risk)
2Gee Merton Miller and M. Scholes, “Rate of Return in Relation to Risk: A Reexamination of

Some Recent Findings,” in Studies in the Theory of Capital Markets, ed. M. Jensen (New York:
Praeger, 1972), pp. 47-78.

B
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1ests O] tne wrivi

the intercept or a constant (expected to be 0 over time and across all firms)

o

€ = an error term (expected to be random, without information)

the market proxy

m
j = the firm or portfolio

t = the time period

Instead of using single stocks, they formed portfolios in an effort to wash out
one source of error; because betas of single firms are quite unstable.
On the basis of the CAPM, they expected to find

1. That the intercept was equal to the risk-free rate (their proxy was the
Treasury bill rate)

2. That the capital market line had a positive slope and that riskier (higher
beta) securities provided higher return

Instead, they found

1. That the intercept was different from the risk-free rate

2. That high-risk securities earned less and low-risk securities earned more
than predicted by the model

3. That the intercept seemed to depend on the beta of any asset: high-beta
stocks had a different intercept than low-beta stocks

Their results are shown in Exhibit 3-2. The dashed lines represent the
theoretical market line. The Black, Jensen, and Scholes results, the solid line,
are not what the simple CAPM would predict, but the results are just what
some of the theoretical adaptations suggested we might find. They are similar to
the controversial Lintner results. Because these results are important, many
researchers felt it was important to verify them.

Fama and MacBeth (1974) criticized the Black, Jensen, and Scholes study
(hereafter called BJS). In a reformulation of the study, they supported the first
of the BJS findings. They found that the intercept exceeded the risk-free proxy,
but they did not find evidence to support the other BJS conclusions. i

Controversial or contrary findings are not uncommon in the testing of
this model. With each new piece of research, we gain insight into the ap-
proaches we must take to test the model. However, by 1974 most researchers
agreed that the intercept exceeded the CAPM-predicted Ry, proxied by Treasury
bill rates of return.

One other study sheds further light on these findings. Fama and MacBeth
(1973) calculated the actual risk premium and the predicted intercept from 1935
to 1968 and over a variety of subperiods. They too used a technique that settled
down the beta instability from individual security errors. They formed port-
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On the CAPM Approach to the Estimation of A
Public Utility’s Cost of Equity Capital

ROBERT LITZENBERGER, KRISHNA RAMASWAMY and HOWARD SOSIN*

I. Introduction

IN RECENT YEARS the Capital Asset Pricing Model (CAPM) has been used in
several public utility rate cases to measure the cost of equity capital. In actual
application, the cost of equity capital is frequently estimated as the annualized 90
day Treasury Bill rate plus a risk premium. The risk premium is obtained as the
product of the average annual excess rate of return on a value weighted index of
NYSE stocks (where the average is taken over a long period of time) and an
estimate of the utility’s NYSE beta.

Underlying this procedure is the assumption that risk premiums are strictly
proportional to NYSE betas. However, this assumption is inconsistent with the
academic empirical literature on CAPM. This literature supports a (non-propor-
tional) linear relationship between risk premiums and NYSE betas with a positive
intercept. Other empirical studies suggest that, in addition to betas, risk premiums
are influenced by dividend yields and systematic skewness. Evidence presented
in this literature is consistent with the predictions of CAPM models that account
for margin restrictions on the borrowing of investors, divergent borrowing and
lending rates, the existence of risky assets (such as bonds, residential real estate,
unincorporated businesses, and human capital) that are not included in the value
weighted NYSE stock index, taxes and skewness preference.

The version of the CAPM that should be employed in estimating a public
utility’s cost of equity capital cannot be conclusively demonstrated by theoretical
arguments. A positive theory of the valuation of risking assets should not be
judged upon the realism of its assumptions but rather on the accuracy of its
predictions. The relationship between risk premiums and betas that is used to
estimate the cost of equity capital should therefore be estimated econometrically
rather than specified a priori.

Section 2 compares the predictions of alternative versions of the CAPM. The
assertion that risk premiums are proportional to NYSE betas is shown to result
in a downward (upward) biased prediction of the cost of equity capital for a public
utility having a NYSE beta that is less (greater) than unity, a dividend yield
higher (lower) than the yield on the value weighted NYSE stock index, and/or a
systematic skewness that exceeds (is less than) its beta.

Section 3 discusses problems that arise in implementing CAPM approaches
and presents possible solutions. Section 4 describes econometric procedures for

* Stanford University, Columbia University, and Bell Laboratories and Columbia University,
respectively.
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estimating the relationship between risk premiums and NYSE betas. Section 5
presents estimates of CAPM parameters, and, Section 6, using two utilities as
examples, illustrates how these estimates can be used to measure the cost of
equity capital.

I1. Alternative versions of the CAPM: Theory and Evidence

The versions of the CAPM discussed below all assume that investors are risk
averse and have homogeneous beliefs. They also assume that a riskless asset
exists, that all assets are marketable, and that there are no transactions costs or
indivisibilities. The mean-variance versions assume that expected utility is com-
pletely defined over the first two moments of the rate of return on investors
portfolios. The three moment CAPM assumes that investors have utility functions
displaying non-increasing absolute risk aversion and that expected utility is
defined over the first three moments of the rate of return on investors portfolios.
The before-tax versions ignore taxes while the after-tax versions account for the
differential taxation of dividends and capital gains. The constrained borrowing
versions allow unlimited short selling of risky securities while the unconstrained
borrowing versions allow unlimited short selling of the riskless security (i.e.,
unlimited borrowing).

The Traditional Version of the CAPM

The traditional version of the CAPM developed by Sharpe [1964] and Lintner
[1965] predicts the following relationship between risk premiums and betas,

E() = E(Fn)B;, (»
where:

E(F;) = the risk premium, or expected excess rate of return above the
riskless rate of interest, on the i-th security,
E(F) = the risk premium on the market portfolio of all assets, and
B: = Cov(F;, Fn)/Var(f.), the beta of the i-th security measured against
the true market portfolio of all assets.

Before-Tax Constrained Borrowing Versions of the CAPM

Constrained borrowing versions of the CAPM have been developed by Lintner
[1969], Vasicek [1971], Black [1972], Brennan [1972], and Fama [1976]. They
predict the following relationship between risk premiums and betas,

E(F)) = E(Fr)B: + E(F2)(1 - Bi), (2)
or E(r) = E(F.) + B(E(Fn) — E(F>)) (2A)

where:
E(7;) = the risk premium on the minimum variance zero beta portfolio.

With diverse investor preferences and no borrowing (Vasicek [1972] and Black
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[1972]), divergent borrowing and lending rates (Brennan [1972]), or margin
restrictions (Fama [1976]), the risk premium on the zero beta portfolio is positive
(i.e., E(F.) > 0). The first term on the RHS of relation (2) is the risk premium on
security i that is predicted by the traditional CAPM. The second term is the bias
inherent in that prediction when investor borrowing is constrained. Because E(r.)
> 0, the traditional CAPM’s prediction of the risk premium would be biased
downward (upward) for a public utility having a beta less (greater) than unity.

After-Tax Versions of the CAPM

After-tax versions of the CAPM have been developed by Brennan [1973] under
the assumption of unlimited borrowing and lending and by Litzenberger and
Ramaswamy [1979] under constrained borrowing. They predict the following
relationship between risk premiums, betas and dividend yields,

E(F) = E(Fn)Bi + E(F)(1 = B:) + E(Fu)(di — Bidn), (3)
where:

E(7’,) = the risk premium on a portfolio having a zero beta and zero dividend
yield,
E(#,) = the expected rate of return on a hedge portfolio having a zero beta
and a dividend yield of unity,
d; = the dividend yield on stock i, and
d. = the dividend yield on the market portfolio.

The first term on the RHS of relation (3) is once again the prediction of the
traditional CAPM. The sum of the second and third terms indicates the bias
inherent in this prediction. With constrained borrowing, the sign of E(r’;) cannot
be determined theoretically; however, econometric estimates indicate that E(r?)
> 0. This result implies that the second term on the RHS of relation (3) is positive
(negative) for public utilities having betas less (greater) than unity. With the
taxation of corporate dividends and the preferential taxation of capital gains,
E(7) > 0. Therefore, the third term on the RHS of relation (3) would be positive
(negative) for a public utility having a beta less (greater) than unity and a
dividend yield that is higher (lower) than the dividend yield on the market
portfolio. Thus, the sum of the second and third terms is positive (negative) for
public utilities having betas less (greater) than unity and higher (lower) than
average dividend yields, indicating that the prediction of the traditional version
of the CAPM would be downward (upward) biased.

The Three Moment Version of the CAPM

The three moment CAPM, developed by Rubinstein [1973] and Kraus and
Litzenberger [1976], predicts the following relationship between risk premiums,
betas, and gammas (systematic skewness),

E(F) = E(Fp)B: + E(ru)(yi — Bi), 4)
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where:
.= E[(Fi = E(r)))(Fm — E(ra))?]
r E[(Fn — EGFm))*]

E(F,) the expected risk premium on a security having a zero beta and a
= gamma of unity.

, the systematic skewness of security i

With non-increasing absolute risk aversion, E(F,) > 0. The second term on the {
RHS of relation (4) is the bias inherent in the traditional version of the CAPM.
For a public utility whose future profitability is constrained by the regulatory
process, gamma may be less than beta and, the risk premium predicted by the
traditional version of the CAPM may be downward biased.

Missing Asset Version of the CAPM

Many classes of assets such as human capital, residential real estate, unincor-
porated business, and bonds are not included in the value weighted index of
NYSE stocks. This “missing assets” problem has been analyzed by Mayers [1972],
Sharpe [1977] and Roll [1977]. If the traditional version of the CAPM were valid
(i.e., if risk premiums were proportional to true betas) it can be shown that,’

E(ri) = E(F)Bis + E(Fs)(1 = Bis) + wi (5)

where:
u; = E(fm)ﬁe,-,zs - E(fzs){ﬂi,zs -(1- Bi.s)}
and:

Bis = the beta of security i w.r.t. the NYSE index,
E(r.s) = the risk premium on the minimum variance zero NYSE beta port-
folio,

' To obtain relation (5) note that without loss of generality the return on any security i may be
expressed as,
Fi = E(Fi) = Bis[Fs — E(rs)] + Bias[Fas — E(F2)] + &
where:
E(e;) = Cov(e;,r;) = Cov(eir) =0
Multiplying both sides by 7., taking expectations and dividing by the variance of 7, yields.
Bi = BisBs + Bizsfes + Be,,

where z is used here to refer to the zero beta portfolio related to NYSE index.
Substituting the RHS of the above relation for 8; in relation (1) yields

E(’:t) = [E(;m)ﬁs]ﬂi,a + [E(rm)st]Bi,za + E(’m)ﬂe,-
Using the traditional CAPM to evaluate the terms in [-]’s yields
E(f,) = E(fu)ﬂi,s + E(rn)ﬂi,zs + E(fm)ﬁzi

which, when rearranged, is relation (5) in text.
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Be,..s = the beta of the residual of security i measured using a two factor
model where the factors are the value weighted NYSE index and
the minimum variance zero NYSE beta portfolio.

The first term on the RHS of relation (5) is the predicted return on security i
obtained by naively assuming that the NYSE portfolio is the true market
portfolio. If the NYSE portfolio were on the efficient frontier then the third term,
u;, would be zero for all i and the second term would be the bias inherent in this
naive application of the traditional model. Thus, even if the NYSE portfolio were
efficient and risk premiums were proportional to true market betas, risk premiums
would not in general be proportional to NYSE betas. For example, if the NYSE
portfolio was efficient, but riskier than the true market portfolio, there would be
an ex-ante linear relationship between risk premiums and NYSE betas with a
positive intercept (i.e., E(F;) = E(F.s) + Bis(E(Fs) — E(Fz))).

However, there is no reason to believe that the NYSE portfolio is on the
efficient frontier. Here the error term on the RHS of relation (5) would no longer
be identically zero for all securities. However, the value weighted average of the
error term on the RHS of relation (5) is zero.? Thus, for a randomly selected
NYSE stock (i) where its probability of selection is proportional to its weight in
the NYSE index, the expectation of u; would be zero. Thus, when the NYSE
portfolio is not efficient, ex-ante risk premiums would be linear functions of
NYSE betas plus an error term. If the minimum variance zero-NYSE beta
portfolio had a positive beta with respect to the true market, then its risk
premium would be positive (i.e., E(F.s > 0)). This would imply the existence of a
(non-proportional) linear relationship between risk premiums and NYSE betas
(with a positive intercept) plus an error term.

Other Versions of the CAPM

Other versions of the CAPM have been developed. Merton [1971], Cox, Inger-
soll and Ross [1978], Breeden and Litzenberger [1978] and Breeden [1980] have
derived intertemporal CAPM’s that account for shifts in the investment oppor-
tunity set. The Merton and the Cox, Ingersoll and Ross studies present multi-
beta equilibrium models. The Breeden and Litzenberger, and the Breeden studies,
respectively, indicate that the relevant measure of risk is covariance with the
marginal utility of consumption and a beta measured relative to aggregate
consumption.

While the CAPM theories previously discussed were developed in terms of a
single good model, they have been implemented using nominal rates of return.
Gonzalez-Gaverra [1973] developed a model that accounts for unanticipated
inflation. It suggests that nominal risk premiums are linearly related to real betas
rather than nominal betas.

2 This follows because for the value weighted index of NYSE stocks Beszs = Bs: = (1 — Bss) = 0 by
construction.



Workpaper 17
Page 6 of 16

374 The Journal of Finance

Implications of Empirical Evidence

Empirical studies by Black, Jensen and Scholes [1972], Fama and MacBeth
[1973] and Friend and Blume [1973] find that the relationship between average
excess rates of return and NYSE betas is linear, with a positive intercept, rather
than proportional. There are at least three possible explanations for these results:

1. Constraints on investor borrowing;

2. Misspecification caused by the exclusion of classes of assets such as bonds,
residential real estate, unincorporated business, and human capital from the
index; and/or, :

3. Misspecification caused by exclusion of other independent variables such as
systematic skewness and/or dividend yield from the model.

Each of these explanations yields predictions that are inconsistent with the
proportional relationship between risk premiums and NYSE betas that has been
asserted in several recent rate cases that use CAPM. To the extent that the
NYSE index is a good surrogate for the true market index, the first explanation
suggests that a linear relationship between NYSE betas and risk premiums should
be estimated and used to calculate the cost of equity capital. The second
explanation suggests that a broadly based index should be used to calculate betas.
Unfortunately, rate of return data do not exist for some classes of assets and are
difficult to obtain for other classes of assets. This suggests that an exact linear
relationship between risk premiums and NYSE betas does not exist. However,
the NYSE betas of common stocks may be highly correlated with the true
unknown betas (measured relative to the true market index). This suggests that
the empirical relationship between risk premiums and NYSE betas should be
estimated empirically rather than asserted a priori.

The third explanation suggests that the effect of other independent variables
on risk premiums should be estimated and used in calculating the cost of equity
capital. Empirical studies by Rosenberg and Marathé [1979], Litzenberger and
Ramaswamy, and Blume [1979] find that, in addition to beta, dividend yield has
a significant positive association with average excess rates of return. This result
is consistent with the after-tax version of the CAPM and suggests that the
relationship between risk premiums, NYSE betas, and dividend yields should be
estimated and used to calculate the cost of equity capital. However, Litzenberger
and Ramaswamy also present preliminary evidence indicating that the relation-
ship between risk premiums, NYSE betas and yields is non-linear. This result is
inconsistent with the Brennan, and Litzenberger and Ramaswamy versions of
after-tax CAPM and therefore the use of a linear relationship between risk
premiums, betas and dividend yield to calculate the cost of equity capital should
be viewed as an approximation to a more complex non-linear relationship.

An empirical study by Kraus and Litzenberger [1976] found that, in addition to
beta, systematic skewness (gamma) has a significant negative association with
average excess rates of return. However, estimates of gamma are not stable over
time and therefore it is not possible to obtain accurate ex-ante estimates of the
systematic skewness of individual securities. Betas and gammas have a strong
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positive association, and, therefore, the use of a linear relationship between risk
premiums and betas may again be viewed as approximation to a more complex
relationship.

III. Implementing the CAPM Approach

This section discusses econometric problems that are associated with imple-
menting the CAPM approach and presents possible solutions.

Measuring Expectations

The alternative versions of the CAPM discussed above are positive theories of
the relationship between ex-ante risk premiums and betas.

Ex-ante risk premiums are not, however, directly observable. To handle this
problem it is assumed that investors have rational expectations, that the excess
rate of return (realized rate of return less the riskless rate of interest) on any
portfolio or security in a given month is an unbiased estimate of its risk premium,
and that the excess rates of return on each portfolio are independently and
identically distributed over time.

Computing Bela

Estimates of the unadjusted betas for each security are obtained from an OLS
regression of its excess rate of return on the value weighted NYSE index over a
60 month period. An advantage of using monthly data is that it mitigates the
effect of the nonsimultaneity of closing prices. Recently Scholes and Williams
[1978] have suggested the use of lagged rates of return as an instrumental variable
for the errors in variables problem. Unfortunately, the CRSP daily data file is not
available over a sufficiently long time period to be useful in estimating the
parameters of the relationship between risk premiums and NYSE betas. Beaver,
Kettler and Scholes [1970] and Rosenberg and McKibben [1973] have shown that
accounting measures of risk are useful in predicting future betas. However, the
Compustat data file, which would be necessary to estimate betas using either of
their procedures, does not cover the 1926 to 1947 period.

It has been observed by Blume [1971] that historical betas which are adjusted
towards unity are better predictors of future betas (in a mean square forecast
error sense) than are unadjusted betas. One explanation of this phenomenon is
that the true underlying betas follow a mean reverting process where the mean
is unity. Another is that the true underlying beta is constant, the historical beta
is a sample estimate of the true underlying beta, and the prior of the beta is
unity. These explanations are not mutually exclusive and Blume [1975] has
presented preliminary empirical evidence that the true underlying betas display
reversion towards the population mean of unity.

Regardless of the cause of the phenomenon, the existence of reversion towards
unity suggests that “adjusted” betas, computed as convex combinations of the
historical beta and unity, are better predictors than are unadjusted betas. A
possible approach is to assume that the same weight w, (0 <w < 1) is applicable
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to all securities such that,
Bi(predicted) = wBimistorican + (1 — w)1.

This is the procedure used by Blume [1971] and by Merrill Lynch and is called
a global adjustment approach. This approach implies a linear relationship be-
tween future betas and historical betas and suggests that unadjusted betas may
be used to predict risk premiums. For example, consider the following relationship
between excess rates of returns and globally adjusted betas,

Fi = a + blwBimistoricay + (1 — w)1] + é:.

This relationship reduces to the following relationship between excess rates of
return and historical betas,

ri=a’ + b'Binistorical) + €
where

a’'=a+ b(l-w), and

b = bw.

Note that for predictive purposes, a’ and b’ may be estimated directly; knowledge
of w is not required. If the w used were constant over time, then the cost of equity
capital estimates obtained using CAPM parameters measured using this global
procedure would be identical to those obtained using unadjusted betas. This
global adjustment procedure has the advantage of not depending on the exact
cause or combination of causes for the empirical tendency of beta estimates to
revert towards unity. )

Another approach to adjusting betas is to use an individual Bayesian-adjust-
ment procedure. This approach recognizes that the variances of sample betas
(obtained from an OLS time series regression of stock returns on the NYSE
index) are not identical. This approach is, however, based on the assumption that
the true underlying beta is stationary which is inconsistent with Blume’s prelim-
inary empirical evidence. Under this approach, the probability of selecting a given
stock is assumed to be proportional to its weight in the value weighted portfolio.
Therefore, the diffuse prior estimate of its beta is unity. The variance of this
prior is computed as

Var(,Bi,prior) = 221[[‘/'/2::1 V'i](ﬂi,sample - 10)2] (6)

where V; is the value of firm i. Thus, the variance of the prior is the cross-
sectional variation in sample betas around the value weighted mean of unity. It
differs from the Vasicek [1971] adjustment, which computes the prior variance
as,

Var(Bi,prior) = EZI (ﬂi,sample - IO)Z/N

thus giving equal weight to each security. With either the global adjustment or
the individual adjustment, the posterior estimate of beta has variance given by
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Va-r(ﬂi,prior) = Wi Var(Bi,sample) + (1 - wi)z Var(ﬁi,prior) (7)

This information is useful in estimating the model coefficients.

Knowing the variance of the measurement error allows implementation of the
classical approach to errors in variables and therefore yields a consistent estimator
of 62 = [E(R.s) — Ry] (see the next section).

Computing the Risk-Free Rate

In choosing the appropriate proxy for the riskless rate of interest, explicit
cognizance should be taken of the fact that the fair rate of return determined in
a rate case is applicable throughout a future period. Therefore, the risk-free rate
that is chosen should correspond to a risk free return that would be expected to
prevail during the period that the pending rate order is expected to be in force.

One simple procedure is to compute the risk free rate as a simple average of
monthly forward Treasury Bill rates for the period the pending rate order is
expected to be in effect. The Treasury-Bill futures market or McCulloch’s [1971]
procedure of computing forward rates from the yield curve can be used to obtain
the needed forward rates.

Data

The raw data for this study consisted of monthly rates of returns for all NYSE
securities and monthly measures of the risk-free rate of interest.

Monthly data on security returns are obtained from the Center for Research in
Security Prices (CRSP) at the University of Chicago. The same service also
provides the return on a value weighted index of all the NYSE stocks.

Monthly returns on high grade commercial paper from 1926 to 1951 were used
as a proxy for the return on a riskless asset. From 1952 to 1978, the return on a
Treasury Bill with 30 days to maturity was used for this purpose.

IV. Estimating the Relationship between Risk Premiums and
NYSE Betas

' The structural econometric model that is estimated in a given cross section is,’

Fa=a+ b,Bis; + é;.

Any linear estimator of this relationship is obviously a linear combination of the
dependent variable. Since the dependent variable is a rate of return, any linear
estimator is a rate of return on a portfolio. The unbiasedness condition for an
estimator is a set of constraints on this portfolio that assures that the expected
rate of return on the portfolio is the coefficient that we are estimating. Once a set

3 Procedures specific to the implementation of the three moment CAPM, the multiperiod CAPM,
and the unanticipated inflation CAPM are not discussed because of unresolved issues relating to the
estimation or ex-ante systematic skewness, ex-ante consumption betas and real betas. The after-tax
version of the CAPM and its refinements are considered in Litzenberger and Ramaswamy (1979,
1980).
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of portfolio weights {h;, i =1, 2, -.., N,} is chosen, the resulting portfolio rate
of return is,

221 hiri =a ZZ‘I hi + b[Zﬁ'I hiBis:] + Zf_’_’l hie;. (8)

The unbiasedness condition for an estimator of (a + b) requires the following
portfolio constraints,

Ztl':ll hi¢ = 1, and Efil] hitBist = 1.

That is, for any normal portfolio (i.e. portfolio Weights summing to unity) having
a beta of unity, equation (8) reduces to,

Z?:‘I h,-,ri, =a+ b+ Zi\i‘l hueig.

Since the E(é;) = 0, V i, it follows that such a portfolio is an unbiased estimator.
The best linear unbiased estimator of a + & would be the rate of return on the
minimum variance normal portfolio having a beta of unity.

Without loss of generality the variance of any portfolio having a NYSE beta of
unity may be expressed as

Var[Zfi‘l hiri] = Var(ry) + Va-l{f,f_’:l hiéq],
where:
Fst = the excess rate of return on the value weighted NYSE portfolio

Note that Var( ZM hié;) = 0 if and only if the h; for each security corresponds

to its weight in the NYSE value weighted index. Thus, the best unbiased estimator
of a; + b. is the excess rate of return on the value weighted NYSE portfolio itself,
ry. Assuming that observations of ry are i.i.d., the BLUE estimation of a@ + b is
the average over time of the excess rate of return on the NYSE portfolio.

The unbiasedness conditions for a linear estimator of ‘a’ are,

SN hu=1 and T hufiu=0.

Thus, the rate of return on any normal portfolio that has a zero (true) NYSE
beta is an unbiased estimator of ‘a’. In any cross-sectional month the best linear
unbiased estimator of ‘a’ would be the rate of return on the minimum variance
zero NYSE beta portfolio, r.,..

Without loss of generality the variance of any portfolio having a zero NYSE
beta may be expressed as

Var(Z?” hiFy) = Var( va’ hiei)
Assume momentarily that the true NYSE betas are known. Using the single

index model, which assumes that Cov(ei,ei) = 0 V i, j # i, the variance of a
normal portfolio having a zero NYSE beta is,

Var(2t=l huru) = 1-=l uS

where:
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S% = the residual risk for security i.

The BLUE estimator of ‘a’ for a given cross-section month ‘a;’ is, therefore, the
minimum variance rate of return zero NYSE beta portfolio. The rate of return on
this portfolio in month ¢ may be obtained by solvmg the above described portfolio
problem for the h;’s and then calculating ZN' hirie. The resulting r. is

’ 9 -1
| Mpp Mpp Mg
i Fest = | Mpp — —— o | Mpr — d (10)
Mmgp Mmgg
where:
1 1 1 ri
Mpp =T o5 Mpp=o5 Lo Blzt “_ZN >
N, “i=1 S5 N, “i=1 S% =1 S
2
m F—Jra—, Ny E:f. m = i N, ritﬁit
# N, “i=1 Szzt #r N, “i=1 Szzt

In the absence of measurement errors in betas, if r.s’s were 1.i.d. then a simple
average of this would yield the BLUE estimator of ‘a’, the risk premium on the
minimum variance NYSE portfolio.

‘Errors in the Measurement of Betas

1 The true NYSE betas are unobservable. If the previously described procedures
were used with estimated betas, the cross sectional variance in the estimated
betas ms; would be an upward biased and inconsistent estimator of the cross
sectional variance in the true betas. This would give A.’s that results in portfolio
that has positive true NYSE beta for large samples and hence an upward biased
estimator of ‘@’ the risk premium on a portfolio having a zero NYSE beta. To
obtain a consistent estimator of ‘a’, a classical errors in variables approach is
undertaken. In this approach, the normal’ equations for estimation are adjusted
as follows: The cross sectional variation in the true NYSE betas, that are
‘unobserved, is replaced by the cross sectional variation in observed NYSE betas
less the (sum) of the variances of the measurement errors of the NYSE betas,
\ which has been computed above as Var(fi:). When solved, the resulting estimator

is,

| .

| - [ myg ] [ masmgr ] (11)
| 2= | Mpp = ———— | | Mpp—————

; T mE-Q T mgi-Q

1where

} 2”' Var(B.)

‘ §lt

for the @ term which is the adjustment due to the variability in the estimator of
'beta. Under the assumption that the error term is normally distributed and that
the true variances of the measurement errors are known, mj; — @ is the maximum

‘ Comparing relation (10) with relation (11) indicates that they are identical except
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likelihood estimator of mgg, the cross sectional variation in the unobservable tru
NYSE betas. It also follows that m,; and m, are maximum likelihood estimator:
of myz and myg,. Since the above described estimator of ‘@’ is a function of
maximum likelihood estimator, it is also a maximum likelihood estimator (se
Kendall and Stuart [1973]).

V. Estimates of CAPM Parameters

The consistent estimators (as described in the previous section) of the parameter
of the relationship between ex-ante premiums and NYSE betas are given i
Table 1. Results for individually Bayesian adjusted and raw betas are presente
Since the raw betas are not adjusted towards unity, the a.’s calculated eac
month would be expected to have a positive beta. Regressing the a,’s that wer
calculated using raw NYSE betas on the ry’s gives a slope coefficient of 0.109 an
an R? of 0.039. This suggests that the true NYSE beta on this portfolio is positive|
The standard deviation of the r.’s is less than the standard deviation of th
(re — rz)’s as the mathematics of the efficient frontier would suggest. Sinc
individually Bayesian adjusted betas are adjusted towards unity, the r.,’s calcu
lated using the Bayesian adjusted betas would be expected to have a zero NYS
beta. However, regressing the r,,’s that were calculated using Bayesian adjuste
NYSE betas (the 7..’s) on the r.’s gives a slope of —0.144 and an R? of 0.0327
This suggests that the NYSE beta of this portfolio is negative. Unfortunately, a
econometric rationale for a negative beta is not readily apparent. Again th
standard deviation of the r.,’s is lower than the standard deviation of the (r,
rz)’s as would be expected from the mathematics of the efficient frontier. The 7
calculated using Bayesian adjusted betas is lower than the 7, calculated usin
raw betas as would be expected given the correlation of these portfolios with th
NYSE index. Note that the consistent estimators of ‘a’ and a’ reported in TABLEK
1 are lower than the corresponding inconsistent estimators obtained using gen

Table 1
CAPM Parameters

Bayesian Betas
Tit = Tzat + [Fo = Yz )Bisiana) + €i2

d=r,=0.136 b=7F — £, =0519

o(raa) = 4.73 0(re — r..) = 8.14
Raw Betas
Tit = [Fast + (e = T} (1 — )] + [(Fat = Fese)@]Bistraws + €ir
d’ = 0.326, b: = 0.330
ala;) = 3.23 o(b;) = 6.14
where

a: = [Fow + (roe — raa) (1 — w)), bl = {(ru— rw)
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eralized least squares as would be expected from the econometric theory. GLS
parameters are reported in TABLE 2.

VI. Examples and Conclusions

To illustrate the biases that arise by naively assuming a proportional relationship
 between NYSE betas and risk premiums, the parameters from Table 1 along with
~ estimates of the risk free rate of interest and betas were used to estimate the cost
of equity capital for two utilities: one with a beta substantially less than unity,
Pacific Gas and Electric (PGE), and one with a beta close to unity, Consolidated
Edison (Con Ed).

The relevant unadjusted and Bayesians betas are presented in Table 3 along
with cost of equity capital estimates made by naively assuming a proportional
relationship, and by using the estimated linear relationship in all of the calcula-
tions.

A risk free rate of interest of 9.29% per annum was used. This was obtained by
averaging forward interest rates implied by Treasury Bill futures settlement
prices on the International Monetary Market for October 1, 1979 (the assumed
date of the rate case). Assuming a nine month lag between the rate case and its
implementation, Treasury Bill futures contracts for delivery in June 1980 and
thereafter were used in the average. For the main model the same estimates of
the risk premium on the NYSE index was used (i.e., a + b). The monthly cost of
equity capital estimates were compounded to obtain annual estimates.

The differences in the cost of equity capital estimates, which illustrate the so
called “zero beta effect”, are substantial for PG&E since its NYSE beta estimates
are less than unity. The zero beta effect is negligible for Con Ed since its beta is

close to unity.
Table 2

Bayesian Betas
a = 0.321 b =033

o(d) =326  o(b) =623
Raw Betas

d = 0420 v =023

o(d:) =304 o(b,) =519

Table 3
Mazximum Likelihood Estimates of the Cost of Equal Capital
Unadjusted/Global Individually Adjusted
adjusted betas Bayesian betas
Raw Propor- Propor-
Company beta tional Linear Beta tional Linear
PGE 0.48 13.49 15.78 0.53 13.87 14.74

Con Ed 1.06 18.68 18.42 1.05 18.61 18.50
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These two companies, as well as utilities in general, have residual standard
deviations that are smaller than those of most industrial firms. Hence the
individual Bayesian adjustment procedure did not adjust the betas of the sample
companies as much towards unity as a global procedure would have. The effect
of the individual Bayesian adjustment procedure on the estimated parameters
presented in Table 2 can be loosely viewed as reflecting the average adjustment
towards unity. Therefore, for a utility such as PG&E having a NYSE beta less
than unity and having a lower than average residual risk and the cost of capital
estimates obtained using a linear relationship between risk premiums and betas
estimated with individually adjusted Bayesian betas would be lower than that
obtained using a linear relationship estimated with unadjusted or globally ad-
justed betas. The difference between the estimates obtained using the individually
Bayesian adjusted estimates and the raw betas is negligible for Con Ed since its
beta is close to unity. The difference between the estimates for PG&E are
substantial and indicate the importance of future research on the revision of
betas towards unity.
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DISCUSSION

RICHARD S. BOWER*: As a regulator I find the three papers stimulating and
helpful. Each is reassuring because it supports some aspect of regulatory practice,
rewarding because it suggests an opportunity to improve practice and less than
totally satisfying because it does not provide all the answers.

Bruce Greenwald’s paper on admissable rate bases may be too rich to digest at
a single sitting. Greenwald starts conventionally by stating that the Hope decision
criteria for fairness to investors and capital attraction are met by any rate base
valuation formula which permits market value to equal rate base and which
causes rate base to increase dollar for dollar with new investment. He then argues,
less conventionally, that to be admissable a formula must allow regulators to
establish cash revenue requirements and rate base appreciation through time and

* Dartmouth College and Commissioner, New York State Public Service Commission.
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Much of the academic literature estimating alpha dates back to the 1980s and prior to that.
Academic attention in this area has since largely turned to multifactor models, such as the
Fama—French model, discussed in Chapter 6.

Eugene F. Fama and Kenneth R. French, “The Capital Asset Pricing Model: Theory and
Evidence,” Journal of Economic Perspectives 18(3) (2004): 25—46 (“Fama and French,
2004”).

Fama and French (2004), 33,

Note that the ECAPM and the Blume adjustment are attempting to correct for different
empirical phenomena and therefore both may be applicable. It is not inconsistent to use both,
as illustrated by the fact that the Litzenberger et al. ( 1980) study relied on Blume-adjusted
betas and estimated an alpha of 2% points in a short-term version of the ECAPM. This
issue sometimes arises in regulatory proceedings,

See Eugene F. Fama and Kenneth R. French, “Industry Costs of Equity,” Journal of Financial
Economics 43 (1997): 153—193.

To the extent that an analyst takes betas from a source such as value line, the direct cal-
culations are not public. But public data can be used to see if the value line beta in question
exhibits any anomalies.

See endnote 147.
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As noted, it is possible to try to interpret an ECAPM in terms of various

elaborations of the basic CAPM theory. However, the ECAPM can also be
viewed as a practical adjustment that can be made when the estimation is
intended for forecasting or measurement of cost of capital. It can be applied
without knowing the “cause” of the increased intercept and decreased slope of
the CAPM, but with the assurance that the cost of equity estimates will be
closer to the empirically observed results than those from the theoretical
version of the model.'*’

Beyond the Capital Asset Pricing Model

There are many alternative models that attempt to account for the empirical reg-
ularity. Lizenberger et al. (1980) summarizes the early CAPM variants. Another
approach is to postulate multiple risk factors of concern to investors and then to
evaluate the sensitivity of each stock to each factor. Such models, the most famous
of which is known as the Fama—French model, are covered in Chapter 6.148

SUMMING UP THE CAPITAL ASSET PRICING MODEL

The CAPM has a strong theoretical foundation and fits with the intuition of a
risk—return trade-off. Tt does attempt to estimate the cost of capital, although
empirical tests show that it underestimates the cost for low-beta stocks and
overestimates the cost for high-beta stocks. It can readily be used to prepare
both nominal and real estimates of the cost of capital. The data necessary for
its implementation are widely available at low cost, and its calculations are
relatively simple. These calculations usually can readily be verified by
others,'*® although some ways of determining the MRP rely on data that
cannot readily be checked. In the model, the risk-free interest rate reflects
current market conditions, but the estimated beta relies on historical data, so
the model is neither fully forward-looking nor completely backward-looking.
The model is transparent and, to the extent we can determine, generally robust
to violations of its underlying assumptions (the results of the empirical tests
aside), but not necessarily to changes in economic conditions. For example, it
is hard to know the best way to adapt the MRP and/or the interest rate to the
effects of the 2008—09 financial crisis, suggesting sensitivity tests are needed
for such efforts.

As was revealed in the above discussion, the primary source of debate for the
CAPM is estimating parameters, particularly the MRP, but the appropriate method
to estimate beta and deciding on the appropriate measure of the risk-free interest
rate are often controversial as well. It is important to recognize this lack of
consensus in the academic literature and among practitioners when employing the
CAPM in a regulatory setting. Although perhaps more well rooted in economic
theory than other methodologies, it is also more subject to technical debate and
disagreement. In general, the choice of risk-free rate is not controversial and most
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NOTE: This section is from the 2017 Valuation Handbook — U.S. Guide to Cost of Capital
(data through December 31, 2016). All of the data used in this section in the examples is
from the same book.

These examples are intended to be generic. In other words, the methodologies and
frameworks described in this section can be applied when using valuation data from
different data-years, but the valuation data itself used in this section is applicable only to
the 2017 data-year.

2017 Valuation Handbook — U.S. Guide to Cost of Capital Cost of Capital Navigator
Chapter 10: Risk Premium Report Exhibits — Examples 1
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Risk Premium Report Study — Examples

In this chapter, we first discuss concepts that are specific to each of the four Risk Premium Report
studies (Size Study, Risk Study, High-Financial-Risk Study, Comparative Risk Study), and then
provide detailed examples for using the data in each to estimate the cost of equity capital.

Size Study

The size of a company is one of the most important risk elements to consider when developing cost
of equity estimates for use in valuing a firm. Traditionally, researchers have used market value of
equity (i.e., "market capitalization” or simply "market cap”) as a measure of size in conducting
historical rate of return research. For example, the Center for Research in Security Prices (CRSP)
“deciles" are developed by sorting U.S. companies by market capitalization. Another example is the
Fama-French “Small minus Big" (SMB) series, which is the difference in return of “small” stocks
minus “big" (i.e., large) stocks, as defined by market capitalization.'®" '*?

Reasons for Using Additional Measures of Size

There are several reasons for using other measures of size in addition to the traditional measure of
size, market value of equity.

First, financial literature indicates a bias may be introduced when ranking companies by market
value of equity because a company's market value of equity may be affected by characteristics of
the company other than size.'®® In other words, some companies might be small because they are
risky (high discount rate), rather than risky because they are small (low market capitalization). One
simple example could be a company with a large asset base, but a small market capitalization as a
result of high leverage or depressed earnings. Another example could be a company with large
sales or operating income, but a small market capitalization due to being highly leveraged.

Second, market capitalization may be an imperfect measure of the risk of a company's operations.

Third, using alternative measures of size may have the practical benefit of removing the need to
first make a "guesstimate” of size in order to know which portfolio’s premium to use (this issue is
commonly referred to as the “circularity” issue). When you are valuing a closely held company, you
are trying to determine market value of equity. If you need to make a guesstimate of the subject

%1 To learn more about the Center for Research in Security Prices (CRSP) at the University of Chicago Booth School of Business, visit

www.CRSP.com.

Eugene Fama, 2013 Nobel laureate in economic sciences, is the Robert R. McCormick Distinguished Service Professor of Finance at
the University of Chicago, and Ken French is the Roth Family Distinguished Professor of Finance at the Tuck School of Business at
Dartmouth College. Fama and French are prolific researchers and authors who have contributed greatly to the field of modern
finance. Fama and French's paper “The Cross-Section of Expected Stock Returns” was the winner of the 1992 Smith Breeden Prize
for the best paper in the Journal of Finance. Fama is also chairman of the Center for Research in Security Prices (CRSP) at the
University of Chicago Booth School of Business.

"A Critique of Size Related Anomalies", Jonathan Berk, Review of Financial Studies, vol. 8, no. 2 (1995).

10.2

10.3

2017 Valuation Handbook — U.S. Guide to Cost of Capital Cost of Capital Navigator
Chapter 10: Risk Premium Report Exhibits — Examples 2
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company's market value of equity first in order to know which size premium to use, the “circularity”
problem is introduced. While market capitalization, at least for a closely held firm, is not generally
available, other size measures, such as total assets or net income, are generally available.'®*

Finally, when doing analysis of any kind it is generally prudent to approach things from multiple
directions if at all possible. This is good practice for several reasons, with the most important being
that it has the potential of strengthening the conclusions of the analysis.

The Difference Between the Size Study’'s A Exhibits and the B Exhibits

The results of the Size Study are presented in Exhibits A-1 through A-8 and Exhibits B-1 through
B-8. The main difference between the A and B exhibits is how they are used. The A exhibits are used
if you are using a "build-up" method to develop cost of equity capital estimates, and the B exhibits
are used if you are using the capital asset pricing model (CAPM) to develop cost of equity capital
estimates. This difference in usage is a function of the type of "risk premia" presented in each of the
exhibits:

The A exhibits provide "risk premia over the risk-free rate” (RP.s) in terms of the combined effect of
market risk and size risk for 25 portfolios ranked by eight alternative measures of size. These
premia can be added to a risk-free rate (Ry) to estimate cost of equity capital in a build-up model.

The B exhibits provide "risk premia over CAPM" (i.e., size premia) (RPs) in terms of size risk for 25
portfolios ranked by eight alternative measures of size. These premia are commonly known as
beta-adjusted size premia, or simply size premia. These premia can be added as a size adjustment
to a basic CAPM to estimate cost of equity capital.'®®

The Difference Between “Risk Premia Over the Risk-free Rate" and “Risk Premia Over CAPM"
Risk Premium Over Risk-Free Rate (RP,+s)

“Risk premia over the risk-free rate" represent the difference between the historical (observed) total
return of equities over the risk-free rate.'®® A long-run average historical risk premium is often used
as an indicator of the expected risk premium of a typical equity investor. Total returns are based on
dividend income plus capital appreciation and represent returns after corporate taxes (but before
owner-level taxes). To estimate the historical risk premia in the 20717 Valuation Handbook — U.S.
Guide to Cost of Capital, the average total return for each of the 25 size-ranked portfolios is
calculated over the sample period, and then the average income return of long-term U.S.
government bonds (using SBBI data) over the same period is subtracted.

104 For further discussion of the history of the size premium and criticisms of the size premium, see Chapters 14 and 15 in Cost of
Capital: Applications and Examples 5th ed. by Shannon Pratt and Roger Grabowski, Wiley (April, 2014).

The basic CAPM formula is Cost of Equity Capital = Risk-Free Rate + (Beta x ERP). A "modified CAPM" usually refers to the common
modification to the CAPM formula that is used to incorporate an adjustment for size: Cost of Equity Capital = Risk-Free Rate + (Beta
x ERP) + Size Premium. Please note that the modified CAPM as presented is after addition of a size premium and prior to the
addition of any “company-specific” risk premia that the individual valuation analyst may deem appropriate.

Risk premia over the risk-free rate and size premia are presented in the Risk Premium Report Exhibits. The CRSP Deciles Size
Premia exhibits present size premia, but do not include risk premia over the risk-free rate.

105

10.6

2017 Valuation Handbook — U.S. Guide to Cost of Capital Cost of Capital Navigator
Chapter 10: Risk Premium Report Exhibits — Examples 3



Workpaper 19
Page 4 of 5

For example, the average annual arithmetic return for portfolio 25 in Exhibit A-3 (size measure:
5-year average net income) over the time period 1963—2016 is 21.44%, and the average annual
income return of long-term U.S. government bonds over the same period is 6.46%. This implies that
the "risk premium over the risk-free rate" is 14.98% (21.44% — 6.46%) for this portfolio. This
difference is a measure of risk in terms of the combined effect of market risk and size risk.

As of December 31, 2016, the average risk premium over the risk-free rate for portfolio 1 (comprised
of the largest companies) for all eight of the size measures analyzed in the Size Study was 5.97%,
and the average risk premium over the risk-free rate for portfolio 25 (comprised of the smallest
companies) for all eight of the size measures was 14.97%, a difference of 9.0% (14.97% — 5.97%).
There is a clear negative relationship between "size" and premium over long-term bonds (i.e., as
size decreases, the return over the risk-free rate increases).

Because risk premia over the risk-free rate have an embedded measure of market (i.e., "beta") risk,
these premia are appropriate for use in “build-up" methods that do not already include a measure of
market risk, but are not appropriate for use in models (e.g., CAPM) that already have a measure of
market risk.

Risk premia over the risk-free rate (RP.s) are presented in Exhibits A-1 through A-8. In the 2077
Valuation Handbook — U.S. Guide to Cost of Capital, these risk premia are calculated over the period
1963 (the year that the Compustat database was inaugurated) through December 2016.

Both risk premia over the risk-free rate and size premia are presented in the Risk Premium Report
Exhibits. The CRSP Deciles Size Premia exhibits present size premia, but do not include risk premia
over the risk-free rate.

Size Premia (RPs)

“Risk Premia over CAPM" represent the difference between historical (observed) excess return and
the excess return predicted by CAPM. Years ago, the “small stock premium” was calculated as the
simple difference in small company returns versus large company returns.'®” However, an
examination of the betas of large stocks versus small stocks revealed that within the context of the
capital asset pricing model (CAPM), beta (a measure of market risk) did not fully explain all of the
difference between large company returns and small company returns. The observed (i.e,
historical) excess return of portfolios comprised of smaller stocks tended to be greater than the
excess return predicted by the CAPM. What followed from this observation is what is now
commonly referred to as the "size premium”. To learn more about the size effect, see Chapter 4.

Size premia are presented in both the Risk Premium Report Exhibits and the CRSP Deciles Size
Premia exhibits. The methodology employed to calculate the size premia in both data sets is very
similar, and distills down to measuring the difference in historical excess returns (i.e., "what actually
happened”), and the excess returns that CAPM would have predicted. Detailed examples of the

197 For example, in early versions of what would evolve into the SBBI Classic Yearbook (Morningstar, Chicago 2015) the “small stock
premium" was calculated as the simple difference between a “small company stock” series and the Standard & Poor's (S&P)
Composite Index (i.e., the S&P 500 Index). Starting in 2016, the SBBI “Classic” Yearbook" is updated annually by Duff & Phelps and is
renamed "SBBI Yearbook" (the word “Classic" has been removed).
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derivation of size premia for both data sets are provided in Chapter 7, “The CRSP Deciles Size
Premia Studies and the Risk Premium Report Studies — A Comparison”.
The “A” and “B" Exhibits: Summary of Data Presented

While the A and B exhibits present different types of risk premia, both the A and B exhibits' 25
portfolios are ranked by the same eight alternative measures of size, which are described in Exhibit
10.1."%8 Each of the exhibits A-1 through A-8 and B-1 through B-8 displays one line of data for each
of the 25 size-ranked portfolios.

Exhibit 10.1: Eight Alternative Measures of Size

Exhibits A-1 and B-1 Exhibit A-5 and B-5
Market value of commmon equity (common Total Assets (as reported on the balance
stock price times number of common shares sheet).

outstanding).

Exhibit A-2 and B-2 Exhibit A-6 and B-6
Book value of common equity (does not add 5-year average earnings before interest,
back the deferred tax balance) income taxes, depreciation and amortization

(EBITDA) for the previous five fiscal years
(operating income before depreciation plus non-
operating income).

Exhibit A-3 and B-3 Exhibit A-7 and B-7

5-year average net income for previous five Sales (net).

fiscal years (net income before extraordinary

items).

Exhibit A-4 and B-4 Exhibit A-8 and B-8

Market value of invested capital (MVIC) Number of employees (number of employees,
(market value of common equity plus carrying either at year-end or yearly average, including
value of preferred stock plus long-term debt part-time and seasonal workers and employees
(including current portion) and notes payable). of consolidated subsidiaries; excludes contract

workers and unconsolidated subsidiaries).

The A and B exhibits include the statistics outlined in Exhibit 10.2 for each of the size measures
outlined in Exhibit 10.1.

198 For a detailed description of the Standard & Poor's Compustat data items used in the Risk Premium Report exhibits, please see
Appendix 1.
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Capital Budgeting and the Capital
Asset Pricing Model

Long before the development of capital asset pricing theory, smart financial man-
agers adjusted for risk in capital budgeting. They realized intuitively that, if other
things are equal, risky projects are less desirable than safe ones. Therefore they
demanded a higher rate of refumn from risky projects or they based their decisions
on conservative estimates of the cash flows. ' .

Various rules of thumb are often used to make these risk adjustments. For
example, many companies estimate the rate of return required by investors in theix
securities and use this cornpany cost of capital to discount the cash flows on
all new projects. Since investors require a higher rate of return from a very risky
company, such a firm will have a higher company cost of capital and will set a

.-higher discount rate for its new investment opportunities. . ..

You can use the capital asset pricing model as a nule of thumb for estimating
the company cost of capital. For instance, we showed in Table 7-5 that the stock
of Digital Equipment Corporation (DEC) had a beta of 1.21 at the end of 1986.
The corresponding expected rate of return was .158, or about 16 percent. There-
fore, according to the company cost of capital rule, DEC should have been using
a 16 percent discount rate to compute project net present values.! )

This is a step in the right direction. Even though we can’t measure betas or the
market risk premium with absolute precision, it is still reasonable to assert that
DEC faced more risk than the average firm and, therefore, should have demanded
a higher rate of return from its capital investrnents.

But the company cost of capital tule can also get a firm into trouble if the new
projects are more or less risky than its existing business. Each project should be
evaluated at #ts own opportunity cost of capital. This is a clear implication of the
value-additivity principle introduced in Chapter 7. For a firm composed of assets
A and B, firn value is '

Firm value = PV(AB) = PV(A) + PV(B) = sum of separate asset values

Here PV(A) and PV(B) are valued just as if they were mini-firms in which stock-
holders could invest directly. Note: Investors would value A by discounting its
forecasted cash flows at a rate reflecting the risk of A. They would value B by
discounting at a rate reflecting the risk of B. The two discount rates will, in general,
be different. ) _ : _

" I the finm considers investing in a third project C, it should also value C as if
it were a mini-firm. That is, it should discount the cash flows of C at the expected
rate of return investors would demand to make a separate investment in C. The
true cost of capital depends on the use to which the capital is put. .
1 DEC did not use any significant amount of debt financing. Thus its cost of capiial is the rate of retum
investors expect on its cormon stock. The complications caused by debt are discussed later in this
chapter,
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198 PART TWO: Risk

Each project should be evaluated at its own opportunity cost of capital; the
true cost of capital depends on the use to which the capital is put.

“This follows from value additivity. The capital asset pricing model implies value
additivity, but vahie additivity holds as well under other theories of asset valuation.

APPENDIX USING THE CAPITAL ASSET PRICING MODEL
TO CALCULATE CERTAINTY EQUIVALENTS
When calculating present value you can take account of risk in either of two ways.
You can discount the expected cash flow C; by the risk-adjusted discount rate r:

Alternatively, you can discount Lhe certainty equivalent cash flow CEQ; by the
risk-free rate of interest ry:
PV = ol
. L@
In this appenchx we show how you can derive CEQ, from the capnal asset pncmg

- - -- - model:-- -
We krniow from our presént value formula that I + r equals the expected dollar “

payoff on the asset divided by its present value:

Cy
Y p =ik
"=V

The capital asset pricing model also tells us that 1 + r equals
L+ F=1I4 20+ B, — 5
Therefore, :
G _
PV
In order to find beta, we calculate the covariznce between the asset return and
the market return and divide by the market variance:

_ SOV (7, F) _ OV [(G/PV = 1, )]

gz, o,

The quantity €, is the future cash flow and is, therefore, uncertain. But PV is the
asset’s present value: It is zot unknown and, therefore, does not “covary” with
e Therefore, we can rewrite the expression for beta as

_cov (G, 7,)

B="%y ol
Substituting this expression back into our equation for C,/PV gives
(85 cov(CL Fp) Tm— Iy
Al QRN S .
PV 7 PV o

The expression (r,, — 1)/, is the expected risk premium on the market per unit
of variance. It is often known as the market price of risk and is written as A (lambda)-
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J

Defining the Cost of Cépital |

In the preceding chapter we concluded that, up to a limit, the use of financial
leverage can potentially increase the value of the firm. If we denote the propor-
tions of debt and equity which correspond to this limit by the letter L#, the latter
represents the firm’s optimal capital structure. And as we have assumed that the
goal of the firm is to maximize its market value (thereby maximizing the market
value of the stockholders’ equity as well), it follows that the firm should strive
to achieve that financing mix which it believes to be optimal in the long run.

In this chapter we turn our attention to the problem of defining the cost of
capital, that is a firm’s minimum required rate of return on new investment.
Initially we shall set out the theoretical arguments supporting the use of a
weighted average of the various sources of financing as the measure of the cost
of capital, the weights being determined by the proportion of each source in the
optimal capital structure, L *. In the following chapter we shall discuss the ways
in which each individual type of financing (debt, preferred stock, common
stock, retained earnings, etc.), can be measured, and conclude the discussion by
setting out a practical method for calculating the cost of capital using General
Motors Corporation and IBM as examples.

We concentrate in this chapter and in the next one on defining and measur-
ing the cost of equity, debt and preferred stocks. The analysis of cost of other
sources of funds (e.g., accounts payable) is left to the end-of-chapter problems.

* FIRM’S COST OF CAPITAL VS INDIVIDUAL PROJECT’S
COST OF CAPITAL .

~ The cost of capital and the discount rate are two concepts which are used
throughout the book interchangeably. However, there is a distinction between
464 the firm’s cost of capital and specific project’s cost of capital. Let us elaborate:
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Firm’s Cost of Capital

The firm’s cost of capital is the discount rate employed to discount the
firm’s average cash flow, hence obtaining the value of the firm. It is also the
weighted average cost of capital, as we shall see below. The weighted average
cost of capital should be employed for project evaluation (i.e., calculating the
NPV) only in cases where the risk profile of the new project is a “carbon copy”
of the risk profile of the firm.

Specific Project’s Cost of Capital '

In any case where the risk profile of the individual projects differ from that
of the firm, an adjustment should be made in the required discount rate, to
reflect this deviation in the risk profile. To illustrate, suppose that the firm’s
weighted average cost of capital is 20% and the risk-free interest rate is 10%.
The firm should discount the project’s average cash flows, in general, at the
20% discount rate. However, consider a case where the firm faces a project

whose cash flow is certain. What is the minimum required rate of return on this,

certain project? In this case it is clearly the 10% rate which reflects the oppor-
tunity cost that the firm could earn by investing its money in other safe assets.
Similarly, if the project under consideration is characterized by a very highrisk,
the 20% discount rate may be insufficient and a higher discount rate should be
employed.

A Formal Analysis

For simplicity we assume a perpetual cash flow stream and no taxes.

However, the same results can be obtained for a non-perpetual c_q_sh flow

stream and when taxes exist. Let the firm’s average cash flow be X and its
market value be V. Hence there is some discount rate k which fulfills the
following equality

V=

= i

Suppose now that the firm is considering a new investment whose initial
outlay is J. Should the firm accept the new project? The decision is, of course,
dependent on the average additiond} cash flow AX due to the new project as
well as its risk profile. Suppose that asa result of accepting the new project, we
obtain a new value for the firm ¥ given by,

X =5Z+A)?
ky k + Ak

where X, = X + AXand ky = k + Ak is the appropriate new average cash
flow of the firm and its new discount rate. ’

V| =

465
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o

Supreme Court of the United States
BLUEFIELD WATERWORKS & IMPROVEMENT
Co.

V.

PUBLIC SERVICE COMMISSION OF WEST
VIRGINIA et al.

No. 256.

Argued January 22, 1923.
Decided June 11, 1923.

In Error to the Supreme Court of Appeals of West
Virginia.

Proceedings by the Bluefield Waterworks &
Improvement Company against the Public Service
Commission of the State of West Virginia and others
to suspend and set aside an order of the Commission
fixing rates. From a judgment of the Supreme Court
of West Virginia, dismissing the petition, and
denying the relief (89 W. Va. 736, 110 S. E. 205), the
Waterworks Company bring error. Reversed.

West Headnotes

Constitutional Law 92 €=9298(1.5)

92 Constitutional Law
92XI11 Due Process of Law
92k298 Regulation of Charges and Prices

92k298(1.5) k. Public Utilities in
General. Most Cited Cases
Rates which are not sufficient to yield a reasonable
return on the value of the property used in public
service at the time it is being so used to render the
service are unjust, unreasonable, and confiscatory,
and their enforcement deprives the public utility
company of its property, in violation of the
Fourteenth Amendment of the Constitution.

Constitutional Law 92 €=2298(3)

92 Constitutional Law
92XI1 Due Process of Law
92k298 Regulation of Charges and Prices
92k298(3) k. Water and Irrigation
Companies. Most Cited Cases
Under the due process clause of the Fourteenth
Amendment of the Constitution, U.S.C.A, a

waterworks company is entitled to the independent
judgment of the court as to both law and facts, where
the question is whether the rates fixed by a public
service commission are confiscatory.

Waters and Water Courses 405 €=2203(10)

405 Waters and Water Courses
4051X Public Water Supply
4051X(A) Domestic and  Municipal
Purposes
405k203 Water Rents and Other

Charges

405k203(10) k. Reasonableness
of Charges. Most Cited Cases
It was error for a state public service commission, in
arriving at the value of the property used in public
service, for the purpose of fixing the rates, to fail to
give proper weight to the greatly increased cost of
construction since the war.

Waters and Water Courses 405 @203(10)

405 Waters and Water Courses
4051X Public Water Supply
4051X(A) Domestic and Municipal
Purposes
405k203 Water Rents and Other
Charges
405k203(10) k. Reasonableness
of Charges. Most Cited Cases
A public utility is entitled to such rates as will permit
it to earn a return on the value of the property which
it employs for the convenience of the public equal to
that generally being made at the same time and in the
same general part of the country on investments in
other business undertakings which are attended by
corresponding risks and uncertainties, but it has no
constitutional right to such profits as are realized or
anticipated in highly profitable enterprises or
speculative ventures.

Waters and Water Courses 405 @203(10)

405 Waters and Water Courses
4051X Public Water Supply
4051X(A) Domestic and  Municipal
Purposes
405k203 Water Rents and Other
Charges
405k203(10) k. Reasonableness
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of Charges. Most Cited Cases

Since the investors take into account the result of past
operations as well as present rates in determining
whether they will invest, a waterworks company
which had been earning a low rate of returns through
a long period up to the time of the inquiry is entitled
to return of more than 6 per cent. on the value of its
property used in the public service, in order to justly
compensate it for the use of its property.

Federal Courts 170B €=504.1

170B Federal Courts
170BVII Supreme Court
170BVII(E) Review of Decisions of State
Courts
170Bk504 Nature of Decisions or
Questions Involved
170BKk504.1 k. In General. Most
Cited Cases
(Formerly 106k394(6))
A proceeding in a state court attacking an order of a
public service commission fixing rates, on the ground
that the rates were confiscatory and the order void
under the federal Constitution, is one where there is
drawn in question the validity of authority exercised
under the state, on the ground of repugnancy to the
federal Constitution, and therefore is reviewable by
writ of error.

**675 *680 Messrs. Alfred G. Fox and Jos. M.
Sanders, both of Bluefield, W. Va., for plaintiff in
error.

Mr. Russell S. Ritz, of Bluefield, W. Va., for
defendants in error.

*683 Mr. Justice BUTLER delivered the opinion of
the Court.

Plaintiff in error is a corporation furnishing water to
the city of Bluefield, W. Va., **676 and its
inhabitants. September 27, 1920, the Public Service
Commission of the state, being authorized by statute
to fix just and reasonable rates, made its order
prescribing rates. In accordance with the laws of the
state (section 16, c. 15-O, Code of West Virginia
[sec. 651]), the company instituted proceedings in the
Supreme Court of Appeals to suspend and set aside
the order. The petition alleges that the order is
repugnant to the Fourteenth Amendment, and
deprives the company of its property without just
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compensation and without due process of law, and
denies it equal protection of the laws. A final
judgment was entered, denying the company relief
and dismissing its petition. The case is here on writ of
error.

[1] 1. The city moves to dismiss the writ of error for

the reason, as it asserts, that there was not drawn in
question the validity of a statute or an authority
exercised under the state, on the ground of
repugnancy to the federal Constitution.

The validity of the order prescribing the rates was
directly challenged on constitutional grounds, and it
was held valid by the highest court of the state. The
prescribing of rates is a legislative act. The
commission is an instrumentality of the state,
exercising delegated powers. Its order is of the same
force as would be a like enactment by the
Legislature. If, as alleged, the prescribed rates are
confiscatory, the order is void. Plaintiff in error is
entitled to bring the case here on writ of error and to
have that question decided by this court. The motion
to dismiss will be denied. See *6840klahoma Natural
Gas Co. v. Russell, 261 U. S. 290, 43 Sup. Ct. 353,
67 L. Ed. 659, decided March 5, 1923, and cases
cited; also Ohio Valley Co. v. Ben Avon Borough,
253 U. S. 287, 40 Sup. Ct. 527, 64 L. Ed. 908.

2. The commission fixed $460,000 as the amount on
which the company is entitled to a return. It found
that under existing rates, assuming some increase of
business, gross earnings for 1921 would be $80,000
and operating expenses $53,000 leaving $27,000, the
equivalent of 5.87 per cent., or 3.87 per cent. after
deducting 2 per cent. allowed for depreciation. It held
existing rates insufficient to the extent of 10,000. Its
order allowed the company to add 16 per cent. to all
bills, excepting those for public and private fire
protection. The total of the bills so to be increased
amounted to $64,000; that is, 80 per cent. of the
revenue was authorized to be increased 16 per cent.,
equal to an increase of 12.8 per cent. on the total,
amounting to $10,240.

As to value: The company claims that the value of
the property is greatly in excess of $460,000.
Reference to the evidence is necessary. There was
submitted to the commission evidence of value which
it summarized substantially as follows:

Estimate by company's engineer
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on.
basis of reproduction new, less.

depreciation, at prewar prices.

Estimate by company's engineer
on.
basis of reproduction new, less.

depreciation, at 1920 prices.

Testimony of company's engineer.
fixing present fair value for rate.
making purposes.

Estimate by commissioner's
engineer on.
basis of reproduction new, less.

depreciation at 1915 prices, plus.

additions since December 31,
1915, at.
actual cost, excluding Bluefield.

Valley waterworks, water rights,.
and going value.

Report of commission's statistician.

showing investment cost less.
depreciation.

Commission's valuation, as fixed
in.
case No. 368 ($360,000), plus
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$ 624,548 00

1,194,663 00

900,000 00

397,964 38

365,445 13

gross.

additions to capital since made.

($92,520.53).

*685 It was shown that the prices prevailing in 1920 were
nearly double those in 1915 and pre-war time. The
company did not claim value as high as its estimate of
cost of construction in 1920. Its valuation engineer
testified that in his opinion the value of the property was
$900,000-a figure between the cost of construction in
1920, less depreciation, and the cost of construction in
1915 and before the war, less depreciation.

The commission's application of the evidence may be
stated briefly as follows:

Difference in depreciation allowed.
Preliminary organization and development.

cost.
Bluefield Valley waterworks plant.
Water rights.
Excess overhead costs.
Paving over mains.

452,520 53

As to ‘a,” supra: The commission deducted $204,000 from
the estimate (details printed in the margin), ™ leaving
approximately $421,000, which it contrasted with the
estimate of its own engineer, $397,964.38 (see ‘d,” supra).
It found that there should be included $25,000 for the
Bluefield Valley waterworks plant in Virginia, 10 per
cent. for going value, and $10,000 for working capital. If
these be added to $421,000, there results $500,600. This
may be compared with the commission's final figure,
$460,000.

FN1

$ 49,000

14,500
25,000
50,000
39,000
28,500
$204,000



(Citeas: P.U.R.1923D 11, 43 S.Ct. 675)

*686 Asto ‘b’ and “c,” supra: These were given no weight
by the commission in arriving at its final figure, $460,000.
It said:

‘Applicant's plant was originally constructed more than
twenty years ago, and has been added to from time to time
as the progress and development of the community
required. For this reason, it would be unfair to its
consumers to use as a basis for present fair value the
abnormal prices prevailing during the recent war period;
but, when, as in this case, a part of the plant has been
constructed or added to during that period, in fairness to
the applicant, consideration must be given to the cost of
such expenditures made to meet the demands of the
public.'

**677 As to ‘d,” supra: The commission, taking $400,000
(round figures), added $25,000 for Bluefield Valley
waterworks plant in Virginia, 10 per cent. for going value,
and $10,000 for working capital, making $477,500. This
may be compared with its final figure, $460,000.

As to ‘e,” supra: The commission, on the report of its
statistician, found gross investment to be $500,402.53. Its
engineer, applying the straight line method, found 19 per
cent. depreciation. It applied 81 per cent. to gross
investment and added 10 per cent. for going value and
$10,000 for working capital, producing $455,500. ™2
This may be compared with its final figure, $460,000.

1. Preliminary costs.

2. Water rights.

3. Cutting pavements over.
mains.

4, Pipe lines from gravity.
springs.

5. Laying cast iron street.
mains.

6. Reproducing Ada springs.

7. Superintendence and.
engineering.

8. General contingent cost.

“The books of the company show a total gross investment,
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EN2 As to ‘e’: $365,445.13 represents
investment cost less depreciation. The gross
investment was found to be $500,402.53,
indicating a deduction on account of depreciation
of $134,957.40, about 27 per cent., as against 19
per cent. found by the commission's engineer.

As to “f,” supra: It is necessary briefly to explain how this
figure, $452,520.53, was arrived at. Case No. 368 was a
proceeding initiated by the application of the company for
higher rates, April 24, 1915. The commission made a
valuation as of January 1, 1915. There were presented two
estimates of reproduction cost less depreciation, one by a
valuation engineer engaged by the company, *687 and the
other by a valuation engineer engaged by the city, both
‘using the same method.” An inventory made by the
company's engineer was accepted as correct by the city
and by the commission. The method ‘was that generally
employed by courts and commissions in arriving at the
value of public utility properties under this method.” and
in both estimates ‘five year average unit prices' were
applied. The estimate of the company's engineer was
$540,000 and of the city's engineer, $392,000. The
principal differences as given by the commission are
shown in the margin. ™ The commission disregarded
both estimates and arrived at $360,000. It held that the
best basis of valuation was the net investment, i. e., the
total cost of the property less depreciation. It said:

EN3

Company City
Engineer. Engineer.
$14,455 $1,000
50,000 Nothing
27,744 233
22,072 15,442
19,252 15,212
18,558 13,027
20,515 13,621
16,415 5,448
$189,011 $63,983

since its organization, of $407,882, and that there has
been charged off for depreciation from year to year the
total sum of $83,445, leaving a net investment of



(Citeas: P.U.R.1923D 11, 43 S.Ct. 675)

$324,427. * * * From an examination of the books * * * it
appears that the records of the company have been
remarkably well kept and preserved. It therefore seems
that, when a plant is developed under these conditions, the
net investment, which, of course, means the total gross
investment less depreciation, is the very best basis of
valuation for rate making purposes and that the other
methods above referred to should *688 be used only when
it is impossible to arrive at the true investment. Therefore,
after making due allowance for capital necessary for the
conduct of the business and considering the plant as a
going concern, it is the opinion of the commission that the
fair value for the purpose of determining reasonable and
just rates in this case of the property of the applicant
company, used by it in the public service of supplying
water to the city of Bluefield and its citizens, is the sum of
$360,000, which sum is hereby fixed and determined by
the commission to be the fair present value for the said
purpose of determining the reasonable and just rates in
this case.'

In its report in No. 368, the commission did not indicate
the amounts respectively allowed for going value or
working capital. If 10 per cent. be added for the former,
and $10,000 for the latter (as fixed by the commission in
the present case), there is produced $366,870, to be
compared with $360,000, found by the commission in its
valuation as of January 1, 1915. To this it added
$92,520.53, expended since, producing $452,520.53. This
may be compared with its final figure, $460,000.

The state Supreme Court of Appeals holds that the
valuing of the property of a public utility corporation and
prescribing rates are purely legislative acts, not subject to
judicial review, except in so far as may be necessary to
determine whether such rates are void on constitutional or
other grounds, and that findings of fact by the commission
based on evidence to support them will not be reviewed
by the court. City of Bluefield v. Waterworks, 81 W. Va.
201, 204, 94 S. E. 121; Coal & Coke Co. v. Public
Service Commission, 84 W. Va. 662, 678, 100 S. E.
557, 7 A. L. R. 108; Charleston v. Public Service
Commission, 86 W. Va. 536, 103 S. E. 673.

In this case (89 W. Va. 736, 738, 110 S. E. 205, 206) it
said:

‘From the written opinion of the commission we find that
it ascertained the value of the petitioner's property for rate
making [then quoting the commission] ‘after *689
maturely and carefully considering the various methods
presented for the ascertainment of fair value and giving
such weight as seems proper to every element involved
and all the facts and circumstances disclosed by the
record.”
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[2] [3] The record clearly shows that the commission, in
arriving at its final figure, did not accord proper, if any,
weight to the greatly enhanced costs of construction in
1920 over those prevailing about 1915 and before the war,
as established by uncontradicted **678 evidence; and the
company's detailed estimated cost of reproduction new,
less depreciation, at 1920 prices, appears to have been
wholly disregarded. This was erroneous. Missouri ex rel.
Southwestern Bell Telephone Co. v. Public Service
Commission of Missouri, 262 U. S. 276, 43 Sup. Ct. 544,
67 L. Ed. 981, decided May 21, 1923. Plaintiff in error is
entitled under the due process clause of the Fourteenth
Amendment to the independent judgment of the court as
to both law and facts. Ohio Valley Co. v. Ben Avon
Borough, 253 U. S. 287, 289, 40 Sup. Ct. 527, 64 L. Ed.
908, and cases cited.

We quote further from the court's opinion (89 W. Va. 739
740, 110 S. E. 206):

‘In our opinion the commission was justified by the law
and by the facts in finding as a basis for rate making the
sum of $460,000.00. * * * In our case of Coal & Coke
Ry. Co. v. Conley, 67 W. Va. 129, it is said: ‘It seems to
be generally held that, in the absence of peculiar and
extraordinary conditions, such as a more costly plant than
the public service of the community requires, or the
erection of a plant at an actual, though extravagant, cost,
or the purchase of one at an exorbitant or inflated price,
the actual amount of money invested is to be taken as the
basis, and upon this a return must be allowed equivalent
to that which is ordinarily received in the locality in
which the business is done, upon capital invested in
similar enterprises. In addition to this, consideration must
be given to the nature of the investment, a higher rate
*690 being regarded as justified by the risk incident to a
hazardous investment.'

“That the original cost considered in connection with the
history and growth of the utility and the value of the
services rendered constitute the principal elements to be
considered in connection with rate making, seems to be
supported by nearly all the authorities.'

[4] The question in the case is whether the rates
prescribed in the commission's order are confiscatory and
therefore beyond legislative power. Rates which are not
sufficient to yield a reasonable return on the value of the
property used at the time it is being used to render the
service are unjust, unreasonable and confiscatory, and
their enforcement deprives the public utility company of
its property in violation of the Fourteenth Amendment.
This is so well settled by numerous decisions of this court
that citation of the cases is scarcely necessary:



(Citeas: P.U.R.1923D 11, 43 S.Ct. 675)

‘What the company is entitled to ask is a fair return upon
the value of that which it employs for the public
convenience.” Smyth v. Ames (1898) 169 U. S. 467, 547,
18 Sup. Ct. 418, 434 (42 L. Ed. 819).

“There must be a fair return upon the reasonable value of
the property at the time it is being used for the public. * *
* And we concur with the court below in holding that the
value of the property is to be determined as of the time
when the inquiry is made regarding the rates. If the
property, which legally enters into the consideration of
the question of rates, has increased in value since it was
acquired, the company is entitled to the benefit of such
increase.” Willcox v. Consolidated Gas Co. (1909) 212 U.
S. 19, 41, 52, 29 Sup. Ct. 192, 200 (53 L. Ed. 382, 15
Ann. Cas. 1034, 48 L. R. A. [N. S.]11134).

“The ascertainment of that value is not controlled by
artificial rules. It is not a matter of formulas, but there
must be a reasonable judgment having its basis in a proper
consideration of all relevant facts.” Minnesota Rate Cases
(1913) 230 U. S. 352, 434, 33 Sup. Ct. 729, 754 (57 L.
Ed. 1511,48 L. R. A. [N. S.] 1151, Ann. Cas. 1916A, 18).
*691 ‘And in order to ascertain that value, the original
cost of construction, the amount expended in permanent
improvements, the amount and market value of its bonds
and stock, the present as compared with the original cost
of construction, the probable earning capacity of the
property under particular rates prescribed by statute, and
the sum required to meet operating expenses, are all
matters for consideration, and are to be given such weight
as may be just and right in each case. We do not say that
there may not be other matters to be regarded in
estimating the value of the property.” Smyth v. Ames, 169
U. S., 546, 547, 18 Sup. Ct. 434, 42 L. Ed. 819.

‘* * * The making of a just return for the use of the
property involves the recognition of its fair value if it be
more than its cost. The property is held in private
ownership and it is that property, and not the original cost
of it, of which the owner may not be deprived without due
process of law.'

Minnesota Rate Cases, 230 U. S. 454, 33 Sup. Ct. 762, 57
L. Ed. 1511, 48 L. R. A. (N. S.) 1151, Ann. Cas. 1916A,
18.

In Missouri ex rel. Southwestern Bell Telephone Co., v.
Public Service Commission of Missouri, supra, applying
the principles of the cases above cited and others, this
court said:

‘Obviously, the commission undertook to value the
property without according any weight to the greatly
enhanced costs of material, labor, supplies, etc., over
those prevailing in 1913, 1914, and 1916. As matter of
common knowledge, these increases were large.
Competent witnesses estimated them as 45 to 50 per
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centum. * * * It is impossible to ascertain what will
amount to a fair return upon properties devoted to public
service, without giving consideration to the cost of labor,
supplies, etc., at the time the investigation is made. An
honest and intelligent forecast of probable future values,
made upon a view of all the relevant circumstances, is
essential. If the highly important element of present costs
is wholly disregarded, such a forecast becomes
impossible. Estimates for to-morrow cannot ignore prices
of to-day.’

[5] *692 It is clear that the court also failed to give
proper consideration to the higher cost of construction in
1920 over that in 1915 and before the war, and failed to
give weight to cost of reproduction less depreciation on
the basis of 1920 prices, or to the testimony of the
company's valuation engineer, based on present and past
costs of construction, that the property in his opinion, was
worth $900,000. The final figure, $460,000, was arrived
**679 at substantially on the basis of actual cost, less
depreciation, plus 10 per cent. for going value and
$10,000 for working capital. This resulted in a valuation
considerably and materially less than would have been
reached by a fair and just consideration of all the facts.
The valuation cannot be sustained. Other objections to the
valuation need not be considered.

3. Rate of return: The state commission found that the
company's net annual income should be approximately
$37,000, in order to enable it to earn 8 per cent. for return
and depreciation upon the value of its property as fixed by
it. Deducting 2 per cent. for depreciation, there remains 6
per cent. on $460,000, amounting to $27,600 for return.
This was approved by the state court.

[6] The company contends that the rate of return is too
low and confiscatory. What annual rate will constitute just
compensation depeds upon many circumstances, and must
be determined by the exercise of a fair and enlightened
judgment, having regard to all relevant facts. A public
utility is entitled to such rates as will permit it to earn a
return on the value of the property which it employs for
the convenience of the public equal to that generally
being made at the same time and in the same general part
of the country on investments in other business
undertakings which are attended by corresponding, risks
and uncertainties; but it has no constitutional right to
profits such as are realized or anticipated in *693 highly
profitable enterprises or speculative ventures. The return
should be reasonably sufficient to assure confidence in the
financial soundness of the utility and should be adequate,
under efficient and economical management, to maintain
and support its credit and enable it to raise the money
necessary for the proper discharge of its public duties. A



(Citeas: P.U.R.1923D 11, 43 S.Ct. 675)

rate of return may be reasonable at one time and become
too high or too low by changes affecting opportunities for
investment, the money market and business conditions
generally.

In 1909, this court, in Willcox v. Consolidated Gas Co.,
212 U. S. 19, 48-50, 29 Sup. Ct. 192, 53 L. Ed. 382, 15
Ann. Cas. 1034, 48 L. R. A. (N. S.) 1134, held that the
question whether a rate yields such a return as not to be
confiscatory depends upon circumstances, locality and
risk, and that no proper rate can be established for all
cases; and that, under the circumstances of that case, 6 per
cent. was a fair return on the value of the property
employed in supplying gas to the city of New York, and
that a rate yielding that return was not confiscatory. In
that case the investment was held to be safe, returns
certain and risk reduced almost to a minimum-as nearly a
safe and secure investment as could be imagined in regard
to any private manufacturing enterprise.

In 1912, in Cedar Rapids Gas Co. v. Cedar Rapids, 223 U.
S. 655, 670, 32 Sup. Ct. 389, 56 L. Ed. 594, this court
declined to reverse the state court where the value of the
plant considerably exceeded its cost, and the estimated
return was over 6 per cent.

In 1915, in Des Moines Gas Co. v. Des Moines, 238 U. S.
153, 172, 35 Sup. Ct. 811, 59 L. Ed. 1244, this court
declined to reverse the United States District Court in
refusing an injunction upon the conclusion reached that a
return of 6 per cent. per annum upon the value would not
be confiscatory.

In 1919, this court in Lincoln Gas Co. v. Lincoln, 250 U.
S. 256, 268, 39 Sup. Ct. 454, 458 (63 L. Ed. 968),
declined on the facts of that case to approve a finding that
no rate yielding as much as 6 per cent. *694 on the
invested capital could be regarded as confiscatory.
Speaking for the court, Mr. Justice Pitney said:

‘It is a matter of common knowledge that, owing
principally to the World War, the costs of labor and
supplies of every kind have greatly advanced since the
ordinance was adopted, and largely since this cause was
last heard in the court below. And it is equally well
known that annual returns upon capital and enterprise the
world over have materially increased, so that what would
have been a proper rate of return for capital invested in
gas plants and similar public utilities a few years ago
furnishes no safe criterion for the present or for the
future.'

In 1921, in Brush Electric Co. v. Galveston, the United
States District Court held 8 per cent. a fair rate of
return. ©
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ENA4 This case was affirmed by this court June 4,
1923, 262 U. S. 443, 43 Sup. Ct. 606, 67 L. Ed.
1076.

In January, 1923, in City of Minneapolis v. Rand, the
Circuit Court of Appeals of the Eighth Circuit (285 Fed.
818, 830) sustained, as against the attack of the city on the
ground that it was excessive, 7 1/2 per cent., found by a
special master and approved by the District Court as a fair
and reasonable return on the capital investment-the value
of the property.

[7] Investors take into account the result of past
operations, especially in recent years, when determining
the terms upon which they will invest in such an
undertaking. Low, uncertain, or irregular income makes
for low prices for the securities of the utility and higher
rates of interest to be demanded by investors. The fact
that the company may not insist as a matter of
constitutional right that past losses be made up by rates to
be applied in the present and future tends to weaken
credit, and the fact that the utility is protected against
being compelled to serve for confiscatory rates tends to
support it. In *695 this case the record shows that the rate
of return has been low through a long period up to the
time of the inquiry by the commission here involved. For
example, the average rate of return on the total cost of the
property from 1895 to 1915, inclusive, was less than 5 per
cent.; from 1911 to 1915, inclusive, about 4.4 per cent.,
without allowance for depreciation. In 1919 the net
operating income was approximately $24,700, leaving
$15,500, approximately, or 3.4 per cent. on $460,000
fixed by the commission, after deducting 2 per cent. for
depreciation. In 1920, the net operating income was
approximately $25,465, leaving $16,265 for return, after
allowing for depreciation. Under the facts and
circumstances indicated by the record, we think that a rate
of return of 6 per cent. upon the value of the property is
substantially too low to constitute just compensation for
the use of the property employed to render the service.

The judgment of the Supreme Court of Appeals of West
Virginia is reversed.

Mr. Justice BRANDEIS concurs in the judgment of
reversal, for the reasons stated by him in Missouri ex rel.
Southwestern Bell Telephone Co. v. Public Service
Commission of Missouri, supra.
U.S. 1923
Bluefield Waterworks & Imp. Co. v. Public Service
Commission of W. Va.

P.U.R. 1923D 11, 262 U.S. 679, 43 S.Ct. 675, 67 L.Ed.
1176



Workpaper 02

43 S.Ct. 675 PRged of 8
P.U.R. 1923D 11, 262 U.S. 679, 43 S.Ct. 675, 67 L.Ed. 1176
(Citeas: P.U.R.1923D 11, 43 S.Ct. 675)

END OF DOCUMENT

© 2006 Thomson/West. No Claim to Orig. U.S. Govt. Works.



Workpaper 24
Page 1 of 5

2/11/2021 The Prize in Economic Sciences 2003 - Press release

| understand

Q THE
NOBEL
PRIZE

Press release

German

F2e\ KUNGL.
8¢ VETENSKAPSAKADEMIEN

THE ROYAL SWEDISH ACADEMY OF SCIENCES

English

French

Swedish

8 October 2003

The Royal Swedish Academy of Sciences has decided that the Bank of Sweden Prize in
Economic Sciences in Memory of Alfred Nobel, 2003, is to be shared between

Robert F. Engle
New York University, USA

“for methods of analyzing economic time series with time-varying volatility (ARCH)”
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and

Clive W. J. Granger
University of California at San Diego, USA

“for methods of analyzing economic time series with common trends (cointegration)”.

Statistical Methods for Economic Time Series

Researchers use data in the form of time series, i.e., chronological sequences of
observations, when estimating relationships and testing hypotheses from economic
theory. Such time series show the development of GDP, prices, interest rates, stock
prices, etc. During the 1980s, this year’s Laureates devised new statistical methods for
dealing with two key properties of many economic time series: time-varying volatility
and nonstationarity.

On financial markets, random fluctuations over time — volatility — are particularly
significant because the value of shares, options and other financial instruments depends
on their risk. Fluctuations can vary considerably over time; turbulent periods with large
fluctuations are followed by calmer periods with small fluctuations. Despite such time-
varying volatility, in want of a better alternative, researchers used to work with
statistical methods that presuppose constant volatility. Robert Engle’s discovery was
therefore a major breakthrough. He found that the concept of autoregressive conditional
heteroskedasticity (ARCH) accurately captures the properties of many time series and
developed methods for statistical modeling of time-varying volatility. His ARCH models
have become indispensable tools not only for researchers, but also for analysts on
financial markets, who use them in asset pricing and in evaluating portfolio risk.

Most macroeconomic time series follow a stochastic trend, so that a temporary
disturbance in, say, GDP has a long-lasting effect. These time series are called
nonstationary; they differ from stationary series which do not grow over time, but
fluctuate around a given value. Clive Granger demonstrated that the statistical methods
used for stationary time series could yield wholly misleading results when applied to the
analysis of nonstationary data. His significant discovery was that specific combinations
of nonstationary time series may exhibit stationarity, thereby allowing for correct
statistical inference. Granger called this phenomenon cointegration. He developed
methods that have become invaluable in systems where short-run dynamics are affected
by large random disturbances and long-run dynamics are restricted by economic

https://www.nobelprize.org/prizes/economic-sciences/2003/press-release/ 2/5
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equilibrium relationships. Examples include the relations between wealth and
consumption, exchange rates and price levels, and short and long-term interest rates.

Read more about this year’s prize

Information for the Public

Scientific Background (pdf)

Links and Further Reading

Robert F. Engle, born in 1942 (60 years), in Syracuse, NY, USA (American citizen);
Ph.D. from Cornell University in 1969; Michael Armellino Professor of Management of
Financial Services at New York University, NY, USA.

Clive W. J. Granger, born 1934 (69 years), in Swansea, Wales (British citizen); Ph.D. from
University of Nottingham in 1959; emeritus Professor of Economics at University of
California at San Diego, USA.

The Prize amount: SEK 10 million, will be shared equally among the Laureates.

Contact persons: Katarina Werner, Information assistant,
phone +46 8 673 95 29, katarina@kva.se and Eva Krutmeijer, Head of information, phone

+46 8 673 95 95,
+46 709 84 66 38, evak@kva.se

To cite this section
MLA style: Press release. NobelPrize.org. Nobel Media AB 2021. Thu. 11 Feb 2021.
<https://www.nobelprize.org/prizes/economic-sciences/2003/press-release/>
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GARCH 101: The Use of
ARCH/GARCH Models in Applied
Econometrics

Robert Engle

he great workhorse of applied econometrics is the least squares model.

This is a natural choice, because applied econometricians are typically

called upon to determine how much one variable will change in response
to a change in some other variable. Increasingly however, econometricians are
being asked to forecast and analyze the size of the errors of the model. In this case,
the questions are about volatility, and the standard tools have become the ARCH/
GARCH models.

The basic version of the least squares model assumes that the expected value
of all error terms, when squared, is the same at any given point. This assumption is
called homoskedasticity, and it is this assumption that is the focus of ARCH/
GARCH models. Data in which the variances of the error terms are not equal, in
which the error terms may reasonably be expected to be larger for some points or
ranges of the data than for others, are said to suffer from heteroskedasticity. The
standard warning is that in the presence of heteroskedasticity, the regression
coefficients for an ordinary least squares regression are still unbiased, but the
standard errors and confidence intervals estimated by conventional procedures will
be too narrow, giving a false sense of precision. Instead of considering this as a
problem to be corrected, ARCH and GARCH models treat heteroskedasticity as a
variance to be modeled. As a result, not only are the deficiencies of least squares
corrected, but a prediction is computed for the variance of each error term. This
prediction turns out often to be of interest, particularly in applications in finance.

The warnings about heteroskedasticity have usually been applied only to
cross-section models, not to time series models. For example, if one looked at the

m Robert Engle is the Michael Armellino Professor of Finance, Stern School of Business, New
York University, New York, New York, and Chancellor’s Associates Professor of Economics,
University of California at San Diego, La Jolla, California.
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cross-section relationship between income and consumption in household data,
one might expect to find that the consumption of low-income households is more
closely tied to income than that of high-income households, because the dollars of
savings or deficit by poor households are likely to be much smaller in absolute value
than high income households. In a cross-section regression of household consump-
tion on income, the error terms seem likely to be systematically larger in absolute
value for high-income than for low-income households, and the assumption of
homoskedasticity seems implausible. In contrast, if one looked at an aggregate time
series consumption function, comparing national income to consumption, it seems
more plausible to assume that the variance of the error terms doesn’t change much
over time.

A recent development in estimation of standard errors, known as “robust
standard errors,” has also reduced the concern over heteroskedasticity. If the
sample size is large, then robust standard errors give quite a good estimate of
standard errors even with heteroskedasticity. If the sample is small, the need for a
heteroskedasticity correction that does not affect the coefficients, and only asymp-
totically corrects the standard errors, can be debated.

However, sometimes the natural question facing the applied econometrician is
the accuracy of the predictions of the model. In this case, the key issue is the
variance of the error terms and what makes them large. This question often arises
in financial applications where the dependent variable is the return on an asset or
portfolio and the variance of the return represents the risk level of those returns.
These are time series applications, but it is nonetheless likely that heteroskedasticity
is an issue. Even a cursory look at financial data suggests that some time periods are
riskier than others; that is, the expected value of the magnitude of error terms at
some times is greater than at others. Moreover, these risky times are not scattered
randomly across quarterly or annual data. Instead, there is a degree of autocorre-
lation in the riskiness of financial returns. Financial analysts, looking at plots of
daily returns such as in Figure 1, notice that the amplitude of the returns varies over
time and describe this as “volatility clustering.” The ARCH and GARCH models,
which stand for autoregressive conditional heteroskedasticity and generalized autore-
gressive conditional heteroskedasticity, are designed to deal with just this set of
issues. They have become widespread tools for dealing with time series heteroske-
dastic models. The goal of such models is to provide a volatility measure—like a
standard deviation—that can be used in financial decisions concerning risk analy-
sis, portfolio selection and derivative pricing.

ARCH/GARCH Models

Because this paper will focus on financial applications, we will use financial
notation. Let the dependent variable be labeled r,, which could be the return on an
asset or portfolio. The mean value m and the variance % will be defined relative to
a past information set. Then, the return r in the present will be equal to the mean
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Figure 1
Nasdaq, Dow Jones and Bond Returns
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value of r (that is, the expected value of r based on past information) plus the
standard deviation of r (that is, the square root of the variance) times the error
term for the present period.

The econometric challenge is to specify how the information is used to forecast
the mean and variance of the return, conditional on the past information. While
many specifications have been considered for the mean return and have been used
in efforts to forecast future returns, virtually no methods were available for the
variance before the introduction of ARCH models. The primary descriptive tool was
the rolling standard deviation. This is the standard deviation calculated using a
fixed number of the most recent observations. For example, this could be calcu-
lated every day using the most recent month (22 business days) of data. It is
convenient to think of this formulation as the first ARCH model; it assumes that the
variance of tomorrow’s return is an equally weighted average of the squared
residuals from the last 22 days. The assumption of equal weights seems unattractive,
as one would think that the more recent events would be more relevant and
therefore should have higher weights. Furthermore the assumption of zero weights
for observations more than one month old is also unattractive. The ARCH model
proposed by Engle (1982) let these weights be parameters to be estimated. Thus,
the model allowed the data to determine the best weights to use in forecasting the
variance.

A useful generalization of this model is the GARCH parameterization intro-
duced by Bollerslev (1986). This model is also a weighted average of past squared
residuals, but it has declining weights that never go completely to zero. It gives
parsimonious models that are easy to estimate and, even in its simplest form, has
proven surprisingly successful in predicting conditional variances. The most widely
used GARCH specification asserts that the best predictor of the variance in the next
period is a weighted average of the long-run average variance, the variance
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predicted for this period, and the new information in this period that is captured
by the most recent squared residual. Such an updating rule is a simple description
of adaptive or learning behavior and can be thought of as Bayesian updating.

Consider the trader who knows that the long-run average daily standard
deviation of the Standard and Poor’s 500 is 1 percent, that the forecast he made
yesterday was 2 percent and the unexpected return observed today is 3 percent.
Obviously, this is a high volatility period, and today is especially volatile, which
suggests that the forecast for tomorrow could be even higher. However, the fact
that the long-term average is only 1 percent might lead the forecaster to lower the
forecast. The best strategy depends upon the dependence between days. If these
three numbers are each squared and weighted equally, then the new forecast would
be 2.16 = V(1 + 4 + 9)/3. However, rather than weighting these equally, it is
generally found for daily data that weights such as those in the em-
pirical example of (.02, .9, .08) are much more accurate. Hence the forecast is
2.08 = V.02*1 + .9%4 + .08%9.

To be precise, we can use %, to define the variance of the residuals of a
regression v, = m, + V'h,g . In this definition, the variance of & is one. The GARCH
model for variance looks like this:

iy = o+ alr,— m)?+ Bh,= o + ah,e? + Bh,.

The econometrician must estimate the constants o, «, 3; updating simply requires
knowing the previous forecast # and residual. The weights are (1 — « — B, B, @),
and the long-run average variance is Vw/(1 — a — ). It should be noted that this
only works if @ + B < 1, and it only really makes sense if the weights are positive,
requiring a > 0, > 0, w > 0.

The GARCH model that has been described is typically called the GARCH(1,1)
model. The (1,1) in parentheses is a standard notation in which the first number
refers to how many autoregressive lags, or ARCH terms, appear in the equation,
while the second number refers to how many moving average lags are specified,
which here is often called the number of GARCH terms. Sometimes models with
more than one lag are needed to find good variance forecasts.

Although this model is directly set up to forecast for just one period, it turns
out that based on the one-period forecast, a two-period forecast can be made.
Ultimately, by repeating this step, long-horizon forecasts can be constructed. For
the GARCH(1,1), the two-step forecast is a little closer to the long-run average
variance than is the one-step forecast, and, ultimately, the distant-horizon forecast
is the same for all time periods as long as a + B < 1. This is just the unconditional
variance. Thus, the GARCH models are mean reverting and conditionally het-
eroskedastic, but have a constant unconditional variance.

I turn now to the question of how the econometrician can possibly estimate an
equation like the GARCH(1,1) when the only variable on which there are data is r,.
The simple answer is to use maximum likelihood by substituting %, for o® in the
normal likelihood and then maximizing with respect to the parameters. An even
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simpler answer is to use software such as EViews, SAS, GAUSS, TSP, Matlab, RATS
and many others where there exist already packaged programs to do this.

But the process is not really mysterious. For any set of parameters w, a, 8 and
a starting estimate for the variance of the first observation, which is often taken to
be the observed variance of the residuals, it is easy to calculate the variance forecast
for the second observation. The GARCH updating formula takes the weighted
average of the unconditional variance, the squared residual for the first observation
and the starting variance and estimates the variance of the second observation. This
is input into the forecast of the third variance, and so forth. Eventually, an entire
time series of variance forecasts is constructed. Ideally, this series is large when the
residuals are large and small when they are small. The likelihood function provides
a systematic way to adjust the parameters w, a, (8 to give the best fit.

Of course, it is entirely possible that the true variance process is different from
the one specified by the econometrician. In order to detect this, a variety of
diagnostic tests are available. The simplest is to construct the series of {¢,}, which
are supposed to have constant mean and variance if the model is correctly specified.
Various tests such as tests for autocorrelation in the squares are able to detect
model failures. Often a “Ljung box test” with 15 lagged autocorrelations is used.

A Value-at-Risk Example

Applications of the ARCH/GARCH approach are widespread in situations
where the volatility of returns is a central issue. Many banks and other financial
institutions use the concept of “value at risk” as a way to measure the risks faced by
their portfolios. The 1 percent value at risk is defined as the number of dollars that
one can be 99 percent certain exceeds any losses for the next day. Statisticians call
this a 1 percent quantile, because 1 percent of the outcomes are worse and
99 percent are better. Let’s use the GARCH(1,1) tools to estimate the 1 percent
value at risk of a $1,000,000 portfolio on March 23, 2000. This portfolio consists of
50 percent Nasdaq, 30 percent Dow Jones and 20 percent long bonds. The long
bond is a ten-year constant maturity Treasury bond.! This date is chosen to be just
before the big market slide at the end of March and April. It is a time of high
volatility and great anxiety.

First, we construct the hypothetical historical portfolio. (All calculations in this
example were done with the EViews software program.) Figure 1 shows the pattern
of returns of the Nasdaq, Dow Jones, bonds and the composite portfolio leading up
to the terminal date. Each of these series appears to show the signs of ARCH effects
in that the amplitude of the returns varies over time. In the case of the equities, it
is clear that this has increased substantially in the latter part of the sample period.
Visually, Nasdaq is even more extreme. In Table 1, we present some illustrative

! The portfolio has constant proportions of wealth in each asset that would entail some rebalancing over
time.
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Table 1
Portfolio Data

NASDAQ Dow Jones Rate Portfolio
Mean 0.0009 0.0005 0.0001 0.0007
Std. Dev. 0.0115 0.0090 0.0073 0.0083
Skewness —0.5310 —0.3593 —0.2031 —0.4738
Kurtosis 7.4936 8.3288 4.9579 7.0026

Sample: March 23, 1990 to March 23, 2000.

statistics for each of these three investments separately and for the portfolio as a
whole in the final column. From the daily standard deviation, we see that the
Nasdaq is the most volatile and interest rates the least volatile of the assets. The
portfolio is less volatile than either of the equity series even though it is 80 percent
equity—yet another illustration of the benefits of diversification. All the assets show
evidence of fat tails, since the kurtosis exceeds 3, which is the normal value, and
evidence of negative skewness, which means that the left tail is particularly extreme.

The portfolio shows substantial evidence of ARCH effects as judged by the
autocorrelations of the squared residuals in Table 2. The first order autocorrelation
is .210, and they gradually decline to .083 after 15 lags. These autocorrelations are
not large, but they are very significant. They are also all positive, which is uncom-
mon in most economic time series and yet is an implication of the GARCH(1,1)
model. Standard software allows a test of the hypothesis that there is no autocor-
relation (and hence no ARCH). The test p-values shown in the last column are all
zero to four places, resoundingly rejecting the “no ARCH” hypothesis.

Then we forecast the standard deviation of the portfolio and its 1 percent
quantile. We carry out this calculation over several different time frames: the entire
ten years of the sample up to March 23, 2000; the year before March 23, 2000; and
from January 1, 2000, to March 23, 2000.

Consider first the quantiles of the historical portfolio at these three different
time horizons. To do this calculation, one simply sorts the returns and finds the
1 percent worst case. Over the full ten-year sample, the 1 percent quantile times
$1,000,000 produces a value at risk of $22,477. Over the last year, the calculation
produces a value at risk of $24,653—somewhat higher, but not enormously so.
However, if the 1 percent quantile is calculated based on the data from January 1,
2000, to March 28, 2000, the value at risk is $35,159. Thus, the level of risk
apparently has increased dramatically over the last quarter of the sample. Each of
these numbers is the appropriate value at risk if the next day is equally likely to be
the same as the days in the given sample period. This assumption is more likely to
be true for the shorter period than for the long one.

The basic GARCH(1,1) results are given in Table 3. Under this table it lists the
dependent variable, PORT, and the sample period, indicates that it took the
algorithm 16 iterations to maximize the likelihood function and computed stan-
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Table 2
Autocorrelations of Squared Portfolio Returns

AC Q-Stat Prob

1 0.210 115.07 0.000
2 0.183 202.64 0.000
3 0.116 237.59 0.000
4 0.082 255.13 0.000
5 0.122 294.11 0.000
6 0.163 363.85 0.000
7 0.090 384.95 0.000
8 0.099 410.77 0.000
9 0.081 427.88 0.000
10 0.081 445.03 0.000
11 0.069 457.68 0.000
12 0.080 474.29 0.000
13 0.076 489.42 0.000
14 0.074 503.99 0.000
15 0.083 521.98 0.000

Sample: March 23, 1990 to March 23, 2000.

Table 3
GARCH(1,1)

Variance Equation
Variable Coef St. Err Z-Stat P-Value
C 1.40E-06 4.48E-07 3.1210 0.0018
ARCH(1) 0.0772 0.0179 4.3046 0.0000
GARCH(1) 0.9046 0.0196 46.1474 0.0000

Notes: Dependent Variable: PORT.

Sample (adjusted): March 23, 1990 to March 23, 2000.
Convergence achieved after 16 iterations.
Bollerslev-Woodridge robust standard errors and covariance.

dard errors using the robust method of Bollerslev-Wooldridge. The three coeffi-
cients in the variance equation are listed as C, the intercept; ARCH(1), the first lag
of the squared return; and GARCH(1), the first lag of the conditional variance.
Notice that the coefficients sum up to a number less than one, which is required to
have a mean reverting variance process. Since the sum is very close to one, this
process only mean reverts slowly. Standard errors, Z-statistics (which are the ratio of
coefficients and standard errors) and p-values complete the table.

The standardized residuals are examined for autocorrelation in Table 4.
Clearly, the autocorrelation is dramatically reduced from that observed in the
portfolio returns themselves. Applying the same test for autocorrelation, we now
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Table 4
Autocorrelations of Squared Standardized Residuals

AC Q-Stat Prob

1 0.005 0.0589 0.808

2 0.039 4.0240 0.134

3 —0.011 4.3367 0.227

4 —0.017 5.0981 0.277

5 0.002 5.1046 0.403

6 0.009 5.3228 0.503

7 —0.015 5.8836 0.553

8 —0.013 6.3272 0.611

9 —0.024 7.8169 0.553

10 —0.006 7.9043 0.638
11 —0.023 9.3163 0.593
12 —0.013 9.7897 0.634
13 —0.003 9.8110 0.709
14 0.009 10.038 0.759
15 —0.012 10.444 0.791

find the p-values are about 0.5 or more, indicating that we can accept the hypothesis
of “no residual ARCH.”

The forecast standard deviation for the next day is 0.0146, which is almost
double the average standard deviation of 0.0083 presented in the last column of
Table 1. If the residuals were normally distributed, then this would be multiplied by
2.327, because 1 percent of a normal random variable lies 2.327 standard deviations
below the mean. The estimated normal value at risk = $33,977. As it turns out, the
standardized residuals, which are the estimated values of {g,}, are not very close to
a normal distribution. They have a 1 percent quantile of 2.844, which reflects the
fat tails of the asset price distribution. Based on the actual distribution, the
estimated 1 percent value at risk is $39,996. Notice how much this value at risk has
risen to reflect the increased risk in 2000.

Finally, the value at risk can be computed based solely on estimation of the
quantile of the forecast distribution. This has recently been proposed by Engle and
Manganelli (2001), adapting the quantile regression methods of Koenker and
Basset (1978) and Koenker and Hallock in this symposium. Application of their
method to this data set delivers a value at risk = $38,228.

What actually did happen on March 24, 2000, and subsequently? The
portfolio lost more than $1000 on March 24 and more than $3000 on March 27.
The biggest hit was $67,000 on April 14. We all know that Nasdaq declined
substantially over the next year. The Dow Jones average was much less affected,
and bond prices increased as the Federal Reserve lowered interest rates. Fig-
ure 2 plots the value at risk estimated each day using this methodology within
the sample period and the losses that occurred the next day. There are about
1 percent of times the value at risk is exceeded, as is expected, since this is
in-sample. Figure 3 plots the same graph for the next year and a quarter, during
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Figure 2

Value at Risk and Portfolio Losses In-Sample
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which the equity market tanks and the bond yields fall. The parameters are not
reestimated, but the formula is simply updated each day. The computed value
at risk rises substantially from the $40,000 initial figure as the volatility rises in
April 2000. Then the losses decline, so that the value at risk is well above the

realized losses. Toward the end of the period, the losses approach the value at
risk again, but at a lower level. In this year and a quarter, the value at risk is
exceeded only once; thus, this is actually a slightly conservative estimate of the

risk. It is not easy to determine whether a particular value-at-risk number is

correct, although statistical tests can be formulated for this in the same way they
are formulated for volatilities. For example, Engle and Manganelli (2001)

present a “dynamic quantile test.”



Workpaper 25
Page 10 of 12

166 Journal of Economic Perspectives

Extensions and Modifications of GARCH

The GARCH(1,1) is the simplest and most robust of the family of volatility
models. However, the model can be extended and modified in many ways. I will
briefly mention three modifications, although the number of volatility models that
can be found in the literature is now quite extraordinary.

The GARCH(1,1) model can be generalized to a GARCH( p,q) model—that
is, 2 model with additional lag terms. Such higher-order models are often useful
when a long span of data is used, like several decades of daily data or a year of
hourly data. With additional lags, such models allow both fast and slow decay of
information. A particular specification of the GARCH(2,2) by Engle and Lee
(1999), sometimes called the “component model,” is a useful starting point to this
approach.

ARCH/GARCH models thus far have ignored information on the direction of
returns; only the magnitude matters. However, there is very convincing evidence
that the direction does affect volatility. Particularly for broad-based equity indices
and bond market indices, it appears that market declines forecast higher volatility
than comparable market increases do. There is now a variety of asymmetric GARCH
models, including the EGARCH model of Nelson (1991), the TARCH model—
threshold ARCH—attributed to Rabemananjara and Zakoian (1993) and Glosten,
Jaganathan and Runkle (1993), and a collection and comparison by Engle and Ng
(1993).

The goal of volatility analysis must ultimately be to explain the causes of
volatility. While time series structure is valuable for forecasting, it does not
satisfy our need to explain volatility. The estimation strategy introduced for
ARCH/GARCH models can be directly applied if there are predetermined or
exogenous variables. Thus, we can think of the estimation problem for the
variance just as we do for the mean. We can carry out specification searches and
hypothesis tests to find the best formulation. Thus far, attempts to find the
ultimate cause of volatility are not very satisfactory. Obviously, volatility is a
response to news, which must be a surprise. However, the timing of the news
may not be a surprise and gives rise to predictable components of volatility, such
as economic announcements. It is also possible to see how the amplitude of
news events is influenced by other news events. For example, the amplitude of
return movements on the United States stock market may respond to the
volatility observed earlier in the day in Asian markets as well as to the volatility
observed in the United States on the previous day. Engle, Ito and Lin (1990) call
these “heat wave” and “meteor shower” effects.

A similar issue arises when examining several assets in the same market. Does
the volatility of one influence the volatility of another? In particular, the volatility
of an individual stock is clearly influenced by the volatility of the market as a whole.
This is a natural implication of the capital asset pricing model. It also appears that
there is time variation in idiosyncratic volatility (for example, Engle, Ng and
Rothschild, 1992).
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This discussion opens the door to multivariate modeling where not only the
volatilities but also the correlations are to be investigated. There are now a large
number of multivariate ARCH models to choose from. These turn out often to be
difficult to estimate and to have large numbers of parameters. Research is continu-
ing to examine new classes of multivariate models that are more convenient for
fitting large covariance matrices. This is relevant for systems of equations such as
vector autoregressions and for portfolio problems where possibly thousands of
assets are to be analyzed.

Conclusion

ARCH and GARCH models have been applied to a wide range of time series
analyses, but applications in finance have been particularly successful and have
been the focus of this introduction. Financial decisions are generally based
upon the tradeoff between risk and return; the econometric analysis of risk is
therefore an integral part of asset pricing, portfolio optimization, option pric-
ing and risk management. This paper has presented an example of risk mea-
surement that could be the input to a variety of economic decisions. The
analysis of ARCH and GARCH models and their many extensions provides a
statistical stage on which many theories of asset pricing and portfolio analysis

can be exhibited and tested.
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1. Introduction

All consumption-based models of asset pricing imply that the relation between the conditional
mean and conditional volatility of any asset reflects the effectiveness of the asset as a hedge against
intertemporal variation in the marginal utility of consumption. The relation is negative if a long posi-
tion in an asset hedges shocks to the marginal utility of consumption. The relation is positive if a long
position adds to consumption risk. We estimate the relation between the conditional mean and con-
ditional volatility of excess returns on U.S. Treasury securities and find evidence of significant positive
relations for all maturities. Our full sample results indicate that long positions in Treasury Bonds do
not hedge shocks to the marginal utility of consumption. To hedge effectively against such shocks an
investor must sell short or sell futures on bonds. In terms of statistical significance and robustness
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to changes in methodology, the positive relation is especially reliable for bond maturities of 5 years
or less, so short positions on shorter-maturity bonds are the most statistically reliable means for an
investor to hedge the marginal utility of consumption.

The general consumption-based model upon which we base our tests requires only minimal
assumptions. Models such as the capital asset pricing model (CAPM), intertemporal capital asset pric-
ing model (ICAPM) of Merton (1973), the intertemporal asset pricing model of Campbell (1993), and
the habit-persistence model of Campbell and Cochrane (1999) are special cases.! Specializations of the
general model add additional structure, but do not change the implications that are the focus of our
empirical tests. The intuition of the general model is straightforward. A pure hedging asset has realized
returns that are perfectly positively correlated with the marginal utility of wealth.? It provides high
payoffs during “bad times” when the marginal utility of consuming an additional dollar of wealth is
high and low payoffs during “good times” when the marginal utility of consuming an additional dollar
of wealth is low. The volatility of the asset’s return is desirable and investors are willing to pay more
for the asset, because holding the asset decreases intertemporal variation in the holder’s marginal
utility. Thus, the key characteristics of a hedging asset are a negative risk premium and a perfect neg-
ative correlation between the conditionally expected excess return and conditional volatility of the
asset. On the other hand, an asset that has returns that are perfectly negatively correlated with the
marginal utility of wealth provides high payoffs when times are good and low payoffs when times
are bad. The volatility of the asset’s return is undesirable because it increases intertemporal variation
in the holder’s marginal utility. The expected risk premium on such an asset is positive and perfectly
positively correlated with its conditional volatility. A short, rather than long, position in the asset is
required to hedge consumption risk. Our empirical results for bonds are consistent with the latter
case, indicating that realized returns on bonds tend to be high in good times when the marginal utility
of receiving an additional dollar of wealth is low.

The beauty of the general consumption-based modelis that it provides a simple and straightforward
test of the hedging effectiveness of any asset that requires only modeling the first two moments of the
asset’s return. The test does not require consumption data, nor does it require that the researcher
choose a specific model of investor preferences. The model’s predictions regarding the first two
moments of returns hold for any asset, for any two periods of a multi-period model, and require
no assumptions regarding complete markets, return distributions, time- or state-separable utility, or
the existence of labor income or human capital.

In addition to evidence of hedging effectiveness, our results provide evidence regarding which spe-
cial cases of the consumption-based model capture key aspects of asset returns. Our full sample results
are consistent with the conclusion that realized returns on Treasury Bonds are high when investors
least value, and low when investors most value, the benefits of an additional dollar of consumption.
Thus, for a special case of the consumption-based model to accurately reflect investor preferences, it
must explain why investors associate bad times of high marginal utility with periods of low realized
and high expected bond returns. Special cases that assume that the marginal utility of consumptionis a
function of at most wealth and investment opportunities, such as the ICAPM specializations of Merton
(1973) and Campbell (1993), do not do so. Unless one assumes that the coefficient of relative risk
aversion is very low (less than one), these specialized models associate bad times with low expected
returns. Explaining why investors associate bad times with high expected returns requires a model
that captures the fact that investors are concerned not only with the wealth effects of holding assets,
but with the fact that assets do poorly at particular times or in particular states of nature (recessions).
For example, Campbell and Cochrane (1999) do so by adding an argument to the utility function, habit
that enters nonseparably over time

Turning to empirical results, we find that neither the sign nor the significance of the estimated
relation between bond risk and return is sensitive to changes in methodology known to influence
inferences in the literature on stock risk and return. Specifically, the results are similar whether

1 For detailed discussion of the relation of these and other asset pricing models to the general model see Cochrane (2006,
2007).
2 Once the consumer/investor has optimized, the marginal utility of an additional dollar of wealth is the same for all uses.
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the conditional variance is modeled using only financial conditioning variables, a simple general-
ized autoregressive conditional heteroskedasticity in mean (GARCH-M) model, a GARCH-M model
that incorporates financial conditioning variables in the estimation of the conditional variance, or
GARCH-M models that allow for asymmetries in the conditional variance equation. While all of our
empirical models provide evidence consistent with a positive risk-return relation for Treasury Bonds,
the strongest results are for the model that incorporates both financial conditioning information
and GARCH effects in estimating the conditional variance. Thus, combining alternative methods of
estimating the conditional variance reinforces inferences regarding the sign of the risk-return relation.

The general consumption-based model permits the reward to bond volatility to vary over time,
so we examine the linearity and stability of the relation between conditional mean and conditional
variance. For each model of conditional variance and each bond maturity, regression analysis indicates
that financial conditioning information explains variation in bond excess returns that is not related to
changes in the conditional variance. The fact that a time invariant linear model of the bond risk-return
relation is rejected suggests that the reward to bond volatility does change over time.

To provide evidence on the impact of changing reward to volatility on the stability of the risk-return
relation, we examine rolling correlations between “best estimates” of the conditional mean excess
return and conditional variance. The rolling correlations show substantial variation over time in the
short-term relation between bond risk and return. The rolling correlations for all maturities tend to
move together, but the range of variation increases with bond maturity. For each maturity there are
periods during which the rolling correlations are negative, which suggests that the hedging effective-
ness of bonds may have varied during our sample period.

The remainder of this paper is organized as follows. Section 2 reviews related literature. Sec-
tion 3 provides theoretical context. Section 4 describes the data. Section 5 presents our empirical
model of conditional mean excess returns and diagnostic tests of the stability of the model. Section 6
presents our empirical results. Section 7 evaluates the linearity and stability of the relation between
the conditional mean and conditional variance. Section 8 concludes.

2. Related literature

Two studies report direct evidence regarding the intertemporal relation between the conditional
mean and conditional volatility of monthly bond returns. Engle, Lilein, and Robins (1987) use an
ARCH-M framework to estimate the relation between the conditional mean and conditional standard
deviation of monthly excess holding period returns on two-month Treasury bills and twenty-year AAA
rated corporate bonds. They find positive coefficient estimates on volatility in the expected return
regressions for both return series. The coefficient for the two-month bill is significant at the 0.01
level, while that for corporate bonds is significant at the 0.10 level. Campbell (1987) estimates the
conditional mean and conditional variance of monthly excess returns on two-month Treasury bills,
six-month Treasury bills, and a portfolio of five-to-ten-year Treasury Bonds, where both moments
are modeled as functions of financial conditioning variables. Campbell (1987) reports correlations
between the fitted moments of 0.625 for the two-month bill, 0.835 for the six-month bill, and 0.029
for the long-term bond portfolio. While the evidence reported in these studies is limited in terms of
the bond maturities examined, the two studies are consistent in reporting a strong positive relation
between risk and return for short-term bills and a weak positive relation for long-term bonds.3 No
study presents a direct test of the stability of the relation between conditional expected excess returns
and volatilities for bonds.

Contrary to the case of bonds, there are many studies that report estimates of the relation between
the conditional mean and conditional volatility of monthly stock market returns. Results are very
sensitive to changes in the methodology used to estimate the conditional volatility. Since studies by

3 In related work, Fama (1976) and Klemkosky and Pilotte (1992) document positive relations between excess returns and
the volatility of the one-month bill rate for a variety of bill and bond maturities. Such results imply a positive relation between
abond’s excess return and own volatility when the term structure is determined by a single state variable. However, Litterman
and Scheinkman (1991) find that at least three state variables are required to adequately model the term structure.
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Campbell (1987), Campbell and Ammer (1993), and Fama and French (1993) find that bond and stock
excess returns are related to common predictor variables, robustness may be an issue for bonds as well
as stocks. On the other hand Reilly, Wright, and Chan (2000) and Jones and Wilson (2004) document
differences in the time series properties of stock and bond returns, so robustness may not be an issue.
As a precaution, we explore changes in methodology know to influence results in the stock literature.*

A review of studies of monthly stock returns such as French, Schwert, and Stambaugh (1987),
Glosten, Jaganathan, and Runkle (1993), Campbell (1987), Whitelaw (1994) and Harvey (2001) indi-
cates that results are sensitive to whether the conditional variance is modeled using only financial
conditioning variables, a simple GARCH-M model, a GARCH-M model that incorporates financial con-
ditioning variables in the estimation of the conditional variance, or GARCH-M models that allow
positive and negative shocks to returns to have different impacts on the conditional variance. We
also use monthly data, so we examine the robustness of our results to the aforementioned changes in
methodology.>

3. Theoretical context

Consider the intertemporal choice problem of a representative investor who maximizes the con-
ditional expectation of the utility of current and future consumption. In that case, assets can be priced
as the conditional expected value of the product of their payoff and a stochastic discount factor,

Pt = Etf[M 11 (P ti1 + i 1)), (1)

where P;; is the price of asset i at time ¢, I;;. is the asset’s income at t+1, and M;.1 is the stochastic
discount factor.® The discount factor is the marginal rate of substitution, defined as M1 = BU(Cp+1,
X¢+1)/Uc(Ct, ®¢), where B is the time preference parameter and U((;, x¢) defines utility as a function of
time t consumption, C;, and a vector, X;, of other variables that enter into the utility function. Utility
is assumed to be an increasing and concave function of consumption. The additional arguments, Xx;,
admit the possibility that utility may be a function of other variables such as state variables and may
be nonseparable over time, goods, or states of nature. The C subscript denotes the first derivative
of utility with respect to consumption. Eq. (1) and the equations that follow hold for both real and
nominal values as long as all values, including M;. 1, are expressed consistently in either real terms
or nominal terms. They hold for any asset for any two periods of a multi-period model and require
no assumptions regarding complete markets, return distributions, time- or state-separable utility, or
the existence of labor income or human capital. Making such assumptions adds additional structure
to the model, but does not change any of the implications discussed here.

Defining the gross return (one plus the netreturn) as R;+1 =(Pjt+1 *+lir+1)/Pit, Eq. (1) can be rewrit-
ten in terms of asset returns as

1 =E¢[Me1Rip11], (2)
or, equivalently, by applying the definition of covariance, as’

1 =Et[M¢1]- Ee[Rey1]+ Cove[Mii1, Reyq] (2)

4 For the 1950-1999 period Reilly et al. (2000) find that return volatility is more stable for stocks than for bonds, the ratio of
stock market to bond market volatility is not stable, and the correlation between bond and stock returns varies widely. Jones
and Wilson (2004) find similar results for the period 1871-2000.

> We limit our study to parametric methods and monthly returns to keep the scope of the analysis manageable and provide a
reasonably rich baseline for future study, while supplying results comparable to key findings in the stock literature. The mixed
results of studies based on monthly stock return data motivated the exploration of a variety of alternative methodologies to
estimate the stock risk-return relation, including the use of daily returns to estimate monthly volatility (see Ghysels, Santa-
Clara, & Valkanov, 2005), the use of regime-switching models (see Whitelaw, 2000), and the use of measures of expected rather
than realized return (see Jiang & Lee, 2009; Pastor, Sinha, & Swaminathan, 2008).

6 Eq. (1) can also be derived from the absence of arbitrage. See chapters 2 and 4 of Cochrane (2001) for a detailed discussion
of the minimum requirements for Eq. (1) to hold.

7 By definition, Cov¢[Mis1, Res1] = Et[Mes1Res1] — Ec[Mes1] - Ec[Resa ).
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Eq. (2) says that expected discounted gross returns always equal one. The expanded expression (2')
introduces the key role that the covariance between an asset’s return and the discount factor plays in
the risk adjustment of expected return. For a given value of E;[M;.1], expected gross returns must be
inversely related to covariances in any cross-section of assets.

Before discussing the hedging implications of the model in detail, it is useful to examine implica-
tions specific to the pricing of default-free bonds. We begin with the gross return to a default-free
bond that has a one-period maturity. This risk-free gross return, Ry, is known at time t, so Eq. (2)
implies that

Rie = EclMeq]™" (3)

Substituting for future prices in Eq. (1) and using the law of iterated expectations, the price of a
T-period-to-maturity risk-free discount (zero-coupon) bond that pays $1 at maturity is

Pr¢ = Et[Mii1,e4], (4)

where E¢[M;+1t+7]=E[Mt+1M¢+2...Mr+z], and the one-period return to holding the z-period-to-
maturity discount bond is:

P‘L’ t+1 Et+1 [Mt+2 t+r]
R = = : 5
Kt Pr,t Et[Mt+1,t+t] ( )

Eq. (5) shows that the holding period return on a bond is a function of changes in expectations of future
values of the stochastic discount factor over the bond’s life. Any news or events that cause investors
to adjust their expectations of future realizations of the marginal utility of consumption during the
bond’s life are reflected in bond returns and their volatilities. Since the price of any coupon bond can
be expressed as the sum of prices of a series of discount bonds, the intuition behind Eq. (5) holds for
coupon bonds as well.

To examine interemporal hedging issues, it is useful to multiply both sides of Eq. (2") by E¢[M;+1]~1,
substitute from Eq. (3), and rearrange terms to show that the one-period risk premium to holding any
assetiis

iR, 1] Re =~ oMo, Rigya (6)
where Cov; is the conditional covariance at time t. According to Eq. (6), an asset will earn a positive
risk premium if its realized return is inversely related to M;. 1, that is, if the return is high when the
marginal utility of consumption is low and low when marginal utility is high. However, a negative
risk premium is indicated for hedging assets, that is, assets that have high payoffs when the marginal
utility of consumption is high and low payoffs when marginal utility is low. Investors pay more for
hedging assets, because hedging assets provide higher payoffs when additional consumption is most
desired.

As a point of clarification, it is worth noting that the above definition of a hedging asset differs from
that of a “hedge portfolio” as that term is often used in extensions and empirical tests of Merton’s
ICAPM. In those contexts a hedge portfolio is one that hedges against deteriorations in investment
opportunities (decreases in expected future returns) by providing realized returns that are inversely
related to expected returns. In the ICAPM, a long position in a hedge portfolio hedges the marginal
utility of wealth only if the coefficient of relative risk aversion is greater than one.? If risk aversion is
less than one, a portfolio that has realized returns that are positively related to shifts in investment
opportunities is required to hedge the marginal utility of wealth. The ICAPM specializes the general

8 The coefficient of relative risk aversion determines whether investors will increase or decrease consumption in response
to changes in expected future returns. When risk aversion is greater than one, investors are not aggressive in seeking growth
in planned consumption. They increase (decrease) both current and planned future consumption in response to an increase
(decrease) in investment opportunities. In the contrary case, when risk aversion is less than one, investors are aggressive in
seeking growth in planned consumption. In response to an increase in expected returns, they decrease current consumption
to invest more in risky assets. Only in the high risk aversion case does an ICAPM hedging asset (one that provides high realized
returns when investment opportunities are poor) do so during periods when the marginal utility of consumption is high.
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consumption-based model. The ICAPM is derived with the assumption that the marginal utility of
consumption is described by wealth and investment opportunities alone.

Substituting Eq. (5) into Eq. (6) produces the following expression for the excess return to the
T-period discount bond:

Eei1[Mei2,04c] 7
Et[Mi 11,6471 ’

Eq. (7) demonstrates that the ex ante risk premium on a bond reflects the expected time series prop-
erties of M+ during the bond’s maturity. Thus, bonds of adjacent maturities are likely to have similar
return characteristics. Characteristics of short and long maturity bonds could be very different.

We follow the convention of using yield spreads as a conditioning variable in our empirical tests.
Eq. (4) implies that the gross yield on a t-period discount bond is

Et[Rrt11] — R = Covy | Mgy,

1
E[M¢41]

(AN 1/
Yr,t = = Et[Mt+1,t+f] . (8)

Pr;
A comparison of Eq. (7) to Egs. (3) and (8) shows why a bond’s own yield spread contains information
that is a useful for predicting bond excess returns.
Using the relationship between correlation and covariance to expand Eq. (6) provides the relation
of the ex ante risk premium on any asset to that asset’s own volatility®

volt[M¢, 1]

Et[Ri,H-l] - Rf,t = _W
+

VOl¢[R; rq]corre[Mey1, Ri¢41]s 9)
where vol; is the conditional standard deviation, the ratio vol;[M;.1]/E:[M¢+1] is the slope of the mean-
variance frontier, and corr; is the conditional correlation. The correlation summarizes the hedging
properties of an asset and determines the sign of the relation between the first and second conditional
moments of the asset’s excess return. Variation over time in the slope or the correlation will cause the
risk-return relation to vary as well.

Summarizing, three main conclusions can be drawn from the general model of asset pricing. First,
the sign of the relation between a bond’s excess return and conditional volatility depends on the extent
to which a long position in the bond serves as an intertemporal hedge against shocks to the marginal
utility of consumption. Second, risk-return relations differ across bond maturities. The difference
is likely small for adjacent maturity bonds and potentially large for short versus long-term bonds,
because the holding period return for each bond depends on changes during the holding period in
expected values of the stochastic discount factor over the remaining life of the bond. Third, the relation
between bond risk and return may vary over time due to changes in the slope of the mean-variance
frontier or changes in the correlation between the asset’s return and the stochastic discount factor. In
the empirical section of this paper, we focus on documenting the sign of the bond risk-return relation
for the full sample period, the consistency of the relation across bond maturities, and the short-term
stability of the relation.

4. Data and descriptive statistics

Data are from the Center for Research in Security Prices (CRSP). Returns are one-month holding period
returns. Returns and yields on one-month and three-month to maturity Treasury bills are from the
Fama Treasury Bill Term Structure Files. Returns on five Treasury Bond portfolios are from the Fama
Maturity Portfolios Returns File with bonds grouped by maturities in one year intervals. Thus, the
bond portfolios consist of bonds with maturities of less than 1, 1-2, 2-3, 3-4, and 4-5 years. Only
non-callable, non-flower bonds and notes are included in the portfolios. Yields that correspond to
the portfolio returns are from the Fama-Bliss Discount Bonds File. Each yield is for the discount bond
at the upper bound of maturity allowed in a portfolio. We use returns and yields on the ten-year

9 By definition, corre[Me.1, Ri.¢x1] = cove[Mei1, Ri 111/ (vole[Mey1]vole[Ri r41])-
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Table 1

Descriptive statistics for Treasury Bond excess returns.
Panel A: Monthly Excess Return (R +1 — Ryy)
Maturity Mean Std. Dev. Skewness  Kurtosis JB Q(12) 01 P2 03 P12
(months) (x100)  (x100)
T~3 0.0521 0.0909 247 15.39 4357.3%%* 151.5%** 0.32 0.10 0.06 0.02
0<7<12 0.0658 0.2591 1.49 17.91 5665.1*** 79.0%** 019 -0.04 -0.01 -0.08
12<7<24 0.1049  0.6489 0.84 15.88 4135.9"** 59.4%* 0.19 -0.07 -0.05 -0.01
24<71<36 0.1316  0.9890 0.63 13.47 2726.0%** 41.6"** 0.14 -0.06 -0.05 0.01
36<7<48 0.1476 1.2386 0.17 7.87 582.6*** 31.7%* 0.13 -0.05 -0.05 0.04
48 <1 <60 0.1432 1.4523 0.18 6.78 352.6™** 30.9*** 0.13 -0.07 -0.05 0.04
T~120 0.1588 2.2266 0.29 4.44 58.8%** 153 0.06 -0.06 -0.02 0.02
T~ 240 0.1814 2.9069 0.38 5.62 182.8*** 19.3* 0.04 -0.09 -0.05 -0.01
Panel B: Squared Excess Returns (Rr+1 — Rﬁt)z
Maturity (months) Mean (x100) Std. Dev. (x100) Q(12) 01 02 03 L6 012
T~3 0.0001 0.0004 304.5*** 0.52 0.15 0.07 0.10 0.08
0<7<12 0.0007 0.0029 219.4*** 0.36 0.20 0.12 0.18 0.14
12<7<24 0.0043 0.0166 171.9%* 0.19 0.31 0.11 0.23 0.12
24<71<36 0.0099 0.0351 151.7** 0.14 0.33 0.08 0.22 0.11
36<7<48 0.0155 0.0406 202.2%** 0.17 0.32 0.14 0.26 0.14
48 <t <60 0.0213 0.0511 187.7** 0.13 0.28 0.11 0.28 0.15
T~120 0.0497 0.0932 160.0%** 0.18 0.26 0.14 0.08 0.17
T~240 0.0847 0.1837 113.2%** 0.24 0.21 0.19 0.10 0.10

The time series is from January 1961 to December 2009 with 588 observations. The Jarque-Bera (JB) statistic is a goodness-of-fit
measure of the departure of the distribution of a data series from normality, based on the levels of skewness and excess kurtosis.
The JB statistic is x? distributed with 2 degrees of freedom. The Q(12) statistic tests for autocorrelation in the first 12 lags. It is
x? distributed with 12 degrees of freedom based on the number of lags tested. The autocorrelation coefficient is denoted by p,
where t is the lag, in months. ***, **, * denote significance for the B or Q(12) test at the 0.01, 0.05, and 0.10 levels, respectively
for a one-tailed test.

and twenty-year constant maturity bonds from the CRSP Fixed Term Indices Files to represent longer
maturity bonds.'® Where possible, CRSP uses a non-callable, non-flower bond in constructing the Fixed
Term Indices Files. The sample period is January 1961 to December 2009. We start with January 1961,
because there are often substantial gaps in prior months between the desired and available maturities
for the ten- and twenty-year constant maturity bonds. Eight excess return series are calculated by
subtracting the return to the one-month bill from the holding period returns on the three-month bill,
each of the five bond portfolios, and the ten- and twenty-year constant maturity bonds.

We report descriptive statistics for the excess return series in Panel A of Table 1. Both the mean
and standard deviation of monthly excess returns tend to increase with maturity, standard deviations
rise more sharply. These results are consistent with Pilotte and Sterbenz (2006), who find that bond
Sharpe ratios decline with maturity.

The Jarque-Bera (JB) statistics, a goodness-of-fit test of the departure of the distribution of a data
series from the normal, reject normality at the 0.01 level for each excess return series. An examination
of the skewness and kurtosis of the excess return series indicates that the rejection of normality is
due predominately to excess kurtosis relative to the normal distribution. The Q(12) statistics reject
the null hypothesis of no autocorrelation in the first 12 lags at the 0.01 level for six of the eight series
and at the 0.10 level for one series. Reported autocorrelations indicate that these rejections are due
mostly to positive first order autocorrelation in the excess returns. Higher order correlations are close
to zero and the pattern of autocorrelations is consistent with stationarity of all of the excess return
series.

10 We use the twenty-year and not the thirty-year bond from the Fixed Term Indices File because there are several years
where both series are based on the same bond and the gap between actual and desired maturity is generally smaller for the
twenty-year bond. The disadvantage of using constant maturity bonds rather than portfolios is that the realized return is more
sensitive to idiosyncratic variation in the price of a single bond.
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To examine aspects of the volatility of excess returns, we report descriptive statistics for squared
excessreturns in Panel BofTable 1. Panel B shows that both the mean and standard deviation of squared
excess returns increase with maturity. The Q(12) statistics and autocorrelations reported in Panel B
indicate substantial positive autocorrelation in squared excess returns that is more persistent than
the positive autocorrelation in excess returns. These statistics suggest the existence of autoregressive
conditional heteroskedasticity in each excess return series.

5. Excess return model and model evaluation

In this section we present our empirical model of conditional mean excess returns and carry out
diagnostic tests to evaluate the stability of the model. The residuals of this model are used in a
later section of this paper to model conditional volatility using predetermined financial conditioning
information as instrumental variables.

5.1. Estimating conditional mean excess returns

In order to estimate the conditional volatility of a bond’s excess returns, it is useful to isolate the
predictable and the unpredictable components of those returns. To do so, we model the conditional
mean excess return by regressing excess returns on predetermined conditioning variables. An obvious
choice for a conditioning variable is a bond’s own yield spread, defined as the beginning of period
difference between the bond’s yield to maturity and the one-month T-bill rate. The yield spread has
been shown to have predictive power for bond excess returns in prior studies by Campbell (1987),
Fama (1990), and Pilotte and Sterbenz (2006).1! Based on the positive first order autocorrelations in
excess returns reported in Table 1, we also include the one-month lag of each bond’s excess return as
a conditioning variable. Thus, our model of excess returns is:

Ret41 — Rf,t =070+ ar,l(yr,t - Rf,t) + ar,Z(Rr,t — Rf,t—l )+ Ert+1 (10)

where t subscripts denote when a variable is observed, R; ;+ 1 is the uncertain return from holding from
time t to t+1 a bond of maturity 7, Ry, is the risk-free return known at time t and earned by holding a
one-month bill from ¢ to t+1, Yz is the yield-to-maturity observed at time t on a bond of maturity t,
and & ¢+1 is the error term.

Stambaugh (1999) shows that the conventional t-test of return predictability is biased when a
regressor is highly persistent and its changes are highly correlated with subsequent returns. Since
yield spreads are both highly persistent and their innovations are likely correlated with subsequent
returns, we implement the pretest procedure developed by Campbell and Yogo (2005) and Campbell
and Yogo (2006) to check on the validity of the t-statistics associated with the yield spreads in our
regressions. Results of these pretests (not shown) indicate that the conventional t-test leads to valid
inference in all of our regressions of bond excess returns on yield spreads. Because our excess return
series are clearly stationary, as indicated by the autocorrelations reported in Table 1, conventional
t-tests are valid for the lagged excess returns as well.

The results of ordinary least squares (OLS) estimation of regression Eq. (10) are reported in Table 2.
The standard errors are adjusted for autocorrelation and heteroskedasticity. The yield spread is sig-
nificant at the 0.01 level for three, at the 0.05 level for four, and at the 0.10 level for one of the eight
bond maturities. The lagged excess return is significant at the 0.01 level for six bond maturities and
the 0.10 level for one maturity. The regression R-square ranges from a low of 0.02 for the twenty-year
bond to a high of 0.11 for the three-month bill. These results document predictable variation in bond
excess returns for all maturities.

Table 2 also contains test statistics that examine aspects of the regression errors. The JB statistics
reject normality of the residuals at the 0.01 level for every regression. The White statistics reject the

11 Fama (1990) shows that the yield spread contains the market’s estimate of the ex ante risk premium and should reflect
variation in that premium. The idea that a bond’s own term spread contains information that is useful for predicting bond excess
returns also is supported by a comparison of our Eq. (7), to Egs. (3) and (8).
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Table 2
Ordinary least squares regressions of excess returns on conditioning variables.
Maturity Constant  Yr¢—Rgy  Re—Rpeq R? JB White-Hetero.  LM-Serial Corr.  LM-ARCH
T~3 0.000** 0.278***  0.270*** 0.11  4300.5** 97.1%** 35.6%** 112.6™*
(0.000) (0.210) (0.090)
0<t<12 0.000 0.5759* 0.245*** 0.05  8047.5*** 49.4** 64.3"* 94.2%**
(0.000) (0299)  (0.059)
12<t<24 -0.000 1.178** 0.229*** 0.05  5454.4** 10.1** 41.7%* 88.4"**
(0.000) (0.527)  (0.047)
24<t<36  -0.000 1.476** 0.174*** 0.04  3572.7*** 9.2% 30.0"** 85.4***
(0.001) (0.728) (0.043)
36<7t<48 -0.001 1.852** 0.158*** 0.04 661.2%** 22.6%** 20.1% 101.2%**
(0.001) (0.827) (0.045)
48<1 <60 —0.001 1.946*** 0.149*** 0.03 435,9%** 14.3*** 19.9* 90.6™**
(0.001) (0.862) (0.041)
T~ 120 —0.002 2.617** 0.074* 0.02 48.2%** 33.4%** 16.1 85.5%**
(0.002) (1.057) (0.041)
T~ 240 —-0.003* 3.111*  0.038 0.02 215.9* 35.4*** 21.9** 58.3***

(0.002) (1.115) (0.045)

The time series is from January 1961 to December 2009. Regressions of the monthly excess return (R;¢+1 — Ry;) on the beginning-
of-period yield spread (Y — Ry;), and, the one-month lag of the excess return (R; — Ry_1). The Jarque-Bera (JB) statistic is a
goodness-of-fit measure of the departure of the distribution of the regression residuals from normality. The ]B statistic is x?
distributed with 2 degrees of freedom. The White statistic is a test for heteroskedasticity that is 2 distributed with 6 degrees of
freedom. The Breusch-Godfrey Lagrange Multiplier (LM-Serial-Corr.) statistic is a test for serial correlation that is x? distributed
with 12 degrees of freedom due to the test for serial correlation for up to 12 lags. Engle’s Lagrange Multiplier ARCH statistic
(LM-ARCH) is a test for ARCH effects in the residuals. It is x? distributed with 12 degrees of freedom due to the test for ARCH

sk kK

effects for 12 lags. Newey-West autocorrelation and heteroskedasticity consistent standard errors are in parentheses. ***,
denote significance at 0.01, 0.05, and 0.10 levels, respectively for a two-tailed test; one-tailed test for JB, White, and LM tests.

null hypothesis of no heteroskedasticity at the 0.01 level for six maturities, the 0.05 level for one
maturity, and at the 0.10 level for the remaining maturity. The Breusch-Godfrey Lagrange Multiplier
statistics reject the null hypothesis of no serial correlation at the 0.01 level in four regressions, at the
0.05 level in one regression, and at the 0.10 level in two regressions. Engle’s Lagrange Multiplier ARCH
statistics reject the null hypothesis of no autoregressive conditional heteroskedasticity in the residuals
at the 0.01 level in every regression. In brief, the regression residuals are non-normally distributed,
heteroskedastic, autocorrelated, and show strong evidence of ARCH effects. We consider these aspects
of shocks to bond excess returns in the models of the risk-return relation that appear later in this

paper.
5.2. Evaluation of excess return model

Klemkosky and Pilotte (1992) present evidence of shifts in the stochastic process that generates
Treasury Bond risk premiums around October 1979 and October 1982 changes in monetary policy.!2
Thus, we conduct a variety of diagnostic tests to check the specification of our model of excess
returns.!3 Due to the large quantity of diagnostic test results, we discuss them but do not report
them in tabular form.

Our first set of diagnostic tests is based on recursive least squares estimation of Eq. (10) for each
bond maturity. We examine plots against time of the recursive coefficients and two standard error
bands around the coefficients for each bond maturity. These plots suggest that the regression coef-
ficients are stable over time. We also apply the CUSUM and CUSUM of squares tests (see Brown,
Durbin, & Evans, 1975) that are based on plots against time of the cumulative sums of the recur-
sive residuals and their squared values, respectively. Using the 0.05 significance level, the CUSUM

12 These dates reflect changes in the Federal Reserve’s focus on targeting interest rates and monetary aggregates. Specifically,
during 1979-1982 the Fed experimented with using non-borrowed reserves as a target for monetary policy.

13 Klemkosky and Pilotte (1992) reject the stability of a model of the relation between bond excess returns and short-rate
volatility.
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tests suggest model stability while the CUSUM of squares tests suggest instability. Overall, the results
based on recursive estimation suggest parameter stability but changing variance over the full sample
period.

Our second set of diagnostic tests is Wald tests of structural change. Model stability is tested for
each bond for each of the five possible monetary regime pairs. The results of tests that assume unequal
subperiod variances never reject coefficient stability at the 0.05 level and reject it at the 0.10 level in
only one instance. The results of tests that assume equal subperiod variances consistently reject model
stability. The Wald test results are consistent with the recursive least squares results in suggesting
coefficient stability but changing variance across monetary regimes.

Overall, our specification tests support two conclusions. First, the assumption of coefficient stability
over the full sample period is a reasonable one, so our method of estimating conditional mean excess
returns appears adequate. Second, the volatility of return shocks varies over time, suggesting that an
examination of the relation between excess returns and conditional volatility is well motivated. In the
next section, we use models of conditional volatility to examine the relation between bond risk and
return.

6. The relation between excess returns and conditional volatility

In this section, we estimate the empirical relation between bond risk and return. Since the method
chosen to model conditional volatility is critical to the results of estimating the monthly risk-return
relation in the stock literature, we test three specifications of the conditional variance of bond excess
returns.!* We pay special attention to the decision to include or exclude financial conditioning
information in the model of conditional variance, because it determines the sign of the estimated
risk-return relation for stocks. Our first model estimates conditional variances using predetermined
financial conditioning information. Given the strong evidence of ARCH effects in excess returns
reported in Table 2, our second model is a simple GARCH-M model. Our third model incorporates
both financial conditioning variables and GARCH effects.

6.1. Instrumental variables estimation using financial conditioning information

For each bond maturity, T, we estimate the following instrumental variables regression:

Ry 41 —Rf,t =at,0+05r,182 + Urt+1s (11)

where the ¢, 1 are the residuals from the estimation of Eq. (10) model of excess returns, the slope
coefficient «; 1 is the estimate of the relation between the bond’s expected excess return and con-
ditional volatility, and 1, ;+1 is the error term. The intercept, o7 o, provides a check on the empirical
specification of the risk-return model, because Eq. (9) indicates that the intercept will equal zero if the
model specification is adequate. For instruments we consider lags of the squared residuals, the con-
ditioning variables used to estimate the excess return model, and the one-month Treasury bill return.
We include the one-month T-bill rate because of the historically positive relation between interest
rate volatility and the level of interest rates, and because of the common use of the short-term interest
rate to model volatility in term structure models.!® An initial examination of the relations between the
squared residuals and the candidate instruments indicates that the one-month bill rate and six lags of
the squared residuals encompass the candidates that are most useful in modeling conditional volatility.
We expect shocks to bond excess returns to be correlated across maturities, so we improve the effi-
ciency of our estimates by choosing an estimation method that takes into account the cross-equation
correlations in the error terms. We use the Generalized Method of Moments (GMM) to estimate Eq.
(11) simultaneously for all bond maturities. Standard errors are Newey-West heteroskedasticity and
autocorrelation consistent.

14 We repeat each test using the standard deviation and log of conditional variance as the volatility measures. Results for these
alternative specifications are discussed in the robustness section that appears later in the paper.

15 Because of concerns regarding the possible non-stationarity of the one-month rate, we repeat the estimation excluding it
from the list of instruments. Results are qualitatively the same.
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Table 3
Instrumental variables estimation of risk-return relation for Treasury Bonds.
Maturity Constant (x10%)  Slope LM-ARCH  LM-Serial Corr.  ]B AR(1) for predicted eim
T~3 3.350%** 284.423*** 52.3%** 54 3%** 17,660.1*** 0.881***
(0.289) (14.182) (0.021)
0<7<12 5.280%** 24131 96.7*** 55.0%** 2451.4*** 0.981***
(0.633) (3.208) (0.009)
12<7<24  8.010"** 8.391*** 78.5%** 47.1%** 3023.1% 0.538***
(1.670) (1.270) (0.051)
24<t<36  10.090*** 4.857*** 75.2%** 29.3%** 1867.9*** 0.553***
(2.590) (0.915) (0.037)
36<7<48 11.320*** 3.840*** 95.1*** 24.5%** 708.7*** 0.714***
(3.460) (0.944) (0.032)
48<7<60  13.990*** 0.782 85.1%* 23.6%** 286.6"** 0.639***
(4.350) (0.994) (0.035)
T~120 2.810 3.813*** 64.2°*** 16.1 68.6%** 0.953***
(8.950) (1.148) (0.013)
T~240 17.970* 0.232 49.7+** 18.5* 149.2%** 0.666***
(10.330) (0.800) (0.034)

Generalized method of moments (GMM) system estimation incorporates the use of instrumental variables and considers the
cross-equation correlations in the error terms. The following system of equations is estimated:

2
Re i1 — Rpe = o + 01874 + Hoess

where, 7 is the number of months of bond maturity: 7~3, 0<7<12,0<7t<24,0<7<36,0<7<48,0<7t<60, T~ 120, and
T~ 240, time t=1, 588 represents the beginning of months from January 1961 to December 2009, &;. is the residual from the
OLS regressions in Table 2, and ¢+ is the error term. The instrumental variables are the one-month return on the one month
T-Bill (Ry;) and the first six monthly lags of the squared residuals. Engle’s Lagrange Multiplier ARCH statistic (LM-ARCH) is a
test for ARCH effects in the residuals. It is x? distributed with 12 degrees of freedom due to the test for ARCH effects for 12 lags.
The Breusch-Godfrey Lagrange Multiplier (LM-Serial-Corr.) statistic is a test for serial correlation that is x? distributed with
12 degrees of freedom due to the test for serial correlation for up to 12 lags. The Jarque-Bera (JB) statistic is a goodness-of-fit
measure of the departure of the distribution of the regression residuals from normality. The ]B statistic is x? distributed with 2
degrees of freedom. The AR(1) coefficient is the first order autoregressive coefficient for the fitted values of si t41- Newey-West
heteroskedasticity and autocorrelation consistent standard errors are in parentheses. ***, **, * denote significance at the 0.01,
0.05, and 0.10 levels respectively; two-tailed test for regression parameters, one-tail test for Q and JB statistics.

Results of the system estimation of Eq.(11) are reported in Table 3. The slope coefficient is significant
at the 0.01 level for the 3 month bill, the four bond portfolios of maturities less than or equal to 48
months, and the 120-month bond. The slope coefficient is statistically insignificant for the 48-60-
month portfolio and the 240-month bond. Thus, six of our eight maturities produce evidence of a
significant positive relation between bond risk and return. In terms of statistical significance, the
positive relation tends to be more reliable the shorter the bond maturity.

The intercepts reported in Table 3 are significant at the 0.01 level in six regressions and at the 0.10
level in one regression. The prevalence of significant nonzero intercepts suggests that the IV approach
is not adequate for modeling the risk-return relation, as Eq. (9) predicts a zero intercept for a well
specified model.

To facilitate comparison of the persistence of the conditional variance estimates across differently
parameterized models, we follow Glosten et al. (1993) who regress the conditional variance estimate
for each model on a constant and the lagged value of the estimate. These first order autoregressive
coefficients are reported for each model that we estimate. For the results of instrumental variables
estimation reported in Table 3, the first order autoregressive coefficient is estimated for the predicted
values of the 8% £ from the system estimation of Eq. (11). These AR(1) coefficients indicate that there
is substantial persistence in the conditional variance estimates.

The LM-ARCH statistics reported in Table 3 reject, at the 0.01 level, the null hypothesis of
no ARCH effects in the first 12 lags of the residuals of each equation. The LM-Serial Correlation
and ]B statistics are consistent with results reported in Table 2, rejecting the nulls of no auto-
correlation and the normality of the residuals. Since GMM requires no distributional assumption,
parameter estimates are consistent despite the lack of normally distributed residuals. Because the
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IV approach to estimating conditional volatility does a poor job of capturing the ARCH effects in
our excess return data, GARCH estimation may provide more accurate estimates of conditional
volatility and improve the efficiency of estimates. We use GARCH estimation in the models that
follow.

6.2. GARCH-M estimation

A natural way to estimate the relation between bond risk and return is with the following simple
GARCH-M model of conditional variance:

Reer1— Rf,t =0Ug0+ O‘r,lo—%t+1 + Vr,t+1 (12)

O'%t_,q :,Br,O“‘ﬂr,]U%t+,3r,2)/$,t+ur,t+1 (13)

Estimation is by the method of maximum likelihood. In light of the evidence in Table 1 that excess
returns are not normally distributed due to excess kurtosis, we estimate the GARCH-M system
assuming that the conditional distribution for the error term is the Generalized Error Distribution
(GED). The GED is less restrictive than the normal as it accommodates kurtosis, although it does
not accommodate skewness.!® The GED distribution nests the Student’s t-distribution and normal
distribution.

Table 4 contains the results for GARCH-M estimation. For each maturity, the GED parameter dif-
fers significantly from 2, the value for the normal distribution, at either the 0.01 or 0.05 significance
levels.” The Lagrange Multiplier ARCH statistics indicate that the model is effective at removing most
of the ARCH effects from the regression residuals. The coefficient sum, B 1 + B;2,is close to one in every
variance equation. A sum of one is indicative of the integrated GARCH (IGARCH) process identified by
Engle and Bollerslev (1986), which allows for shocks to have a permanent effect on the conditional
variance. An IGARCH process is not covariance-stationary but is strictly stationary under conditions
identified in Nelson (1990).18 Similarly, the AR(1) coefficients for the conditional volatility estimates
range from 0.93 to 0.97. This confirms the presence of substantial persistence in conditional volatil-
ity. The persistence in volatility, as measured by the AR(1) coefficient, is generally greater than that
reported in Table 3 for the instrumental variables estimation.

The coefficients on conditional variance in the mean equations are all positive. They are significant
at either the 0.01 or 0.05 level for all maturities less than or equal to 60 months and significant at
the 0.10 level for the 240-month bond. The risk-return relation is insignificant only for the 120-
month bond. Thus, the GARCH-M specification of conditional variance and the IV specification based
on financial conditioning information both provide evidence that there is a positive relation between
bond risk and return. In terms of statistical significance, both specifications indicate that the positive
relation tends to be more reliable the shorter the bond maturity.

Contrary to the case for the IV specification, the intercepts for the GARCH-M regressions generally
do not differ significantly from zero. The exceptions are the regressions for the 3-month bill and the
portfolio of bonds that are very close (less than 12 months remaining) to maturity. Thus, the GARCH-M
approach appears to be a superior model specification.

16 The GED is a restricted version of the skewed generalized error distribution (SGED). Although it may seem intuitive that
a less restrictive distribution is always better, since the non-normality of the error term is not driven by skewness, a loss of
efficiency would obtain from over-parameterization of the distribution if specified with the more general SGED.

17 Although not shown, x? distributed goodness-of-fit log-likelihood ratio tests (one degree of freedom) comparing the fits
of the GED and the normal distributions for each maturity indicate that the GED provides a statistically-significantly better fit
than the normal.

18 Nelson shows that an IGARCH(1,1) process with a positive drift is strictly stationary and ergodic. The unconditional density
for such a process is the same for all t.
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6.3. GARCH-M estimation with financial conditioning information

Our third model of conditional volatility incorporates both financial conditioning variables and
GARCH effects:

Ree41 — Rf,t =00+ ar,loig,t+1 + Yo, t+1 (14)

021 =PBro+Be107c + BraVer + BraRpe + Bra(Yer — Rie) + Brs(Ree — Re_1) + Ve (15)

Results, reported in Table 5, indicate that incorporating both financial conditioning variables and
GARCH effects in the model of conditional variance provides stronger evidence of a positive relation
between bond risk and return than does the simple GARCH-M estimation of Table 4. In the mean
equation, the coefficient on the variance term is positive and significant at the 0.01 level for four bond
maturities and at the 0.05 level for three bond maturities. Moreover, as is the case for the simple
GARCH-M regressions, the intercepts for the GARCH-M regressions that incorporate financial condi-
tioning variables in the variance equation generally do not differ significantly from zero. The model
seems well specified for all but the shortest-term bonds.

An examination of the results for the variance equation indicates that the one-month rate is sig-
nificant (0.05 level or lower) in explaining the conditional variance of every bond maturity. The
significance of the yield spread (0.01 level) in explaining conditional variance is limited to the 3-month
bill. The lagged excess return is significant (0.05 level) only for the 120-month bond.

In Table 5, the GED parameters differ significantly from the value for the normal distribution (0.01
level) in every regression. The Lagrange Multiplier ARCH statistics indicate that the model is effective
at removing most of the ARCH effects from the regression residuals. For each maturity, the inclusion of
financial conditioning information in the variance equation increases the value of the log-likelihood
function relative to the value reported in Table 4 for simple GARCH-M estimation. The persistence in
conditional volatility, as measured by the AR(1) coefficient, is usually close to that reported in Table 4
for the simple GARCH model.

6.4. Additional robustness tests

As a robustness check, all three models are estimated using the conditional standard deviation
and the log of conditional variance rather than the conditional variance to estimate the risk-return
relation. While these changes do not materially alter our conclusions, there are systematic effects
on the p-values for the coefficient on the conditional volatility measure. For instrumental variables
estimation using financial conditioning information, using the conditional standard deviation tends to
raise p-values slightly. For GARCH-M estimation, both with and without conditioning variables, using
the conditional standard deviation tends to lower p-values slightly. The preponderance of results
remains consistent with a positive risk-return relation.

We also check the robustness of our results to the use of asymmetric GARCH-M models that allow
positive and negative shocks to returns to have different impacts on the conditional volatility. Contrary
to the existing evidence for stocks, for which asymmetries are significant determinants of conditional
volatility that cause the sign of the risk-return relation to reverse, we find that these asymmetries are
insignificant in determining the conditional volatilities of bonds.

We also explore the use of alternatives to the GED distribution for estimating GARCH models
when regression residuals are not conditionally normally distributed. We repeat estimation of all
GARCH models using the Student’s t-distribution and using the quasi-maximum likelihood method of
Bollerslev and Wooldridge (1992). Our conclusions are robust to these changes in the specification of
the conditional distribution for errors.

We use GMM system estimation of Eq. (11) to produce our estimates of the risk-return relation
that are based on modeling the conditional variance using only financial conditioning information.
Advantages of the GMM estimator are that it takes into account the cross-equation correlations in the
error terms and is robust to heteroskedasticity and autocorrelation of unknown form. As a check on the
importance of these advantages we also estimate Eq. (11) using three-stage least squares (3SLS) and
single-equation estimation. 3SLS accounts for the cross-equation correlations in the error term and
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heteroskedasticity, but does not account for autocorrelation in the errors. Single-equation estimation
accounts for heteroskedasticity and autocorrelation of unknown form, but not the cross-equation
correlations in the error terms. Results for 3SLS are similar, but slightly weaker than GMM estimation.
Results for single-equation estimation are substantially weaker than both 3SLS and GMM estimation.
Thus, accounting for the cross-equation correlations in the errors produces efficiency gains that have
an important impact on the statistical significance of the estimated relation between bond risk and
return.

6.5. Discussion of implications for asset pricing models

Our findings have implications for the modeling of investor preferences and asset returns that
support the conclusions of Cochrane (2001, 2006). Our finding of a positive relation between the first
two moments of bond returns is evidence that bond realized returns tend to be high during good
times of low marginal utility and low during bad times of high marginal utility. The inverse relation
between a fixed income security’s price and discount rate, implies the opposite relation for expected
bond returns and marginal utility. Thus, a challenge for asset-pricing models is to capture the fact
that investors associate periods of high expected (low realized) bond returns with bad times. A well
known result from the prediction literature is that expected returns on stocks and bonds are higher
near the troughs of recessions than at the peaks.!? Thus, our results support Cochrane’s conclusion
that theoretical models need to explain, and empirical models need to capture, the fact that investors
fear recessions.

The existing ICAPM specializations of the consumption-based model are ill-suited to explain our
results.20 The ICAPM approach assumes that the marginal utility of consumption is a function only of
wealth and state variables that describe the conditional distribution of expected future returns. Unless
the coefficient of relative risk aversion is very low (less than one), the ICAPM associates good times
with high, and bad times with low, expected returns.?! If one believes that risk aversion is reasonably
high, our results support the conclusion that investor preferences are not adequately modeled by
wealth and investment opportunities alone.

Our results are consistent with Cochrane’s (2001, 2006) conclusion that asset pricing models must
capture the fact that investors are concerned not only with the wealth effects of holding assets, but of
the fact that assets do poorly at particular times or in particular states of nature (recessions). Cochrane
suggests that this can be done in a utility framework by adding arguments into the utility function
that enter nonseparably either over time or over states of nature. For example, Campbell and Cochrane
(1999) associate high expected returns with bad times by adding an argument, habit, that enters the
utility function nonseparably over time. For the ICAPM framework, Cochrane recommends adding a
recession state variable to the value function.

7. Stability of the risk-return relation

The regression models reported in Tables 3-5 assume a time invariant linear relation between the
expected excess return and conditional variance. The theoretical model of Section II does not restrict

19 Fama and French (1989) find that risk premiums on stocks and long-term corporate bonds are related to variables that
track business conditions. They conclude that excess returns are high when economic conditions are weak and low when
economic conditions are strong. Pilotte and Sterbenz (2006) report similar findings for Treasury bonds and stocks. They find
that conditional mean excess returns on Treasury bond portfolios of maturities of one to five years peak near the troughs of
recessions, while conditional means of shorter maturity bonds and bills peak during recessions prior to the trough (see their
Table 5).

20 Two excellent sources of discussion of the relation of the ICAPM to the general model are Cochrane (2006, 2007).

21 The coefficient of relative risk aversion determines whether investors will increase or decrease consumption in response to
changes in expected future returns. When risk aversion is greater than one, investors increase both current and planned future
consumption in response to an increase in expected returns. When risk aversion is less than one, investors are more aggressive
in seeking growth in planned consumption. In response to an increase in expected returns, they decrease current consumption
to invest more in risky assets.
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the risk-return relation to a stable linear relation. In this section, we evaluate the linearity and stability
of the relation between bond risk and return.

7.1. Analysis of excess return model residuals

A straightforward way to check the linear restriction for any of our models is to examine the
relation between the regression error and financial conditioning information. If conditioning infor-
mation explains variability in excess returns that is not related to conditional volatility, a linear relation
between the conditional mean and conditional variance is rejected. Such a finding suggests that the
reward to volatility changes over time.

Table 6 reports the results of OLS regressions of residuals from our models on financial conditioning
information. For all three models, conditioning variables have explanatory power beyond that of the
conditional variance. The explanatory power is greatest for the model where the conditional variance
is based only on financial conditioning information. The explanatory power is lower in models where
the conditional variance estimates incorporate GARCH effects. At least one conditioning variable is
significant in most of the residual regressions. Clearly, the conditioning variables capture variation in
excess returns that is not related to our estimates of the conditional variance. A time invariant linear
specification of the relation between the conditional mean and conditional volatility is rejected, which
suggests that the reward to volatility changes over time.22:23

7.2. Rolling correlations between conditional means and conditional variances

To provide evidence on the impact of changing reward to volatility on the stability of the risk-return
relation we examine the relation between estimates of the conditional mean and conditional variance.
We calculate contemporaneous correlations between estimates of conditional means and conditional
variances for each bond maturity over 17-month rolling periods.2*

To get a time series of fitted values, we estimate final models of conditional means and variances
for Treasury Bond excess returns. Our final model incorporates all aspects of our prior models. The
conditional mean is modeled as a function of both the conditional variance and financial conditioning
information. The conditional variance incorporates both GARCH effects and financial conditioning
information. We first estimate the following GARCH-M model:

Rr,t+1 - Rf,t =070 + ar,la-?’t+1 + Olt,Z(yr,t - Rf,t) + ar,3(R7:,t - Rf,t—l ) + YVt t+1 (16)

Gitﬂ = Bro+ ﬂm(f%t + ﬁr,zyg,t + Br3Rse + Bra(Yrt — Rpe) + Brs(Ret = Reeo1) +vg 1 (17)
After the initial estimation, we drop explanatory variables that are not significant at the 0.10 level
and re-estimate the model. The final models with only variables that are statistically significant in
explaining the conditional mean or conditional variance are reported in Table 7.

An interesting aspect of Table 7 is that the GARCH in mean term is significant for only two bond
maturities. Results of omitted variable tests (not reported) confirm this conclusion. The effect of the
conditional variance on the conditional mean is generally subsumed by the financial conditioning
information. The yield spread is always significant in explaining the excess return and the lagged
excess return is significant in explaining the excess return for all but the 240-month bond. In the
variance equation, the GARCH terms and the one-month rate are always significant in explaining the

22 pilotte and Sterbenz (2006) find that Sharpe ratios on long-term bonds, but not short-term bonds, vary over the business
cycle. Our results differ in indicating that there is time variation in the reward to volatility for all bond maturities. A potential
explanation for the difference in results is that our tests are not tied to the business cycle.

23 The results for bonds reported in Table 7 are consistent with results that Harvey (2001) reports for stocks. Harvey finds
that the rejection of a linear risk-return relation for stocks is robust to changes in the method used to estimate the conditional
variance. He also presents graphic evidence that the ratio of conditional mean to conditional volatility for stocks has a distinct
business cycle pattern.

24 In his examination of the stability of the risk-return relation for common stocks, Whitelaw (1994) chooses a 17-month
window to balance the need for reasonably accurate estimates with the need for a period that is short enough to pick up
variation over the length of a business cycle. We follow his approach to facilitate a comparison with existing results for stocks.



Workpaper 26

Page 19 of 24

599

R.A. Michelfelder, E.A. Pilotte / Journal of Economics and Business 63 (2011) 582-604

*A19A1129dSal ‘S[9AI] O 1°0 PUP ‘GO0 ‘10°0 Y3 1B 9dUBIYIUSIS 9J0UIP ,, “, *4sre "SOSAYIUAIRA UT PI110dT SIOLIS PIRPUR]S JUIISISUOD AJIDIISEPAYS0I2]19Y pUR UONP[21I0d0INe
1S9M—-AIMaN JIIM UOIIBWINSS STO 10J aIe sInsay (17 — ¥2y) uInjal ssadxa ay1 Jo Se[ yauow-auo 3y ‘pue ‘(y — +24) peaids paIA poriad-jo-Suruuisaq sy Uo passaIdal ale uoneal
UINJAI-SLI 3] JO [9POW YO WOo.j S|enpIsal YL G d[qeL Ul Uorenba adueLIBA [PUOIIPUOD 33 UI PIPN[IUT UOoIJeuLIojul SUTUOIIPUOD [BIDUBUY YIIM [2poWl N-HIYVD € PUe  3[qeL Ul [9powt
IN-HDYVD 91dwis e ¢ 9[qe [, Ul UorIPWLIOjUl SUIUOIIIPUOD [EIdUBUY SuISn pa[apoul ST AJI[IIB[OA [EUOIIIPUOD Y3 2I9YM ‘G—¢ SI9[qe Ul Pa110dal SUOISSISIT UINIDI SSIIXD I WO.J I8 S[eNPISIY

(¥¥0°0) (FSrL) (08z61) (¥%0°0) (091°1) (osz61) (¥%0°0) (ocr'1) (ogr61)

000 LEO0 LYL'1— 0£09L 000 GE00 081'1— 0SZ¥L 000 8€0°0 0SL0— 015’8 obz~1
(6€£0°0) (Fror) (oresst) (6€0°0) (800°1) (oLr'st) (8€0°0) (L£6°0) (o61%1)

100 €900 00T~ «066'8C 100 0900  ++950°C— «0669Z 100 9500 A1181— 0LgLL 0Z1~1
(ov0°0) (¢zo'1) (oorer) (0v0°0) (ezo'1) (oo0€l) (2v0°0) (2660) (06S°21)

¥00 wxLELO =8IV T— =0VT8C 00 +x6CL°0 PP T— ~+0L08C  ¥00 +xSEL0 81T T— 052 09>1>8%
(e¥0°0) (0L6°0) (oggLL) (ev0°0) (8960) (ooz'L1) (s¥0°0) (0s80) (069°6)

900 wxEEL0  wnl6ST— +02€9C 900 e LEL0  wibB6ST— =0LY'ST SO0 wePEL0 4i8GTT— 01107  8P>2>9¢
(1%0°0) (8¥0°1) (oosor) (z¢¥00) (oso'L) (oLvo1) (8¥0°0) (¥£8°0) (0€0'8)

800 xCEL0 b T6T— +0€€9C 800 :GELD 4e8L8°T— 0899  L00 P10 0STT— +0600C  9€>1>%C
(9%0°0) (£98°0) (0L0°L) (9%0°0) (¥98°0) (ov0°L) (¥50°0) (529°0) (o1z's)

€10 w910 kE19°T— 08161  TL'0 V910 VLST— #0661  LL0 wl L0 4081°C— 016FL  PT>1>T1
(£90°0) (s¥1°0) (08€'1) (990°0) (P9¥°0) (082°0) (6L0°0) (95€°0) (ov02)

610 #CSLU0  0LS'T— ++056'8 610 wxEGL'0 4iBGSI— 0606 910 L0 19T 1 w0799 71>1>0
(£90°0) (661°0) (18%°0) (#90°0) (812°0) (1L¥°0) (8,£0°0) (P¥1°0) (z8€0)

900 7500 (850 ~+060L— 010 6800 ++£G9°0 =097 1—  TI0 7800 +++989°0 wx0CLT— e~
A Vhy—1y Ty =718 (,01X)3IUBISUO) A V- =14 (,01%)URISUO) A Ry =714 (,01%)IURISUO)
uonenba sduerIeA ay) Ul uojRWLIOJUI SUTUONIPUOD [opow N-HOYVO o1dwis uo uonewojul SuUIUOnIpPUOd [eIDUBUY UO
[edURUY YIIM JA-HDYYD U0 paseq $ajewls AJjnejoa Paseq Sa1ewlsa AJ[IIR[OA [BUOIIPUOD paseq Sa1ewlsa AJ[IIR[OA [EUOIIPUOD

[EUONIPUOD [IIM [9pOW ULINJAI-YSLI WO S[enpisay M [9poWl WINJaI-YSLI WOIJ S[enpisay M [9pOW UINJ2I-YSLI WO S[enpisay Amiyep

"UOT}E[3I UINJRI-YSLI PUO( dY3 JO S[2POW WO S[ENPISAI JO SISA[euy

99IqeL



Workpaper 26
Page 20 of 24

R.A. Michelfelder, E.A. Pilotte / Journal of Economics and Business 63 (2011) 582-604

600

*1S9] [IB)-3UO B ST
HOYV-INT UL 'S159) pajIel-om] aIe sivjawered g9 pue uolssaiSal ay[ "A[9A1309dsal ‘S[9AS] 01°0 PUE ‘GO0 ‘10°0 Y3 38 20UedYIUSIS 9J0UIP,, *,.,. ‘4sx 'SISAYIUDIEA UI JIB SIOLID PIEpPURIS ;iwb
JO san[eA paniy 9yl 10J JUSIDYJI0I I9PI0 ISIY Y3 SI ([ )YV "‘uonduny pooyrayi Sof ay3 Jo anjeA ay3 st T-807 's8e[ g1 10J $193]J2 HOYVY 0] 3591 33 03 anp WIOPIJ JO S92182p [ YIIM panqrisip
SI3] "S[ENPISAI Y UI SI03JJ3 HOYV 10§ 3591 B ST (HIYV-INT) 213s13ers HOYy Jaridniniy aSueideT s,91Suq ‘'z =2 JI UONINQLIISIP [EUWLIOU Y3 SIWO0D3q PUE S[IB] 18] S9IEPOWIWO0II® Jey3 Ja3aweled
SIS0 Y3 ST (¥) I93owrered @99 3y "SI01I3 3y3 Jo AJI[ellIou-uoU sSaIppe 03 (D) uonnqLIsIp 10113 PazI[eIauas ay) SI SUOIBWIISI dY) 0] WLIS) JOLID AU} 10J UOIINGLIISIP [BUOIIIPUOD YL
‘() -1 yauow-1 ay1 uo wInial Afyauow porrad jo SuruuiSaq oyl SOPN[OUT OS[E 9DUBLIEA [BUOIIPUOD S "SI[(BLIEA SUIUOMIPUOD Se (L1~7hy — ¥2y) uInjal ssadxa Jo Se[ 1uow-auo ayl pue
‘(Y — ¥24) peaids p[a1A porrad Jo SuruuISaq 9yl SapNdUI A[[BIIUI SUOIIENDI 3JUBLIBA PUB UBSW 9] PUB ‘U0IIBNDS UBIW 31 Ul 3DUBLIBA [PUOIIIPUOD 31 IPN[IUI S[9POW UOISSIIS [BIIUI Y|
*MO[9q pa3lodal s[opowl pajewnsa [euy ay3 ureqo o3 paddoip atom sajqeriea Arojeue[dxa JuedyruSisul 9y, ‘SUOIIPAIISO 888G UM 00T 19quIada( 03 196 Alenue[ wolj SI SILI9S 9w} YL

K (1 RS (R - TR+ e 4Ty + Ty 0ig = o
1+1°2 4 A Tﬁf _ ﬂpwam..:c + ﬁ 7&% _ :\Cmué 4 TLWCF.HB 4+ 01p = QM _ Tium

:9Je S[POW PJEWINIS [BNIUT YL

(oro0) (1600) (0€5'92) 0€0°0 L20°0 (0z6'9) (PeL0) (ozoor)
«0L6'0  SPEEL oL e CBE'L «4x0CG0L  +4x601°0  444E68°0  4.009'L1— el V'€ 06906~ obz~1
(600°0) (811°0) (o6ey)  (oLeel)  (8zoo)  (S200) (1ze)  (6€00) (119°0) (09%'9)
w#+EL6'0  T'LOSL 8¥L wxxLSSTL 09TL—  080°SY  1sSTL0  4xnC880 w00V TL—  4il600 4k lT0T wxx06L LL— 0zl ~1
(800°0) (L11°0) (oLv's)  (9zoo) (€200) (06%'1) (6£0°0) (sLv°0) (0s6%)
++0860 0'€9LL €91 wxxGLET #5:0L0°0E 1600 1sG680  wiOL6L—  1u8EL'0  1iC00T 006 F1— 09>1>8F
(6000) (sz10) (ogge)  (9zoo) (¥zo0) (ss80) (ov00) (8¢°0) (029%)
«8L6°0  L'8981 €Il wxGEVL wi0LL'8L 440010 444688°0 40897~  wilEL'0  ,GT8'L ++006'6— 8F>1>9¢
(600°0) (o11°0) (0s8°1) (¥zo0) (2zoo) (L8%°0) (ov0°0) (65€°0) (0gs€)
w160 ¥1E0T 9Ll w8VEL wiOVE6  1sFB00  4xlB80  4s0LTT—  48SL°0  4sT8S'L L0LF9— 9£>1>%C
(oro0) (ziro) (¥820) (vzo0) (¥200) (622°0) (1%00) (¥Sz°0) (orea)
wx1L6°0  SELET s 1 '6T e 19E€°T w:0GL1'E  14x960'0 446880  4x8190~  4¥0T0 44 1820°1 08LC— Vve>1>71
(z10°0) (¥zro) (ob10) (9g00) (S€00) (6200) (¢v0°0) (e01°0) (L191) (¥8L°0)
«VG6'0  0'EV6T 6L wxx80F° L #5606E0 s €9L°0  1iC180 PE00 k0020  wslbP0  unOVTTH L000 T1>1>0
(110°0) (¥600) (zL10) (e100) (1e00)  (9200) (z000) (0¥0°0) (1£00) (s%'09) (881°0)
#xG96°0  €L09€ 961 wsBELL L0P0 k800 i lEL0  44xCESO €000 4610 48670 4xl6'ETT w:0L0'L €x1
(501%) ) . (s01%) ) (401%)
L Sy -y (o) My = W0 quessuoy  My-ry My—Tg M2 jueisuop
m.o J10J Jojouwieled
JUaDYR0d (LY T1-807 HOYV-INT ain uonenbs aouerep uonenbs uesp Amiep

‘suInjal puog Ainseair] J0J soJoueLIPA [BUOIIIPUOI pUk sueall [EUOIIPUOD JO S[opoWl [eul]
L3lqelL



R.A. Michelfelder, E.A. Pilotte / Journal of Economics and Business 63 (2011) 582-604

Workpaper 26
Page 21 of 24

601

3 Month T-Bill 0 to 12 MonthT-Bond Portfolio
1.0 1.0
0.5 0.5
0.0 0.0
-0.5 -0.54
_1 0 T T T T T T T T T -1'0 T T T T T T T T T
65 70 75 80 85 90 95 00 05 65 70 75 80 85 90 95 00 05
12 to 24 Month T-Bond Portfolio 24 to 36 Month T-Bond Portfolio
1.0 1.0
0.54 0.54
0.04 0.04
-0.5 -0.5-
'1'0Hv""v”“v‘H‘v””v““v‘”‘v“”v““v”“ -1.0 T T T T T T T T T
65 70 75 80 85 90 95 00 05 65 70 75 80 85 90 95 00 05
36 to 48 Month T-Bond Portfolio 48 to 60 Month T-Bond Portfolio
1.0 1.0

0.5+

0.0

L

0.5
0.0

i

i

-0.54 -0.5

_1'0“V‘“‘V““V“"V““V““V““V““V““V‘ -1.0 T T T T T T T T T
65 70 75 80 85 90 95 00 05 65 70 75 80 85 90 95 00 05

120 Months T-Bond 240 Months T-Bond

1.0 1.0

0.5 0.5

0.0 0.0

-0.54 -0.54

'1'0”v“ N ML FU L LR UL ELL LIS S L -1.0 T T T T T T T T T
65 70 75 80 85 90 95 00 05 65 70 75 80 85 90 95 00 05



Workpaper 26
Page 22 of 24

602 R.A. Michelfelder, E.A. Pilotte / Journal of Economics and Business 63 (2011) 582-604
Table 8
Correlation matrix of rolling estimates of correlations between the conditional moments of bond excess returns.
Maturity T~3 0<71<12 12<1<24 24<1<36 36<1<48 48<1<60 T~ 120 T~ 240
T~3 1.00
0<7<12 0.47 1.00
12<1<24 0.26 0.70 1.00
24<1t<36 0.12 0.50 0.89 1.00
36<7<48 0.03 0.44 0.79 091 1.00
48<1t <60 -0.02 0.35 0.70 0.87 0.93 1.00
T~120 0.11 0.22 0.46 0.55 0.67 0.74 1.00
T~240 0.03 0.13 0.31 0.47 0.54 0.67 0.79 1.00

The following are correlations between rolling estimates of correlations between the fitted values of the conditional mean and
conditional variance of excess returns on bonds of different maturities. The 17-month rolling correlation for each bond maturity
is between the conditional excess return and conditional variance as shown in Fig. 1. The model used to estimate the conditional
excess returns and variances is shown in Table 7 for each maturity. Using all of the time series from January 1961 to December
2009, the correlation coefficients begin in May 1962 and end in December 2009.

conditional volatility. The yield spread is never significant in the variance equation and the lagged
excess return is significant only for the 3-month bill and 120 month bond. Viewed overall, the results
reported in Table 7 indicate that the yield spread and lagged excess return are generally important in
predicting conditional means, while the one-month rate and GARCH effects are important in predicting
the conditional variances.

Fig. 1 presents graphs of the rolling estimates of correlations between the fitted series of conditional
excess returns and conditional variances for each bond maturity. The graphs show substantial variation
over time in the short-term relation between bond risk and return. For longer maturities, both the
range of correlations and incidence of negative correlations are similar to those reported by Whitelaw
(1994) for stocks. For the shortest maturities, the range of correlations is diminished somewhat, but
there remains substantial variation over time and numerous negative correlations.

The graphsinFig. 1 are shaded to show business cycle expansions and contractions. The correlations
vary substantially within both expansions and contractions. The graphs show no obvious business
cycle pattern in the relation between bond risk and return, though there appears to be some tendency
for the estimated relation to decrease either prior to or early in recessions. Our ability to draw firm
conclusions regarding business cycle patterns is limited by the fact that our sample contains only
seven measured contractions.

To illustrate the co-movement in the risk-return relation across bond maturities, in Table 8 we
report correlations between the rolling correlations of each maturity pair. The correlations in Table 8
indicate that time variation in the risk-return relation is similar for adjacent maturities, but differs
substantially when the difference in maturity is large. Nevertheless, correlations are positive for all
but one pair of bond maturities.

Overall, our examination of rolling correlations shows instability in the short-term relation between
bond risk and return. The relation is often negative for each bond maturity. For longer maturities, both
the range of correlations and incidence of negative correlations are similar to those reported previously
for common stocks. For shorter maturities the range is diminished somewhat; however, the rolling
correlations for all bond maturities do tend to move together. Negative rolling correlations suggest
there may be specific time periods in which bonds were effective hedging assets. Further study is
required to draw any definitive conclusions regarding this possibility.

Fig. 1. Rolling estimates of correlations between the conditional moments of bond excess returns The graphs above plot the
17-month rolling estimates of the correlation between the fitted values of the conditional mean excess return and conditional
variance for each bond maturity. The models used to predict the excess returns and variances are reported in Table 7. Using all
of the time series from January 1961 to December 2009, the correlation coefficients begin in May 1962 and end in December
2009. Shaded areas represent business cycle contractions as defined by the National Bureau of Economic Research with the
beginning month defined as the first trough month and the ending month defined as the last trough month. Non-shaded areas
are business cycle expansions.
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8. Conclusions

Our full sample estimation of the linear relation between the conditional mean and conditional
volatility of U.S. Treasury Bonds documents a significant positive relation between bond risk and
return for maturities of 3 months to 20 years. This finding is not very sensitive to the method used to
estimate conditional volatility and is especially reliable for bond maturities of 5 years or less. A positive,
rather than negative, risk-return relation indicates that Treasury Bonds are not a hedging asset as that
concept is defined in consumption-based models of intertemporal choice. Rather, an effective hedging
asset has the return characteristics of a short position in Treasury Bonds. Short positions on shorter-
maturity bonds appear to be the most statistically reliable means for an investor to hedge the marginal
utility of consumption.

Our full sample results are consistent with the conclusion that realized returns on Treasury Bonds
are high when investors least value, and low when investors most value, the benefits of an additional
dollar of consumption. Thus, for a special case of the consumption-based model to accurately reflect
investor preferences, it must explain why investors associate bad times of high marginal utility with
periods of low realized and high expected bond returns. Special cases that assume that the marginal
utility of consumption is a function of at most wealth and investment opportunities, such as the
ICAPM specializations of Merton (1973) and Campbell (1993), do not do so. Unless one assumes that
risk aversion is very low, those models associate bad times with low expected returns. Explaining why
investors associate bad times with high expected returns requires a model that captures the fact that
investors are concerned not only with the wealth effects of holding assets, but with the fact that assets
do poorly at particular times or in particular states of nature (recessions). Campbell and Cochrane
(1999) do so by adding an argument to the utility function, habit that enters nonseparably over time.

Our analysis of the linearity and stability of the risk-return relation produces evidence that the
reward to volatility and the short-term relation between bond risk and return may vary over time.
The fact that rolling correlations between estimates of the conditional mean and conditional volatility
are often negative suggests that there may be specific time periods in which bonds were effective
hedging assets. Further study is required to draw any definitive conclusions regarding this possibility.
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capital asset pricing model (CAPM) with a few firms using the dividend discount cash flow (DCF)
and the arbitrage pricing (APM) models, all of which were developed in the 60s and 70s. A survey
conducted by the Association for Financial Professionals (2011) on the use of asset pricing models for
estimating the cost of capital found that 87% of all firms and 91% of publicly traded firms use the CAPM,
3% of all firms and 2% of publicly traded firms use the DCF model and 1% for both types use the APM.
Whereas most firms and much academic research’ still use the CAPM for cost of capital estimations,
the literature on the problems with the empirical evaluation and theoretical foundations of the CAPM
is vast and conclusively negative. Fama and French (2004) summarize the literature and conclude that
“...In the end, we argue that whether the model’s problems reflect weaknesses in the theory or in its
empirical implementation, the failure of the CAPM in empirical tests implies that most applications
of the model are invalid.” This paper does not recommend that the CAPM be discarded or substituted
with the GCAPM discussed and tested in this paper. No information should be ignored for estimating
the cost of common equity.

Michelfelder and Pilotte (2011) introduced a new asset pricing model for estimating the cost of
common equity capital based on the intertemporal asset pricing model literature (discussed below).
The generalized consumption asset pricing model requires a minimum of assumptions in its theoretical
development. It also is applied with a minimum of subjectivity. Ahern, Hanley, and Michelfelder (2011)
performed some cursory preliminary empirical tests and applied the GCAPM to model the risk-return
relationship for stocks and estimate the cost of common equity. They used a few public utility stocks to
estimate and apply the GCAPM. Public utility applications are important as public utilities are regulated
primarily by the allowed rate of return which is supposed to reflect the cost of capital. It is so important
to the public utility industries that the initial academic literature on cost of capital estimation and
application was based to a major extent on public utility industry studies. See references in Morin
(2006).

Ahern et al.(2011) found the GCAPM to be promising in cursory empirical testing and in generating
reasonable, mechanically (without subjective judgment) developed estimates of the cost of common
equity capital for a small sample of public utilities, consisting of a few electric, electric and gas, natural
gas, and water utilities.

Although the model can be used for estimating the cost of capital for any firm, this investigation
also focuses on public utility regulation and applications since it is likely to be the most contested issue
in a public utility rate proceeding (see Bonbright, Danielsen, & Kamerschen, 1988; McDermott, 2012;
Phillips, 1993).2 Additionally, the practice of public utility regulation has not adopted other models
other than DCF and the CAPM (Ahern et al., 2011). These models have numerous strong assumptions
and require many subjective judgments in application that leads to highly contested rate of return
recommendations in public utility proceedings. The application of these models is highly questionable
and the estimates subject to many vagaries due to choices of inputs.

This paper performs an empirical investigation of the GCAPM for public utility cost of common
equity estimation.

2. The model

The literature on the traditional CAPM and consumption asset pricing models is vast so that liter-
ature is briefly discussed that summarizes the work leading to the model used in this research.

The GCAPM has been recently derived and empirically tested for US Treasury Bonds and Bills and
stock market returns in Michelfelder and Pilotte (2011) and preliminarily applied and tested for public

T Arecent variant of the DCF model has emerged in the academic literature for estimating the cost of common equity capital
for other research, the implicit cost of capital. It is essentially the expected book value of a firm plus the capitalized value of
the infinite stream of the conditionally expected net income minus the required net income to earn its cost of capital equated
to the current stock price. The capitalization rate is the cost of common equity and the same rate implied in the required net
income. See Pastor, Sinha, and Swaminathan (2008) and Molina-Ortiz and Phillips (2014).

2 McDermott (2012) on pp.13-14 states: “While determining the operating costs and rate base is not without controversy,
the calculation of the firm’s cost of capital is generally one of the most contentious issues in a rate case. . ..” The cost of equity
is an expectation held by the “marketplace” and is therefore not directly observable. As a result it must be estimated and the
question of what is a correct assessment of the market’s true value is partly what makes this issue so contentious.



Workpaper 27
Page 3 of 14

R.A. Michelfelder / Journal of Economics and Business 80 (2015) 37-50 39

utility stocks and stock markets in Ahern et al. (2011). There are many restrictive versions of the model
that led to the derivation of the GCAPM. The main asset pricing models used as foundations to develop
the GCAPM include the intertemporal capital asset pricing model in Merton (1973), modelsin Cochrane
(2004), the intertemporal asset pricing model of Campbell (1993), and the habit-persistence model of
Campbell and Cochrane (1999).

Some GCAPM highlights are that it (1) makes no assumptions about the efficiency of the asset
market, (2) has no constraints on the investor’s degree of risk aversion or limits on the magnitude
of coefficient of risk aversion, (3) prices the risk that the investor is actually exposed to rather than
the nonrealistic systematic risk that assumes that the investor has diversified away all nonsystematic
risk. That is, the GCAPM does not assume that the investor has a perfectly diversified portfolio that
eliminates all unique risk. The GCAPM even allows for the possibility of a negative relation between
return and volatility where other asset pricing models do not. Investors are willing to pay (give up
return or accept returns less than the risk free rate) to be exposed to patterns of volatility that hedge
against downturns in business cycle levels of consumption. This property will be discussed below and
considered in the empirical analysis.

Michelfelder and Pilotte (2011) specify the GCAPM as the ex ante risk premium of an asset i as a
function of the volatility of the asset i ex ante return:

E [Ri.tﬂ] —Rp=- vol; [Ri,prl} corry [Mtﬂ, Ri,t+1} > (1)
where R;;.1 is the ex ante return on asset i, Ry, is the risk free rate of return at time t, M. is the
stochastic discount factor (SDF), vol; is the volatility of the variable conditioned on information avail-
able in time t, E; is the expectations operator conditional on information available in time t, and, corr; is
the correlation conditioned on information available in time t. The SDF is the intertemporal marginal
rate of substitution in consumption:

1 ) Uc,t+1

Mt+1 = <71 Tk Uc,t P

(2)
where the U.'s are the marginal utilities of consumption for the differing time periods and k is the
discount rate for the period from ¢ to t+ 1. The ratio of the marginal utilities of consumption for two
time periods, Uc¢+1/Uc,, rises if the expected future dollar value of consumption falls below current
consumption. This property is due to the concave shape of the investor’s utility function and dimin-
ishing marginal utility and generates the specification of the model to identify the business cycle
(represented by consumption expenditures) hedging property (if any) of an asset.

The ratio, volt [M¢+1]/Et [M¢+1], is the slope of the mean-variance frontier and reflects the expected
volatility of utility from consumption relative to expected utility, which is the conditional coefficient
of variation in utility. If conditional volatility rises relative to expected value, investors require a
greater risk premium as compensation. The algebraic sign of the relation (slope) between the expected
risk premium and its conditional volatility is determined by the conditional correlation (corr) of the
expected risk premium and the SDF. The sign of this slope has the opposite sign of the correlation of
the asset return and the ratio of intertemporal marginal utilities in consumption. When the correlation
is positive (negative), the asset will have a negative (positive) relation with its risk. Since a decline in
consumption in an economy is a component of a business cycle contraction, assuming investors have a
concave utility function of consumption, a decline in expected consumption increases marginal utility
as the investor’s consumption moves left on the utility function. The hedging asset generates positive
changesin asset returns when the business cycle is in a contraction and therefore the asset is a business
cycle and consumption hedge.

Therefore, if the estimated return/risk coefficient is negative, the asset is a business
cycle/consumption hedge. Under these circumstances, it is conceivable that an investor may accept a
return less than the risk-free rate as she is willing to pay (give up return) to be exposed to this specific
pattern of higher volatility. This asset delivers rising returns when the investor needs it most - during
a business cycle downturn. A hedging asset pays more during business cycle contractions and less
during expansions and therefore plays the role of insurance, paying to avoid hardship.
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The slope of the relation between the return and risk is very rich in insight and structure. The
slope of the return and volatility relationship is a function of the volatility of the return, the indepen-
dent variable. As the volatility changes, it affects the corr¢ as correlation equals covariance of the two
variables divided by the product of the volatility of the two variables.

3. The data

The company stocks in the rate of return regulated electric, electric and gas distribution (combina-
tion), natural gas distribution (sometimes referred to as local distribution companies or “LDC’s”), and
water utility industries are defined by the AUS Utility Reports®,? a national public utilities financial
consulting firm and database company established in 1968 (www.aus.com). These include all 77 public
utility stocks that are publicly traded in the US. The monthly stock total returns for each public utility
begin with the first available monthly data observation for each individual utility company stock in
the University of Chicago’s Booth School of Business Center for Research in Security Prices (CRSP®)
database. The data available from CRSP® begins no earlier than January 1926 for stock data in general
and ends for this study at December 2011. CRSP® faculty and staff determine how far back to go to
obtain accurate stock price and returns data on every stock. Monthly returns observations range from
the earliest available date in CRSP® for each stock to December 2011. The risk free rate is the monthly
long-term US Treasury bond yields from Morningstar (2012). The US stock market data is the CRSP®
Fama-French monthly returns risk premium based on the CRSP® value-weighted stock market index
that includes most stocks on the NYSE, NASDAQ, and AMEX and includes approximately 11,000 stocks.
This data is publicly available at no cost from Professor Kenneth French’s data website (French, 2012).

Table 1 shows descriptive statistics for the monthly risk premium data for each stock and the data
observation range for each stock by industry. The annualized compound annual return premia based
on the monthly means range from approximately 5% to 7.5%. Standard deviations are about 10-20
times the mean risk premiums (coefficients of variation).

The greatest number of observations are obtained for each stock as more data history capture a
longer period of the fundamental nature of asset pricing volatility clustering patterns, whether the
patterns are recent or many years old. The nature of autoregressive conditional heteroskedasticity
(ARCH) models is based on the fundamental nature of financial markets volatility clustering patterns.

4. Empirical results

An obvious method to estimate Eq. (1), the relation between risk and return, is the generalized
autoregressive conditional heteroskedasticity in mean (GARCH-M) model. The GARCH-M model was
developed specifically for estimating asset return and volatility relations. GARCH-M is used since it
specifies the conditional expected risk premium as a linear function of its conditional volatility, which
is the theoretical specification of Eq. (1). Due to the high likelihood of ARCH effects in asset returns the
use of GARCH methods will improve the efficiency of the estimates if ARCH effects should be present in
the data. The GARCH-M model adopted herein was initially developed and tested by Engle, Lilein, and
Robins (1987) to estimate the relationship between US Treasury and corporate bond risk premiums
and their expected volatilities. The GARCH-M model is specified (without an intercept in the return
equation) as:

Riti1 — R = @007 g + Eis1s (3)
02,1 = PBo+ B102, + Pog?, +1; (4)
it 0 107+ 28 ¢ + Miee1s

where R;,¢+1 is the expected total return on asset i, Ry, is the risk-free rate of return, 02;;.4 is the
conditional or predicted variance of the risk premium for asseti that is conditioned on pastinformation,

3 AUS, Inc. is a holding company of financial consulting, database and marketing research consulting firms. AUS Consultants
is a national public utilities financial consulting firm established in 1968. See www.ausconsultants.com.
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Table 1
Descriptive statistics by utility industry.
Electric stock Symbols Monthly mean RP Std. dev. Begin period
AEE 0.00319 0.04812 January 1953
AVA 0.00380 0.06352 October 1952
BKH 0.00701 0.06850 January 1973
CHG 0.00375 0.04869 December 1945
CMS 0.00250 0.07378 March 1947
CNP 0.00609 0.06924 September 1943
CPK 0.00646 0.05888 January 1973
D 0.00660 0.05021 July 1983
DTE 0.00433 0.05509 January 1926
DUK 0.00374 0.05750 August 1961
ED 0.00566 0.06678 January 1926
EDE 0.00445 0.04824 November 1946
ETR 0.00537 0.06362 June 1949
EXC 0.00477 0.05263 August 1943
LNT 0.00462 0.05212 January 1973
MDU 0.00623 0.06120 October 1948
MGEE 0.00499 0.04921 January 1973
NI 0.00245 0.06306 January 1963
NU 0.00287 0.05700 March 1967
NVE 0.00303 0.07535 December 1962
OGE 0.00562 0.05579 October 1950
PCG 0.00508 0.06478 January 1926
PEG 0.00486 0.05421 April 1948
POM 0.00406 0.05045 January 1947
PPL 0.00474 0.05408 January 1946
SCG 0.00589 0.05684 December 1946
SRE 0.00510 0.06067 July 1998
TE 0.00320 0.06615 August 1962
TEG 0.00476 0.04736 June 1953
UGl 0.00527 0.06988 July 1929
UIL 0.00470 0.06512 January 1972
UNS 0.00020 0.08707 June 1969
UTL 0.00479 0.05157 April 1985
VvC 0.00544 0.05821 January 1971
WEC 0.00562 0.04747 December 1947
WR 0.00439 0.05186 August 1949
XEL 0.00513 0.05463 March 1949
Mean 0.00461 0.05889
Electric stock Mean RP  Std.dev. Begin period Gas stock Mean RP  Std.dev. Begin period
symbols symbols
ALE 0.00541  0.53263  April 1950 AGL 0.00592  0.05085  January 1973
AEP 0.00429  0.05421  October 1949  ATO 0.00608  0.06014  January 1984
CNL 0.00707  0.05232  December 1981  DGAS 0.00460  0.04618 May 1981
EIX 0.00559  0.06519  June 1926  EGN 0.00709  0.06478  January 1958
EE 0.00799 0.06749 March 1996 EQT 0.00708 0.06400  July 1950
FE 0.00450  0.05336  October 1946  EGAS 0.00712  0.07676  February 1986
GXP 0.00406  0.05268  October 1950 LG 0.00382  0.08632  January 1926
HE 0.00327 0.05492 November 1964 NFG 0.00562 0.05605  August 1955
IDA 0.00451  0.05363  February 1944 NJR 0.00636  0.06099  January 1973
NEE 0.00671  0.05890 March 1950 NWN 0.00491 0.05826  January 1973
OTTR 0.00449  0.06278  January 1973  OKE 0.00761  0.07400  June 1954
PNM 0.00160  0.07506  October 1972 PNY 0.00630  0.05847  March 1970
PNW 0.00244  0.08241 September 1961  RGCO 0.00490  0.04263  March 1994
NeJ 0.00809 0.11648 November 1929  §JI 0.00544  0.05631  October 1958
STR 0.00733  0.07784  February 1961
Mean 0.00500 0.09872 SWX 0.00396 0.06799  January 1973
WGL 0.00513  0.05847  Feb 1940
WMB 0.01230  0.13432 Aug 1962
Mean 0.00620  0.06635
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Table 1 (Continued )
Water stock symbols Mean RP Std. dev. Begin period
ARTNA 0.00620 0.05574 June 1996
AWR 0.00527 0.06154 January 1973
CTWS 0.00488 0.05391 July 1975
CWT 0.00550 0.05655 January 1973
MSEX 0.00558 0.05235 January 1973
SIW 0.00620 0.06565 March 1972
WTR 0.01006 0.07025 August 1971
YORW 0.00912 0.07119 February 2001
Mean 0.00660 0.06090

The mean RP is the mean of the monthly risk premium returns data for each stock used to estimate the GCAPM with the GARCH
models. The mean is calculated from the beginning period and ending in December 2011.

and, &; and 1+ are the error terms for the mean and volatility equations, respectively. The parameter,
«;, or “alpha” is the return-to-risk coefficient as specified in Eq. (1) as:

Q= —%Corn [MH—L Ri,r+1} (5)
This parameter represents the relation between risk premium and volatility and its algebraic sign
indicates whether the asset is a business cycle hedge. The parameter itself is a function of the inde-
pendent variable, the conditional variance, and is time varying as the conditional standard deviation
of the return is included in the conditional correlation, corr¢[M;+1, R;, ¢+1], of the stochastic discount
factor and the return. The theoretical model, Eq. (1), is specified without an intercept, therefore it is
estimated the model without the intercept, but robustness tests are done to evaluate the model with
intercepts. Intuitively the intercept should be zero. Otherwise would indicate evidence of an excess
return premium or payment (if negative) that is not associated with volatility. The “no-intercept” spec-
ification has been found to be robust in producing consistently positive and significant relationships
between common stock risk premiums and risk in GARCH-M models. These findings are discussed in
Lanne and Saikkonen (2006) and Lanne and Luoto (2007).

Table 2a-d shows the GARCH model estimates for all publicly traded US electric, electric and gas,
gas, and water company stocks as well as the US stock market for comparison. The list of utility stocks
and their categorization in each industry are defined by AUS Utility Reports® (2012) that is available
upon request. The AUS Utility Reports® tracks all US publicly traded electric, gas and water utility
stocks. The results show that the model fits almost all of the public utility stock returns and the US
stock market returns well as almost all estimated parameters are significant, generally at p-values of
0.01 or less, except for water company stocks that have some p values that are generally less than
0.10, especially for the alpha slope that is used to estimate the cost of capital. Generally, water utility
stocks have substantially less stock returns data for modeling.

All but seven of the Lagrange Multiplier ARCH statistics (LM-ARCH), a test for ARCH effects in the
residuals, are not significant, indicating that the GARCH-M model is effective at removing most of the
ARCH effects from the regression residuals. The sum of the slopes in the variance equation (81 + 82)
is close to one for all stocks and the stock market. A value of one or greater indicates the presence
of an integrated GARCH process (IGARCH) (Engle & Bollerslev, 1986). Shocks in returns that have an
IGARCH process have a permanent effect on the conditional variance and therefore the asset’s value.

The slopes on conditional variance, the alphas, are positive and significant for most of the utility
stocks (all but seven) and the US stock market. Those that are not significant have alpha estimates
that are in a reasonable range of values. These results are evidence that there is a long-term positive
relation between risk and return and that none of the assets in this investigation are business cycle
consumption hedges as none are negative in algebraic sign. Since utility sales, especially electricity
usage and therefore cash flows are generally highly correlated with GDP, positive values were expected
for the alpha estimates as utility stocks are not expected to be a business cycle hedge. Fig. 1 from the
US Energy Information Administration’s 2013 Annual Energy Outlook shows the close association
between GDP and electricity use growth rates. As the energy intensity of GDP continues to decline
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Table 2a
Electric utility stocks and US stock market GARCH-M estimations of risk-return relations.
Asset Mean equation Variance equation LM-ARCH
UZM Constant o7, 512,:
US Stocks (CRSP) 2.869*** 0.000*** 0.841*** 0.128*** 0.56
Electric utility stock symbols
ALE 2.072%** 0.000** 0.851*** 0.094*** 0.72
AEP 2,197 0.000** 0.789*** 0.112*** 1.12
CNL 2.968*** 0.000** 0.685*** 0.180*** 0.71
EIX 1.536™** 0.000"** 0.873*** 0.108*** 132
EE 1.853"** 0.000 0.882*** 0.090 1.14
FE 2.161*** 0.000** 0.755*** 0.158*** 0.79
GXP 2.289** 0.000*** 0.812*** 0.149*** 0.62
HE 1.634** 0.000"** 0.786*** 0.144*** 0.88
IDA 1.981"* 0.000** 0.851*** 0.097*** 0.93
NEE 2.166™** 0.000** 0.871*** 0.082*** 0.74
OTTR 1.378** 0.001*** 0.489*** 0.248*** 0.70
PNM 0.984 0.000*** 0.834*** 0.116"** 0.52
PNW 1.142* 0.000*** 0.639*** 0.260*** 2.03**
SO 0.944** 0.000** 0.894*** 0.103*** 0.57

The results are for all publicly traded electric utility stocks. The results are the GARCH-M regressions for the monthly risk
premium on the asset (R;;+1 — Ry;) with conditional variance in the mean equation. The estimated model is:

Rier1 —Rpe = @07, + €ir11, where ;¢ = —(v0le[Me11/E¢ [Meca Dcorme[Mes1, Ri 1]
2

071 = Bo+ P10}, + Pagl + s

The monthly data ranges from the earliest returns data available for each asset in the CRSP database (earliest returns data
available is January 1926) and ends at December 2011. The return variable for US Stocks is the monthly risk premium on the
value weighted CRSP stock returns from the Fama-French CRSP database. Engle’s Lagrange Multiplier ARCH statistic (LM-ARCH)
is a test for ARCH effects in the residuals for 12 lags. It is x? distributed with 12 degrees of freedom where the degrees of freedom
are driven by the number of lags tested. Standard errors are in parentheses. ***, **, * denote p-values equal to less than 0.01,
0.05, and 0.10 levels, respectively, with two-tailed tests for regression coefficients and one-tailed test for LM-ARCH.
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Fig. 1. Relation between GDP and electricity use.

due to the adoption of energy efficiency technologies, the growth rates of GDP and electricity use in
recent years have started to moderately decouple and is expected to continue to do so.

Fig. 2 plots the average of the rolling estimated alpha for each utility industry group for each month
from January 2006 to December 2011 to review the stability and trends in the alphas. Although not
shown for each stock, the alphas range in value from about 0.5 to almost 3.0 and are relatively stable
across all stocks used in obtaining the averages. They do not become negative (switch to temporary
business cycle hedges) at any point during the study period. Note that all of the stocks’ alphas in all of
the industries are quite similar in pattern and stability. All of them drop as the US business cycle enters
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Table 2b

Electric and gas utility stocks GARCH-M estimations of risk-return relations.
Asset Mean equation Variance equation LM-ARCH

o7 Constant Uft 512,:

Electric and gas utility stock symbols
AEE 1.507** 0.000** 0.823*** 0.106*** 1.81*
AVA 0.980* 0.000*** 0.863*** 0.150*** 0.10
BKL 1.289* 0.000** 0.838*** 0.097*** 0.71
CHG 2.154"* 0.000*** 0.823*** 0.117*** 0.66
CMS 1.469"* 0.000*** 0.817*** 0.180*** 1.07
CNP 1.976*** 0.000*** 0.732*** 0.172*** 1.99**
CPK 1.896** 0.000 0.961*** 0.025** 0.52
D 2.406** 0.000* 0.806*** 0.121*** 1.08
DTE 2201 0.000*** 0.852*** 0.128*** 1.75**
DUK 1.901*** 0.000** 0.809*** 0.137*** 0.31
ED 1.151%* 0.000"** 0.854*** 0.138"** 0.49
EDE 2.248** 0.000** 0.806*** 0.068*** 0.98
ETR 2.273** 0.000*** 0.838*** 0.124** 0.99
EXC 1.975*** 0.000*** 0.874*** 0.090*** 1.05
LNT 2.302** 0.000** 0.775*** 0.135"** 0.38
MDU 1.642"* 0.000*** 0.811*** 0.115*** 1.12
MGEE 2.281** 0.000** 0.765*** 0.057** 0.74
NI 1.604** 0.000** 0.818*** 0.132%** 0.99
NU 1.283* 0.000*** 0.838*** 0.123*** 2.10**
NVE 1.228™ 0.000*** 0.903*** 0.079*** 0.35
OGE 2.266"** 0.000"** 0.777*** 0.128"** 0.67
PCG 1.836"** 0.000"** 0.860*** 0.118"** 0.84
PEG 2.304** 0.000** 0.888*** 0.095*** 0.72
POM 2221 0.000*** 0.863*** 0.079*** 0.40
PPL 1.809*** 0.000*** 0.829*** 0.113*** 1.19
SCG 2401 0.000*** 0.761*** 0.150*** 0.53
SRE 1.906 0.000 0.806™** 0.132* 041
TE 1.418* 0.000*** 0.823*** 0.136™** 0.47
TEG 2.856™** 0.000* 0.832*** 0.086™** 0.21
UGl 1.400"** 0.000*** 0.923*** 0.058*** 0.37
UIL 1.665™ 0.000*** 0.764*** 0.182*** 0.94
UNS 0.764 0.000*** 0.864*** 0.100*** 0.72
UTL 0.822 0.000** 0.715*** 0.128"* 0.56
vvC 1.896™ 0.000*** 0.869*** 0.081*** 0.62
WEC 2.758*** 0.000* 0.844*** 0.056** 1.15
WR 2.236"* 0.000*** 0.886*** 0.072*** 2.04**
XEL 2,633 0.000*** 0.756*** 0.167*** 0.76

See Table 2a notes.

the great recession from the December 2007 peak to the June 2009 trough and the only recession
during the study period (National Bureau of Economic Research, 2015). An increasing (decreasing)
alpha indicates that the price of risk has increased (decreased). These alphas are Sharpe ratios (Sharpe,
1994), the ratio of the expected risk premium to conditional volatility. Higher alphas should not be
interpreted as higher risk and therefore higher expected rates of return on common equity. A higher
price of risk can be associated with lower volatility and lower rather than higher costs of common
equity. Alpha is inversely related to the volatility in return in the theoretical development of the
model. Therefore a higher volatility is combined with a lower alpha so the overall impact of a higher
alpha on the expected rate of return is not clear. It is possible that the drop in alphas approaching and
during the recession may be due to investors’ flight to quality to assets with lower risk and lower but
acceptable return.

Fig. 3 shows the GCAPM cost of common equity results and their trends for each of the public
utility industries. The alpha coefficients and predicted monthly volatilities used to estimate the cost of
common equity for each public utility stock are estimated using a series of estimated GARCH models
for each utility as discussed above. Consistent with Ahern et al. (2011), the ex ante common equity risk
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Table 2¢

Gas (local distribution companies or LDC) utility stocks GARCH-M estimations of risk-return relations.
Asset Mean equation Variance equation LM-ARCH

0% Constant Uft e,

Gas utility stock symbols
AGL 2.787%* 0.000** 0.803*** 0.096*** 0.57
ATO 2.143** 0.003*** —0.081 0.261*** 0.58
DGAS 2.195* 0.003* -0.360 0.051 0.23
EGN 2215 0.000*** 0.766*** 0.171** 0.76
EQT 1.814* 0.000*** 0.834*** 0.131*** 0.46
EGAS 1.150 0.000*** 0.732*** 0.197*** 0.36
LG 0.855** 0.000*** 0.896"** 0.097*** 0.66
NFG 1.596*** 0.000*** 0.901*** 0.079*** 0.86
NJR 1.944* 0.002*** 0.351** 0.276*** 0.11
NWN 1.604** 0.000** 0.796*** 0.117*** 0.92
OKE 1.569"** 0.000*** 0.810*** 0.139*** 0.80
PNY 2287 0.000*** 0.837*** 0.106™** 0.98
RGCO 2.153*** 0.000** 0.962*** -0.059*** 0.94
NI 1.989*** 0.000"** 0.755*** 0.138*** 0.94
STR 1.381* 0.001** 0.866™** 0.036™** 0.11
SWX 1.177* 0.000*** 0.823*** 0.087*** 0.34
WGL 1.092** 0.000*** 0.831*** 0.170*** 0.25
WMB 0.824* 0.000*** 0.813*** 0.131*** 268"

See Table 2a notes.

Table 2d

Water utility stocks GARCH-M estimations of risk-return relations.
Asset Mean equation Variance equation LM-ARCH

[ Constant a?, 2,

Water utility stock symbols
ARTNA 1.879 0.000** 0.838*** 0.094** 0.93
AWR 1.389* 0.000* 0.873*** 0.047 0.74
CTWS 1.636* 0.001** 0.529*** 0.157*** 0.44
CWT 1.706** 0.000** 0.793*** 0.111** 0.86
MSEX 1.880** 0.000** 0.805*** 0.087** 0.94
SIW 1.273* 0.000** 0.911*** 0.043*** 0.68
WTR 2.110"** 0.000*** 0.857*** 0.079*** 1.15
YORW 1.819 0.000 0.852*** 0.029 0.63

See Table 2a notes.

premiums were calculated using the average of predicted volatilities (variances) over the entire time
period for which CRSP data were available for each utility and then multiplied by ¢;’s. The GCAPM cost
of common equity for each utility was estimated by adding the average predicted utility’s common
equity risk premium for each month starting in January 2006 through December 2011 to the predicted
risk free rate, which is the consensus forecast of the 30 year US Treasury Bonds yield for the next 6
quarters from Blue Chip Financial Forecasts. Fig. 3 shows that the predicted cost of common equity
capital results generated by the GCAPM was stable for all utility industries except for the recession and
associated global financial market crisis of 2008 and 2009. During that period, predicted GCAPM costs
of capital declined. This may have been due to investors’ flight to quality to less risk and an acceptable
lower return. The GCAPM predicted costs of capital for all of the utility industry groups follow a similar
trend except for the water utilities, which had a similar path but much more volatility. Contrasting
with the CAPM that uses only one estimated parameter, beta, to establish the uniqueness among each
stock, the GCAPM uses two estimated parameters to predict the expected returns, the alpha and the
specific stock predicted conditional volatility and three more parameters in the variance prediction
model for predicting volatility. Since it is investors’ behaviors that cause the level of volatility and due
to the fact that the GCAPM uses predicted volatilities to predict the cost of capital, the GCAPM is more
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Fig. 2. Alphas (slope on an) from 1/2006 to 12/2011 for electric, electric and gas, gas (local distribution companies or LDC)

and water utility stocks. The stocks in each industry are those as defined by AUS Utility Reports® (AUS, 2012). See Table 1 for
individual stocks.

intuitive appealing than the CAPM. The CAPM is not a forward-looking model and beta is not a pure
measure of risk. It is a mixture of correlation and risk.*

Fig. 4 shows the plots the averages of the costs of common equity for each stock estimated with the
GCAPM and the CAPM for each of the utility industries. The plots consistently show that the GCAPM
generates a substantially higher cost of capital than the CAPM. This may be due to the fact that the
GCAPM prices the risk which investors actually face whereas the CAPM prices systematic risk, the
only risk that the investor would be exposed if they had a perfectly diversified portfolio, which does
not exist in practice. Based on the well-established observation of low R?’s of CAPM regressions, a
substantial majority of a stock return’s volatility is not explained by the CAPM (Fama & French, 2004)
and therefore not priced by the CAPM.

The only recession that occurred during the period shown on the graphs is the great recession that
started with the peak at December 2007 and the trough at June 2009 (National Bureau of Economic
Research, 2015) as mentioned above. As investors anticipated the future of the business cycle, both
the alphas and the costs of common equity peaked as shown in Figs. 2-4 then declined and reached
the trough a few months before the business cycle. Note (Fig. 4) that the GCAPM costs of capital peaks
and troughs precede those of the CAPM by somewhat less than a year. This suggests that the GCAPM is
a forward looking model more than the CAPM as it leads CAPM peaks and troughs in the cost of capital
and is able to anticipate CAPM generated trends in the cost of capital. This evidence is not meant to
conclude that the CAPM should be replaced by the GCAPM. Until one model un-equivocally produces
results deemed to be closer to the true cost of common equity, no information should be ignored for
consideration in estimating the cost of common equity. This investigation suggests that the GCAPM

4 The CAPM beta is defined as f8; = pim 0; 0m/om? Where p;, is the correlation between the returns on stock i and the market,
and the o’s are the standard deviations on stock i and market returns (m). Since the expression can be simplified to ;= pim
(oi/om), only the ratio of standard deviation of the stock to the market return represents volatility and therefore risk. So the
CAPM beta is a mixture of correlation and risk. A high ratio of volatility of a stock’s return relative to the market combined with
a low correlation can result in a low beta, reflecting low risk.
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Fig. 3. GCAPM cost of common equity estimates for US publicly traded public utilities.

model contributes additional information that should be considered in the process for estimating
the costs of common equity. Hopefully, additional information and technologies will diffuse into the
process rather than almost sole reliance on the CAPM.

Michelfelder, Ahern, D’Ascendis, and Hanley (2013) show the trends in the cost of common equity
estimates by each asset model for each industry. They perform a comparison of the results of the two
typical used asset pricing models, the DCF and CAPM with the GCAPM. The GCAPM generally produces
higher predicted ROE’s than either the DCF or CAPM. Since the GCAPM prices the actual risk faced by
the investor rather than the lower, unrealistic ideal (perfectly diversified portfolio) level assumed by
the CAPM, this result is not surprising. Public utilities are not investing the level of capital investment
necessary to maintain the current level of service, much lesser than the capital needed for growth
in their service areas. Regulated allowed rates of return on common equity lower than the costs of
common equity may be the cause of public utilities lack of investment that is expected to generate
deterioration of service and inhibit economic growth if it does not change soon. For example, the
Brattle Group, Fox-Penner, Chupka, and Earle (2008) estimates that the US electric power industry
will have to invest $1.5 trillion to $2.0 trillion by 2030 to maintain the current level of reliability.
Brennan (2008) shows that electricity transmission capacity peaked in 1982 and that both capacity
and investment has been on a long-term declining trend. According to the US EPA’s 2011 Drinking
Water Infrastructure Needs Survey and Assessment (EPA, 2011), by 2030 the industry will require
$384.2 billion in 2011 dollars in system upgrades to maintain safe drinking water service. Such a huge
level of investment will cause water rates and bills to rise to levels similar to electricity bills.

5. Robustness tests

Robustness tests are performed with the inclusion of an intercept, differing specifications of con-
ditional volatility, and the use of the Fama-French risk-free rate for generating risk premia. The
estimation results are poor with the inclusion of an intercept therefore the model is well specified.
All of the model estimations are robust to changes in specifications of the conditional volatility using
standard deviation and the natural log of variance as other measures. Similarly, the estimations are
robust to choice of risk-free rate.

One concern is the intertemporal stability of the alphas. The alpha in the model is a function of
conditional variance and is time varying as the conditional standard deviation of the return is included
in the conditional correlation of the stochastic discount factor and the return. The averages of the alpha
estimates are plotted over time for each utility to review stability of the hedging property of the assets
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Fig. 4. Plots of GCAPM and CAPM costs of common equity estimates for electric, electric and gas, gas, and water utility stocks.
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over time. Fig. 2, as already discussed, plots the updated monthly alphas over 72 months (January
2006 to December 2011). The alpha values are highly stable and never get close to zero and, generally,
there are no discontinuous spikes in alpha in either direction for each utility stock.

6. Conclusion

Based on the results of this empirical study, Ahern et al. (2011), Michelfelder et al. (2013), and
Michelfelder and Pilotte (2011), a literature is beginning to emerge that supports the GCAPM as addi-
tional evidence for estimating the cost of common equity capital. This study found that the model fits
the data well across all US publicly traded utility stocks and the US stock market as a single portfo-
lio. The estimates are consistent, stable, and show that utility stocks are not a business cycle hedge.
There would be a stability concern if some utility stocks were hedges and others were not or if stocks
temporarily switched to hedging assets.

The GCAPM has been successfully empirically tested for public utilities and the US stock market in
this study and preliminarily in Ahern et al. (2011), and for US Treasury Bills and Bonds in Michelfelder
and Pilotte (2011). However, a comprehensive study across a spectrum of common equity assets,
at least for non-public-utility individual stocks, is needed as an important next step to consider the
widespread adoption of the GCAPM as a method to estimate the cost of common equity capital for
stocks in general. This paper is a component of a research program toward that goal. The motivation
was to empirically test and discuss the results in sufficient technical detail to assess the relevance of
the model for public utility cost of common equity capital estimation and the cost of capital for any
firm. Secondly, the motivation was to build a platform for further research of the GCAPM for estimating
the rate of return for any stock, as stated above. Finally, the GCAPM was tested as a potential cost of
capital model to help update and improve on the cost of capital technology by providing additional
information. This paper does not suggest that the GCAPM supplant any other cost of capital pricing
model. It does recommend that it be considered as an additional model for developing the cost of
capital estimates.
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1 Introduction

Following electricity deregulation with the National Energy Policy Act of 1992, the
estimation of the cost of common equity capital remains a critical component of
the utility rate-of-return regulatory process. Since the cost of common equity is not
observable in capital markets, it must be inferred from asset pricing models. The
models that are commonly applied in regulatory proceedings are the Gordon (1974)
Discounted Cash Flow (DCF), the Capital Asset Pricing (CAPM) and Risk Premium
Models. There are other tools used to estimate the cost of common equity such as
comparable earnings or earnings-to-price ratios, but they are not asset pricing mod-
els. The empirical literature on the CAPM is vast { Fama and French (2004)} and the
CAPM is used by a number of US regulatory jurisdictions. The DCF model has not
been empirically tested to the same extent as the CAPM, yet it is considered by many
US regulatory jurisdictions.

The purpose of this paper is to present, test empirically and apply a recently devel-
oped general consumption-based asset pricing model that estimates the risk-return
relationship directly from asset pricing data and, when estimated with recently devel-
oped time series methods, produces a prediction of the equity risk premium that is
driven by its predicted volatility. The predicted risk premium is then added to a risk-
free rate of return to provide an estimate of the cost of common equity. We pre-
dict two forms of the equity risk premium with the model, the risk premium net of
the risk-free rate and the equity-to-debt risk premium (equity risk premium net of the
relevant bond yield for the company’s stock). Either can be applied to predict the com-
mon equity cost of capital for a public utility. Although the model is tested and applied
to public utilities for rate of return regulation, it can be used to estimate the cost of
capital for any stock. Section 2 reviews the asset pricing models typically used in pub-
lic utility rate cases and the generalized consumption asset pricing model we propose
to estimate the cost of common equity. Section 3 discusses the data and the empirical
testing of the consumption asset pricing model. Section 4 reviews the application of the
model and compares it with the DCF and CAPM results. Section 5 is the conclusion.

2 DCF, CAPM and consumption asset pricing model
2.1 DCF and CAPM approaches

The standard DCF model frequently used in estimative the cost rate of common equity
in regulatory proceedings is defined by the following equation:

k=Do(l+g)/Po+ g,

where £ is the expected return on common equity; Dy is the current dividend per share;
g is the expected dividend per share growth rate; and Py is the current market price.
The DCF was developed by Gordon (1974) specifically for regulatory purposes.
Underlying the DCF model is the theory that the present value of an expected future
stream of net cash flows during the investment holding period can be determined
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New approach to estimating the cost of common equity capital 263

by discounting those cash flows at the cost of capital, or the investors’ capitaliza-
tion rate. DCF theory indicates that an investor buys a stock for an expected total
return rate which is derived from cash flows received in the form of dividends plus
appreciation in market price (the expected growth rate) over the investment holding
period. Mathematically, the expected dividend yield (Do(1 + g)/ Py) on market price
plus an expected growth rate equals the capitalization rate, i.e., the expected return on
common equity.

The standard DCF contains several restrictive assumptions, the most contentious
of which during utility cost of capital proceedings is typically that dividends per share
(DPS), book value per share (BVPS), earnings per share (EPS) as well as market price
grow at the same rate in perpetuity. There is also considerable contention over the
proper proxy for g, prospective or historical growth in DPS, BVPS, EPS and market
price and over what time period. In addition, although the standard DCF described
above is a single stage annual growth model, there is considerable discussion over the
use of multiple stage growth models during regulatory proceedings. Some analysts use
the discrete version and others use the continuous version of the DCF model. Solving
these models for &, the cost of common equity, results in differing equations to solve
for k. The equation above is from the discrete version. The continuous version uses the
current dividend yield and is not adjusted by g, which results in a lower estimate for k.
Because of these and other restrictive assumptions that require numerous subjective
judgments in application, it is often difficult for regulatory commissions to reconcile
the frequently large disparities in rates of return on common equity recommended by
various parties in a public utility rate case.

The CAPM model is defined by the following equation:

k= Ry +B (R~ Ry).

where k is the expected return on common equity; R is the expected risk-free rate of
return; B is the expected beta; and R, is the expected market return.

CAPM theory defines risk as the co-variability of a security’s returns with the
market’s returns or 8, also known as systematic or market risk, with the market beta
being defined as 1.0. Because CAPM theory assumes that all investors hold perfectly
diversified portfolios, they are presumed to be exposed only to systematic risk and the
market (according to the model) will not reward them a risk premium for unsystematic
or non-market risk. In other words, the CAPM presumes that investors require com-
pensation only for systematic or market risks which are due to macroeconomic and
other events that affect the returns on all assets. Mathematically, the CAPM is applied
by adding a forward-looking risk-free rate of return to an expected market equity risk
premium adjusted proportionately by the expected beta to reflect the systematic risk.

As with the DCEF, there is considerable contention during regulatory cost of capital
proceedings as to the proper proxies for all components of the CAPM: the Ry, the
Ry, as well as B. In addition, the CAPM assumption that the market will only reward
investors for systematic or market risk is extremely restrictive when estimating the
expected return on common equity for a single asset such as a single jurisdictional
regulated operating utility. Additionally, this assumption requires that the investor
have a perfectly diversified portfolio, that is, one with no unsystematic risk. Since
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this assumption is not applicable, estimating the cost of common equity capital for a
single utility’s common equity undoubtedly will not reflect the risk actually faced by
the imperfectly diversified investor.

As will be discussed in the next section, our application of the risk premium
approach, the consumption asset pricing model and GARCH' rest on minimal
assumptions and restrictions and therefore requires considerably less judgment in its
application.

2.2 Risk premium approach, consumption asset pricing models, and GARCH

A widely used model to estimate the cost of common equity capital for public utilities
is the risk premium approach. This approach often estimates the expected rate of return
as the long-term historic mean of the realized risk premium above an historic yield
plus the current yield of the relevant bond applicable to a specific utility or peer group
of utilities. Litigants in public utility rate proceedings debate the choice of inputs to
estimate the risk premium as well as how far back to reach into history to collect data
for calculating an average that is representative of a forward-looking premium.

It is surprising that, as popular as the risk premium method is in public utility rate
cases, the intuitively appealing general consumption-based asset pricing model, with
its minimal assumptions and strong theoretical foundation, has not been applied to
estimate the cost of common equity capital for public utilities. The model provides
projections of the conditional expected risk premium on an asset based on its relation
to its predicted conditional volatility. This model generalizes the well known special
case asset pricing models such as the Merton (1973) intertemporal capital asset pricing
model, Campbell (1993) intertemporal asset pricing model, and the habit-persistence
model of Campbell and Cochrane (1999), which are special cases of the general model.
The relation of the model to their specialized cases can be found in Cochrane (2006)
and Cochrane (2007). The approach of consumption asset pricing models is to make
investment decisions that maximize investors’ utility from the consumption that they
ultimately desire, not returns.

Even if the model is not used to project directly the expected risk premium, it can,
at a minimum, be used to verify that the risk premia data chosen for estimating the cost
of capital is empirically validated by fitting the model well. The model can be used
to predict the equity risk premia net of the risk-free rate (equity risk premium) or to
predict the equity-to-debt risk premium for a firm. We perform both of these empirical
tests in this paper. The general consumption-based asset pricing model developed in
Michelfelder and Pilotte (2011) and based on Cochrane (2004) provides the relation-
ship of the ex ante risk premium to an asset’s own volatility in return:

vol [M;41]

ERiss1]— Rpy = —
l / E [Mi1]

Vol [R; t41]corr (Mi11, Ri 1] (D

1 GARCH refers to the generalized autoregressive conditional heteroskedasticity regression model which
is discussed below.
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where vol; is the conditional volatility, corr; is the conditional correlation, and M; 4
is the stochastic discount factor (SDF).

The SDF is the intertemporal marginal rate of substitution in consumption, or,
Mi1=p8 %, where the U,’s are the marginal utilities of consumption in the next
period, 1 + 1, and the current period, ¢, and B is the discount factor for period 7 to £ + 1.
Equation 1 shows that the algebraic sign of the relation between the expected risk
premium and the conditional volatility of an asset’s risk premium is determined by the
correlation between the asset’s return and the SDF. That is, the direction of the relation
between the asset return and the ratio of intertemporal marginal utilities in consump-
tion inversely determines the relation between the expected risk premium and condi-
tional volatility. When the correlation is equal to negative one, the asset’s conditional
expected risk premium is perfectly positively correlated with its conditional volatility.
A positive relation between the conditionally expected risk premium and volatility
obtains when —1 < corr; < 0. A negative relation obtains when 0 < corr; < 1.
For an asset that represents a perfect hedge against shocks to the marginal utility of
consumption, with corr; = 1, there will be a perfect negative correlation between the
conditionally expected risk premium and its volatility.” Therefore, estimates of the
relation between the first two conditional moments of a public utility stock’s returns
provide a direct test of the effectiveness of a public utility stock, or any asset, as a
consumption hedging asset. In Eq. 1, vol;[M;41]/E;[M;+1] is the slope of the mean-
variance frontier. If this slope changes over time, the estimated relation between the
stock’s risk and return will vary over time. This model can also be viewed simplisti-
cally as the projected expected risk premium as a function of its own projected risk,
given information available at time ¢.

Note that the model allows for the expected risk premium to be negative if the asset
hedges shocks to the marginal utility of consumption. Investors are willing to accept
an expected rate of return lower than the risk-free rate of return if the pattern of vola-
tility is such that returns are expected to rise with expected reductions in consumption.
Simply, investors are willing to pay a premium for a higher level of returns volatility
that has the desired pattern of returns. These desired returns patterns have a tendency
to offset drops in consumption. Therefore, this model shows that investors may not be
averse to volatility, but rather to the timing of expected changes in returns.

Summarizing, several conclusions can be drawn from the general model of asset
pricing. First, the sign of the relation between a stock’s risk premium and conditional
volatility depends on the extent to which the stock serves as an intertemporal hedge
against shocks to the marginal utility of consumption. Second, the relation between
stock risk and return may be time-varying depending on changes in the slope of the
mean-variance frontier. Third, hedging assets have desired patterns of volatility that
result in expected rates of return that are less than the risk-free rate. We do not expect

2A hedging asset is one that has a positive increase in returns that is coincident with a positive shock in the
ratio of intertemporal marginal utilities of consumption. Note that if we assume a concave utility function
in consumption, as consumption declines, the marginal utility of consumption rises relative to last period
marginal utility. If we think of a decline in consumption as a contraction in the business cycle, the hedging
asset delivers positive changes in returns when the business cycle is moving into a contraction, and therefore
the asset is a business cycle hedge.
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that public utility stocks serve as a hedging asset as they are not viewed as defensive
stocks (they do not rise in value during downturns in the stock market) due to asym-
metric regulation and returns as discussed in detail in Kolbe and Tye (1990). Under
asymmetric regulation, utility regulators have a tendency to allow the return on equity
to fall below the allowed return during downturns in the business cycle and to reduce
the return should it rise above the allowed return during expansions. Therefore we
expect that the parameter estimates of the return-risk relationship to be positive as
utility stocks are hypothesized to not be hedges.

We use the GARCH model to estimate the general asset pricing model since the
GARCH model accommodates ARCH effects that improve the efficiency of the param-
eter estimates. It also provides a volatility forecasting model for the conditional vol-
atility of the asset’s risk premium. The conditional volatility projection is used, in
turn to predict the expected risk premium. We also use the GARCH-in-Mean model
(GARCH-M) since it specifies that the conditional expected risk premium is a linear
function of its conditional volatility. There is a vast body of literature that estimates
asset pricing models with the GARCH and GARCH-M methods and therefore we will
not attempt to summarize them here.

The GARCH-M model was initially developed and tested by Engle et al. (1987)
to estimate the relationship between US Treasury and corporate bond risk premia and
their expected volatilities. The GARCH-M model is specified as:

Riy1— Ry = 016,2+1 + €141 2
021 = By + B0l + P& + Mip 3)
& |Wi—1 ~ T(0,07) @)

where R;, 1 is the expected total return on the public utility stock index or individual
utility stock; Ry;y1 is the risk-free rate of return or the yield on an index of pub-
lic utility bonds of a specified bond rating for the equity-to-debt premium; O’tz_H is
the conditional or predicted variance of the risk premium that is conditioned on past
information (y;—1); and &; is the error term that is conditional on ¥;_1.

The conditional distribution of the error term is specified as the non-unitary vari-
ance T-distribution due to the thick-tailed distribution of the risk premia data. If the
error distribution is thick-tailed, using an approximating distribution that accommo-
dates thick tails improves the efficiency of the estimates. The parameter, «, is the

return-to-risk coefficient as specified in Eq. 1 as:

_ voli[Mi41]

T TR M

corri[Miy1, Rit+1] ©)

Note that the coefficient will be positive if the conditional correlation between the
SDF and the asset return is negative, indicating that the stock is not a hedging asset.
Recall that the SDF is the ratio of intertemporal marginal utilities. Assuming a concave
utility function, an upward shock in the ratio implies falling consumption, therefore
an associated rise (positive correlation) in the return (R;) would offset the reduction
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in consumption, thereby causing the sign of « to be negative. The parameter, «, is also
the ratio of risk premium to variance, or, the Sharpe ratio.

The intercept in Eq. 2 is restricted to zero as specified by the general asset pricing
model specification. The restriction on the intercept equal to zero has been found to be
robust in producing consistently positive and significant relationships between equity
risk premia and risk in GARCH-M models. This is discussed in Lanne and Saikkonen
(2006) and Lanne and Luoto (2007). We have found the same results in our model-
ing in this paper, although we have excluded these results for brevity (available upon
request). Therefore we specify the prior assumption that the intercept or the “excess”
return, i.e., the return not associated with risk to be equal to zero and drop the intercept
from the model.

The consumption asset pricing model is estimated in the empirical section of the
paper and applied in the applications section of the paper. The model is tested to (1)
determine if equity-to-debt risk premium indices for utilities of differing risk specified
by differing bond ratings are validated by the asset pricing model and therefore have
some empirical support for risk premium prediction and application to utility cost of
capital estimation, (2) determine whether equity risk premia can be predicted and fit
the model and therefore be used to estimate the cost of common equity, (3) empirically
test the consumption asset pricing model, and (4) ascertain whether utility stocks are
assets that hedge shocks to the marginal utility of consumption.

If utility stocks are hedging assets then the cost of common equity should reflect a
downward adjustment to a specified risk-free rate to reflect investors’ preferences for
a hedge and the compensation that they are willing to pay for it.

3 Data and empirical results

We use portfolios as represented by public utility stock and bond indices to estimate
the conditional return-risk relationship for the equity-to-debt premium. The equity-
to-debt risk premium data employed for estimating Eq. 1 with the GARCH-M con-
ditional return-risk regressions are monthly total returns on the Standard and Poor’s
Public Utilities Stock Index (utility portfolio), and the monthly Moody’s Public Utility
Aa, A, and Baa yields for the debt cost. We also obtained equity risk premia for the
utility portfolio using the Fama-French specified risk-free rate of return, which is the
holding period return on a 1-month US Treasury Bill. The data range from January
1928 to December 2007 with 960 observations. The return-risk relationships for the
equity-to-debt premia are risk-differentiated by their own bond rating.

As a check, we also estimate Eq. 1 with the GARCH-M for large common stock
returns using the monthly Ibbotson Large Company Common Stocks Portfolio total
returns and the Ibbotson US Long-Term Government income returns as the risk-free
rate. Additionally, as another check, we do the same for the University of Chicago’s
Center for Research in Security Prices value-weighted stock index (CRSP) using the
Fama-French risk-free rate. This is the Fama-French specification of the market eq-
uity risk premium. The data range from January 1926 to December 2007 with 984
observations for the Large Company Common Stock estimation and the data ranges
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Table 1 Descriptive statistics: public utility and large company common stocks equity-to-debt and equity
risk premia

Utility bond rating Mean Std. Dev. Skewness Kurtosis JB
Aa 0.0037 0.0568 0.0744 10.07 2,001.2%%*
A 0.0035 0.0568 0.0632 10.06 1,991.8%#*
Baa 0.0031 0.0568 0.0375 10.02 1,973.6%#*
Ibbotson
Large common stocks 0.0054 0.0554 0.4300 12.84 3,954, 7%%*
CRSP value-weighted stock index 0.0062 0.0544 0.2309 10.92 2,519.1%%*

The public utility equity-to-debt risk premia monthly time series is from January 1928 to December 2007
with 960 observations. The equity risk premium monthly time series for the Large Common Stocks and the
CRSP index are January 1926 to December 2007 with 984 observations, and January 1926 to December
2007 with 984 observations, respectively. The public utility stocks equity-to-debt risk premia are calculated
as the total return on the S&P Public Utilities Index of stocks minus the Moody’s Public Utility Aa, A, and
Baa Indices yields to maturity. The Large Company Common Stock equity risk premia are the monthly
total returns on the Ibbotson Large Company Common Stocks Portfolio minus the Ibbotson Long-Term
US Government Bonds Portfolio income yield. The CRSP equity risk premia, or the Fama-French market
risk premia are the CRSP total returns on the value-weighted equity index minus the 1-month holding
period return on a 1 month Treasury Bill. The Jarque-Bera (JB) statistic is a goodness-of-fit measure of the
departure of the distribution of a data series from normality, based on the levels of skewness and excess
kurtosis. The JB statistic is X2 distributed with 2° of freedom. *** Significant at 0.01 level, one-tailed test

from January 1928 to January 2007 with 960 observations (same as the utilities) for
the CRSP estimation.

Table | displays the descriptive statistics for these data. We have estimated the
mean, standard deviation, skewness and kurtosis parameters, as well as the Jarque-
Bera (JB) statistic to test the distribution of the data. The means of the utility equity-
to-debt risk premia fall as the risk (bond rating) declines. This is consistent with the
notion that larger yields are subtracted from stock returns the lower the bond rating.
Intertemporally, there is an inverse relationship between risk premia and interest rates
(See Brigham et al. (1985) and Harris et al. (2003)). The mean for risk premia will
have a tendency to be larger during low interest rate periods.

Not surprisingly, large company common stocks have the highest mean risk premia
as the majority of these firms are not rate-of-return regulated firms with a ceiling on
their ROE’s close to their cost of capital. Interestingly, the standard deviations of the
utility stock returns are similar and slightly higher than large company common stocks.
Skewness coefficients are small and positive except for Ibbotson large company com-
mon stock returns and CRSP returns that have large positive skewness. This suggests
that large unregulated stocks have a tendency to have more and larger positive shocks
in returns than do utilities that are rate of return regulated. The kurtosis values show
that all of the risk premia are thick-tail distributed. This is also found in the significant
JB statistics that test the null hypothesis that the data are normally distributed. The null
hypothesis is rejected for all assets. The high kurtosis, low skewness, and significant
JB statistics show that the risk premia data are substantially thick-tailed, except for
non-utility stocks that are both skewed and thick-tailed. Therefore, robust estimation
methods are required to produce efficient regression estimates with non-normal data.
Additionally, although not shown but available upon request, the serial correlation and
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ARCH Lagrange Multiplier tests show that residuals from OLS regressions of risk pre-
mia on volatilities follow an ARCH process. Therefore, the GARCH-M method will
improve the efficiency of the estimates. We specify the regression error distribution
as a non-unitary variance T-distribution so that thick-tails could be accommodated in
the estimation and therefore produce increasingly efficient parameter estimates.

We used maximum likelihood estimation with the likelihood function specified
with the non-unitary-variance T-distribution as the approximating distribution of the
residuals to accommodate the thick-tailed nature of the error distribution. The equa-
tions are estimated as a system using the Marquardt iterative optimization algorithm.

The chosen software for estimating the model was EViews© version 6.0 (2007).

Table 2 shows the GARCH-M estimations for the consumption asset pricing Eq. 1.
We have estimated Eq. | for the utility equity risk premia using the Fama-French
risk-free rate in addition to the equity-to-debt risk premia risk-differentiated by bond
ratings and the two measures of the market equity risk premium. The chosen mea-
sure of volatility is the variance of risk premium (in contrast to other such measures
such as the standard deviation or the log of variance. Although these results are not
shown for brevity, they are robust to these other measures of volatility). The slope,
which is the predicted return-to-predicted risk coefficient and Sharpe ratio, is positive
and significant at the 99% level for all assets except the utility stock returns with
Baa bonds, which is significant at the 95% level. Given that all slopes are positive,
public utility stocks are not found to hedge shocks to the marginal utility of con-
sumption. Note that the reward-to-risk slope rises as bond rating rises. This sug-
gests that lower risk utility stocks provide a higher incremental risk-premium for an
increase in conditional volatility. This is consistent with other studies that find that
lower risk assets, such as shorter maturity bonds, have higher Sharpe Ratios than long-
term bonds and stocks. See Pilotte and Sterbenz (2006) and Michelfelder and Pilotte
(2011).

The variance equation shows that all GARCH coefficients (8’s) are significant at
the 1% level and the sums of B; and B, are close to, but less than 1.0, indicating
that the residuals of the risk premium equation follow a GARCH process and that
the persistence of a volatility shock on returns and stock prices for utility stocks is
temporary. The estimates of the non-unitary variance T-distribution degrees of free-
dom parameter are low and statistically significant, indicating that the residuals are
well approximated by the T. Similar values for the log-likelihood functions (Log-L)
show that each of the regressions has a similar goodness-of-fit. Chi-squared distributed
likelihood ratio tests (not shown but available upon request) that compare the good-
ness of fit among the T and normal specifications of the likelihood function of the
GARCH-M regressions show that the T has a significantly better fit than the normal
distribution.

The GARCH-M results for the large company common stocks portfolio are sim-
ilar to those of the utility stocks. Not surprisingly, large company common stocks
do not hedge shocks to the marginal utility of consumption and volatility shocks
temporarily affect their valuations. The exception is that the return-risk slope is sub-
stantially higher than utility stock slopes. This is partially due to the risk-free nature
of the risk-free rates used with the non-utility equity risk premia compared to the
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Table 2 Estimation of return-risk relation: public utility and large company common stocks

Utility bond rating o Bo Bi B2 Log-L T dist. D.F.
Aa 1.5183%**  (0.0000%* 0.8791%**  0.1031**%*  1,604.4 9.9254 %%
(0.5308) (0.0000) (0.0230) (0.0219) (3.0272)
A 1.4536%**  (0.0000%* 0.8790%**  (0.1033***  1,605.0 9.9381%##*
(0.5308) (0.0000) (0.0230) (0.0220) (3.0408)
Baa 1.3318%* 0.0000%* 0.8789***  (0.1040%**  1,605.2 10.0%%%*
(0.5303) (0.0000) (0.0229) (0.0220) (3.0540)
Fama-French R ¢ 2.1428%**  (0.0000%** 0.8811%**  (0.0979**%* 1,601.0 9.8773%%%*
(0.5318) (0.0000) (0.0232) (0.0212) (2.9700)
Ibbotson
Large company 2.7753%*%% 0.0001#**  0.8381***  0.1186%**  1,620.8 8.8457%**
common (0.5513) (0.0000) (0.0269) (0.0332) (2.1613)
stocks
CRSP 3.3873%*%%  (0.0001***  0.8330***  0.1149*%** 1,598.9 8.8571##:*
value-weighted (0.5673) (0.0000) (0.0270) (0.0358) (1.9505)

stock index

The results below are the GARCH-in-Mean regressions for the risk premium (R;41 — Ry;y1) on

the conditional variance of the risk premium (UIQ_H) in the mean equation. The intercept in the
mean equation is restricted to be equal to zero. The public utility equity-to-debt risk premia monthly
time series is from January 1928 to December 2007 with 960 observations. The equity risk pre-
mium monthly time series for the Large Company Common Stocks and the CRSP index are Jan-
uary 1926 to December 2007 with 984 observations, and January 1926 to December 2007 with
984 observations, respectively. The public utility stocks equity-to-debt risk premia are calculated as
the total return on the S&P Public Utilities Index of stocks minus the Moody’s Public Utility Aa,
A, and Baa Indices yields to maturity. The Large Company Common Stock equity risk premia
are the monthly total returns on the Ibbotson Large Company Common Stocks Portfolio minus the
Ibbotson Long-Term US Government Bonds Portfolio income yield. The CRSP equity risk premia, or
the Fama-French market risk premia are the CRSP total returns on the value-weighted equity index minus

the 1-month holding period return on a 1 month Treasury Bill. The estimated model is:
Lt [My41]
Ri11—R =ao? | + 841 where o = — 2Tl
t+1 fit+1 1+1 t+1 Et[MH-]]
2 2 2
Ot = Po +Br07 4 Pogr + i1 . N N
The conditional distribution of the error term is the non-unitary variance T-distribution to accommodate the
kurtosis of the risk premia and error term. Standard errors are in parentheses. ***, ** * denote significance

at the 0.01, 0.05, and 0.10 levels, respectively for two-tail tests

corri[My41, Ri 1411

utility bond yields that reflect risk. The utility stocks slope value of 2.1428 using
the Fama-French risk-free rate is closer to the higher CRSP value of 3.3873 that
is also based on the Fama-French risk-free rate. This is inconsistent with previous
results herein and in other papers that find that Sharpe Ratios are lower for higher risk
assets unless this finding can be interpreted as utility stocks having more risk than
non-regulated stocks. The standard deviations on Table 1 suggest that utility stock
return volatilities are as high as the stock returns of non-regulated firms. However,
similar model estimates of portfolios of common stocks yield unstable results, such
as negative as well as positive return-risk slopes when the intercept is not restricted
to zero. See Campbell (1987), Glosten et al. (1993), Harvey (2001), and Whitelaw
(1994).
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New approach to estimating the cost of common equity capital 271

Stock market results are highly sensitive to empirical model specification. Many
studies do not consider the impact of a zero-intercept prior restriction on the stability
of their results. This simple innovation has led to more consistent results in modeling
stock market risk-return relationships, and therefore we have included it in this paper.

The estimation of the consumption asset pricing model for utility stock equity-
debt risk premia shows that the use of bond-rating risk-differentiated risk premia are
validated as their risk-return relationships are well-fitted by theoretical and empirical
models of risk and return. Therefore, these data impound good representations of the
risk and reward relationship.

One concern is the intertemporal stability of the alphas. Figure 1 plots the utility
stock portfolio alpha (using the Fama-French Ry to calculate the premium) and its
standard error for 240 month rolling regressions of the model estimated with GARCH-
M in the same manner as described above to review the intertemporal stability of the
alpha. A 20-year period was used for each estimation to trade off timeliness with
sufficient observation of up and down stock market regimes and business cycles. This
resulted in 720 estimated alphas from 1947 to 2007. The results show that the utility
alpha is stable to the extent that the algebraic sign is always positive and generally
significant, therefore the nature of utility stocks are assets that are not and have never
been hedges during the second half of the twentieth century up to the present. The
value of the alpha does change substantially. The mean of the alpha is 4.40 with arange
from —0.11 (insignificantly different from 0) to 11.66. As a comparison, the alpha
for the CRSP value-weighted stock index was also estimated with rolling regressions
in the same manner and for the same time period. Figure 2 is a plot of the CRSP
alpha and standard error. Note that the general stock market alpha is similar to that of
utility stocks. They are all positive and almost all statistically significant and follow
a strikingly similar cycle. Figure 3 plots both the utility and stock market alphas and
demonstrates the similarity. The correlation coefficient between the utility and stock
market alphas is 0.88. Recalling that the alpha is a Sharpe Ratio, we see that return to
risk ratio does change substantially. This is consistent with the results in Pilotte and
Sterbenz (2006).

One other interesting observation is that the standard errors of the alphas are highly
stable over the study period and are very similar in magnitude regardless of the size of
the corresponding alpha. Whereas the alpha follows a cyclical pattern, the volatility
in alpha is highly stationary around a constant, long-run mean.

The GARCH-M model estimations of the consumption asset pricing model were
specified with variance as the measure of volatility. We also performed the same model
estimations with alternative specifications of volatility such as the standard deviation
and the log of variance and the results were not sensitive to this specification.

4 Application
We apply the model in this section to compare the cost of common equity capital esti-

mates with the DCF and CAPM models. Using EViews© Version 6.0, we estimated
the model coefficients (&, 8s) over rolling 24 month periods ending December 2008.
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Rolling 240 Month Utility Stock Alphas 1947 — 2007
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Fig. 1 Rolling 240 month utility stock alphas 1947-2007

Rolling 240 Month CRSP Value-Weighted Alphas 1947-2007
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—— CRSP Market Alpha
----- CRSP Market Alpha Standard Error

Fig. 2 Rolling 240 month CRSP value-weighted alphas 1947-2007

We repeated the estimation over 5, 10, 15, 20 and 79 year periods.3 Predicted monthly

variances (012“) were generated from these estimations to produce predicted risk pre-
3 ”»

miums that were calculated by multiplying the predicted variance by the “o” slope

3 We did not include the results of the 10 and 15 year estimations to abbreviate the amount of empirical
results presented since they added no material insights beyond those already presented.
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Rolling 240 Month CRSP and Utility Alphas 1947-2007
12

10

45 50 55 60 65 70 75 80 85 90 95 00 05

----- CRSP Market Alpha

Fig. 3 Rolling 240 month CRSP and utility alphas 1947-2007

Table 3 Estimates of expected risk premia

Mean (%) Range (%) Standard deviation (%)
Average Spot Average Spot Average Spot
Ibbotson Associates data
79-years 9.59 5.76 8.74-9.96 2.62-22.60 0.32 5.24
20-years 6.77 6.94 4.99-8.50 2.24-28.95 0.95 6.88
S-years 4.20 10.25 —98.49-11.62 —100.00-39.65 22.00 26.61
S&P Utility Index
79-years 5.28 2.90 4.30-5.28 1.65-8.15 0.32 1.60
20-years 3.93 3.51 2.78-5.03 2.18-6.88 0.57 1.11
5-years 31.82 326.63 7.77-156.97  6.12-6465.74 31.47 1283.51

coefficient. To test the stability of the predicted risk premia over time, the predicted
risk premia were calculated using either the predicted variance over each entire time
period or the last monthly (spot) predicted variance. Table 3 presents the mean pre-
dicted risk premia, the range of predicted premia and the standard deviations for each
time period. Itis clear from the results that the risk premia are more stable over the roll-
ing 24 month period when calculated using the average predicted variance compared
with using the spot variance. Secondly, the 20 and 79 year means are substantially
more stable and reasonable in magnitude than the 5 year means.

Next, given the lessons from the analyses above, we apply the model to mechani-
cally* estimate the cost of common equity for 8 utility companies using the model and

4 The term “mechanically” in this context means that the resulting values have been developed in a consis-
tent manner with the same inputs across all utility stocks but no subjective judgment was used to develop
final values for each specific utility stock application.
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the DCF and CAPM as comparisons. We also calculated the realized market return
for comparison. Two publicly-traded electric, electric and gas combination, gas, and
water utilities respectively were chosen for the application. The Gordon (1974) DCF
and CAPM models are used in many utility regulatory jurisdictions in the US.

The DCF was applied using a dividend yield, Dg/ Py, derived by dividing the year-
end indicated dividend per share (Dg) by the year-end spot market price (Py). The
dividend yield is grown by the year-end I/B/E/S five year projected earnings per share
growth rate (g) to derive Do(1 + g)/ Po. The one-year predicted dividend yield is then
added to the I/B/E/S five-year projected EPS growth rate to obtain the DCF estimate
of the cost of common equity capital, k. This study was conducted for the 5 years
ending 2008.

The CAPM was applied by multiplying the Value Line beta (f) available at year-
end for each company by the long-term historic arithmetic mean market risk premium
(Rnm — Ry). Ry — Ry is derived as the spread of the total return of large company
common stocks over the income return on long-term government bonds from the Ib-
botson SBBI 2009 Valuation Yearbook. The resulting company-specific market equity
risk premium is then added to a projected consensus estimate of the yield on 30-year
U.S. Treasury rate provided by Blue Chip Financial Forecasts as the risk-free rate (R )
to obtain the CAPM result. This study was also conducted over the 5 years ending
2008.

Figures 4—11 show the histograms of the cost of common equity capital estimations
for each of the eight public utility stocks and the realized market returns in the forth-
coming year. The consumption asset pricing model appears to track more consistently
with the CAPM than with the DCF which seems to produce generally lower values
than the other methods. The consumption asset pricing model results are similar to
the CAPM. The model and the CAPM compete as the best predictor of the rate of
return on the book value of common equity (not shown but available upon request),
but none of the expected returns were good predictors of market returns. That does
not infer that they were not good predictors of expected market returns. These results
are an initial indicator that the consumption asset pricing model provides reasonable
and stable results. This paper does not suggest at this early juncture that the consump-
tion asset pricing model is superior to the CAPM or DCF, although it is based on far
less restrictive assumptions than these other models. For example, both the DCF and
CAPM assume that markets are efficient. Many assume that the DCF requires that the
market-to-book ratio to always equal one, whereas the long-term value for the Stan-
dard and Poor’s 500 is equal to 2.34. The CAPM assumes that investors demand higher
returns for higher volatility and that the minimum required return is the risk-free rate,
whereas the consumption asset pricing model allows for investors to require returns
less than the risk-free rate for stocks that may have relatively higher volatility but are
hedging assets that have desirable return fluctuation patterns that offset downturns in
the business cycle. Unlike the CAPM, the model prices the risk to which investors are
actually exposed, whether it’s systematic risk or not. Some investors are diversified
and some are not; the model prices whatever risk to which the aggregate of investors
of the specific stock is exposed.

We find that the consumption asset pricing model should be used in combination
with other cost of common equity pricing models as additional information in the devel-
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Cost of Common Equity Results for Edison International Compared to Market Return*
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Cost of Common Equity Results for Southern Company Compared to Market Return*
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Cost of Common Equity Results for Consolidated Edison Compared to Market Return*
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Cost of Common Equity Results for PG&E Corp Compared to Market Return*
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Figs. 4-11 Comparison of the cost of common equity estimates and market

opment of a cost of common equity capital recommendation. Practitioners may find
the modeling methods and the use of relatively advanced econometric methods rather
cumbersome. The software for performing these estimations is readily available from

EViews© and SAS©; two commonly available software packages at utilities, consult-
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Cost of Common Equity Results for National Fuel Gas Co. Compared to
Market Return*
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Cost of Common Equity Results for California Water Service Group Compared to
Market Return *
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Figs. 4-11 continued
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ing firms and financial firms. Recent Ph.D. and M.S. holding members of research
departments of investment and consulting firms have ready access to the model and
methods discussed in this paper, although it will require years for these tools, like any
“new” technology, to diffuse into standard use. Another problem is that the model
requires a substantial time series history on stock returns data to develop stable esti-
mates of risk premia This is problematic especially for the electric and gas utility
industries that have consolidated with many mergers in the recent past. This problem
can be addressed by developing and predicting the value-weighted risk premium of a
portfolio of similar stocks such as electric utilities that have nuclear generating assets.
The specific stock in question would be included in the returns index with a weight
based on market capitalization that would go to 0 when the stock price history is no
longer existent reaching back into the past.

5 Conclusion

The purpose of this paper is to introduce, test empirically and apply a general con-
sumption based asset pricing model that is based on a minimum of assumptions and
restrictions that can be used to predict the risk premium to be applied in estimating
the cost of common equity for public utilities in regulatory proceedings. The results
support the simple consumption-based asset pricing model that predicts the ex ante
risk premium with a conditionally predicted volatility in risk premium. The estimates
of the cost of common equity from the consumption asset pricing model compare well
with rates of return on the book value of common equity and with the CAPM, although
bo