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AN EVALUATION OF FINANCIAL

ANALYSTS AND NAÏVE METHODS

IN FORECASTING LONG-TERM

EARNINGS

Michael Lacina, B. Brian Lee and Randall

Zhaohui Xu

ABSTRACT

We evaluate the performance of financial analysts versus naı̈ve models in
making long-term earnings forecasts. Long-term earnings forecasts are
generally defined as third-, fourth-, and fifth-year earnings forecasts. We
find that for the fourth and fifth years, analysts’ forecasts are no more
accurate than naı̈ve random walk (RW) forecasts or naı̈ve RW with
economic growth forecasts. Furthermore, naı̈ve model forecasts contain a
large amount of incremental information over analysts’ long-term
forecasts in explaining future actual earnings. Tests based on subsamples
show that the performance of analysts’ long-term forecasts declines
relative to naı̈ve model forecasts for firms with high past earnings growth
and low analyst coverage. Furthermore, a model that combines a naı̈ve
benchmark (last year’s earnings) with the analyst long-term earnings
growth forecast does not perform better than analysts’ forecasts or naı̈ve
model forecasts. Our findings suggest that analysts’ long-term earnings
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forecasts should be used with caution by researchers and practitioners.
Also, when analysts’ earnings forecasts are unavailable, naı̈ve model
earnings forecasts may be sufficient for measuring long-term earnings
expectations.

INTRODUCTION

This chapter evaluates the performance of financial analysts versus naı̈ve
models in forecasting long-term earnings. Analysts’ earnings forecasts are
widely used in accounting research as proxy for market expected earnings
(Ramnath, Rock, & Shane, 2008; Schipper, 1991). The underlying
assumption is that in an informationally efficient market, the capital market
should use the best future earnings data available, where the best is defined
as the most accurate (Brown, 1993). Indeed, many researchers in recent
years have assumed that analysts’ forecasts are superior to those of naı̈ve
and time series models.1 However, prior evidence on the superiority of
analysts’ earnings forecasts over statistical model forecasts mainly originates
from studies that focus on a comparison of predictive accuracy for short-
term earnings forecasts, typically for the upcoming quarters or the coming
year (e.g., Brown, Griffin, Hagerman, & Zmijewski, 1987a, 1987b; Brown,
Richardson, & Schwager, 1987; Brown & Rozeff, 1978; Fried & Givoly,
1982; Imhoff & Pare, 1982).

Analysts tend to have a timing advantage over naı̈ve and time series
models in predicting short-term earnings due to the information available
between the end of the final time period included in the forecast model and
the date the analyst makes a forecast. Analysts do not have as much of a
timing advantage over naı̈ve and time series methods in making earnings
forecasts over longer horizons, which normally extend more than two years
from the forecast date. Furthermore, analysts are often evaluated on the
accuracy of their short-term forecasts but not of their long-term forecasts
(Dechow, Hutton, & Sloan, 2000; Stickel, 1992). This would on average
provide analysts with more of an incentive to be accurate in their short-term
forecasts than in their long-term forecasts. In fact, Chan, Karceski, and
Lakonishok (2003) find that analysts’ long-term earnings growth forecasts
are overly optimistic and have little predictive power. The questionable
predictive ability of analysts’ long-term growth forecasts puts doubt on the
assumption that analysts’ forecasts are the default proxy for market ex-
pectations of long-term earnings extending beyond two years. Nevertheless,
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long-term earnings growth forecasts are widely disseminated by financial
analysts. Bradshaw (2004) finds that analysts use their long-term earnings
growth forecasts in formulating stock recommendations. Moreover, prior
studies plug in up to five years of analysts’ earnings forecasts into earnings-
based valuation models to infer the implied cost of capital (e.g., Botosan &
Plumlee, 2005; Claus & Thomas, 2001; P. Easton, Taylor, Shroff, &
Sougiannis, 2002) or assess firms’ intrinsic values (e.g., Frankel & Lee,
1998; Sougiannis & Yaekura, 2001).

When earnings forecasts serve as inputs to valuation models, the accuracy
of the earnings forecasts directly affects the estimates of cost of capital and
intrinsic values. For example, P. Easton and Sommers (2007) find that
optimism in analysts’ earnings forecasts leads to an upward bias in the
estimated cost of capital of about 3%. P. Easton and Monahan (2005) show
that cost of capital derived from analysts’ earnings forecasts is negatively
correlated with realized returns after controlling for proxies for cash flow
news and discount rate news. Similarly, prior studies (e.g., Francis, Olsson, &
Oswald, 2000; Sougiannis & Yaekura, 2001) find large valuation errors from
valuation models that use analysts’ forecasts as a proxy for future earnings.
Evidence in P. Easton and Monahan (2005) and Sougiannis and Yaekura
(2001) suggests that their aforementioned findings are partially due to
problems with analyst earnings forecast quality. Therefore, it is important to
examine the performance of analysts’ forecasts against alternative sources of
earnings forecasts such as statistical models. The findings will provide fresh
insight into the appropriateness of using analysts’ forecasts as the default
proxy for expected earnings in academic research.

A number of studies that examine the performance of analysts’ long-term
earnings forecasts use samples selected based on a transaction that has taken
place, which limits the generalizability of their findings.2 There are
exceptions, that is, Cragg and Malkiel (1968) and Rozeff (1983). Cragg
and Malkiel (1968) find that analysts’ long-term earnings growth forecasts
are on the whole no more accurate than naı̈ve forecasts based on past
earnings growth. They use analysts’ forecasts made in 1962 and 1963 by five
brokerage houses for 185 firms. On the contrary, Rozeff (1983) finds that
growth rates derived from four- to five-year earnings forecasts from Value
Line are more accurate than the corresponding growth rates implicit in four
expected stock return models. His study uses a sample that includes Value
Line long-term earnings forecasts made in 1967 (253 firms) and 1972 (348
firms). Given the poor performance of analysts’ long-term earnings growth
forecasts found in Chan et al.(2003) and the small samples from the 1960s
and early 1970s used in Cragg and Malkiel (1968) and Rozeff (1983), it is
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important to reexamine the performance of analysts’ long-term earnings
forecasts versus those of naı̈ve models.

We use I/B/E/S analyst forecast data to compare analysts’ long-term
earnings forecasts with those of two naı̈ve models. Whereas the analysts’ first
year (end of year following last reported annual earnings) and second year
earnings forecasts are normally considered short-term forecasts, the third year
throughfifth-year forecasts are generally considered long term.Analysts’ long-
term earnings forecasts are either obtained directly on I/B/E/Sor derived using
the analysts’ last available explicit earnings forecast with the analysts’ long-
term earnings growth rate, as is often done in the literature.3 The two naı̈ve
earnings forecastmodels are a randomwalk (RW)model andaRWwithadrift
based on historical inflation and historical real GDP growth (RWGDP).4

Additionally, some researchers have found that combining analysts’ forecasts
with naı̈ve benchmarks can improve forecast accuracy (e.g., Cheng,Fan,&So,
2003; Conroy & Harris, 1987; Newbold, Zumwalt, & Kannan, 1987).
Therefore, we also examine whether a hybrid model (RWLTG) combining a
naı̈ve benchmark, last year’s earnings, with the analysts’ long-term earnings
growth rate forecast can improve long-term earnings forecast accuracy. The
performances of the analyst, naı̈ve, and hybrid forecasts are evaluated by
examining their accuracy and information content.

The results for short-term forecast horizons show that analysts’ earnings
forecasts are more accurate than RW and RWGDP forecasts, which is
consistent with prior research. However, as the forecast horizon extends
beyond the second year, the higher accuracy of analysts’ forecasts wanes
such that for long-term horizons (especially fourth and fifth years), we
cannot conclude whether analysts’ forecasts are more accurate than RW or
RWGDP forecasts. In some cases, we find evidence that the RWGDP model
is more accurate than analysts’ forecasts. As far as information content is
concerned, a regression analysis shows that analysts’ forecasts provide the
majority of the information in explaining first- and second-year actual
earnings. However, naı̈ve model forecasts provide substantial incremental
information over analysts’ forecasts in explaining future actual earnings as
the forecast horizon is extended beyond the second year.

We perform additional tests of accuracy and information content. First,
we run the analyses on sample partitions. The results of these tests show that
the performance of analysts’ earnings forecasts declines relative to naı̈ve
model forecasts for firms with high past earnings growth and low analyst
following. Also, when analysts issue explicit (as opposed to growth rate)
long-term earnings forecasts, the performance of their forecasts improves
relative to naı̈ve model forecasts for only the fifth year in the forecast
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horizon. However, financial analysts infrequently issue explicit earnings
forecasts for the fifth year. Second, we compare earnings forecasts of the
hybrid RWLTG model with analysts’ forecasts and RWGDP forecasts (the
most accurate naı̈ve forecast). We find that the hybrid RWLTG model does
not enhance forecast accuracy. Furthermore, the hybrid model forecasts
contain less information content in explaining future earnings than
RWGDP model forecasts or analysts’ forecasts.

Our results convey that academics and practitioners should use analysts’
long-term earnings forecasts with caution, especially for firms with high
earnings growth. These analyst long-term forecasts appear to be no more
accurate than some of the simple, naı̈ve forecasts. Also, much of the
information useful in explaining long-term future actual earnings is
provided by naı̈ve forecasts as opposed to analysts’ forecasts. Our findings
imply that the use of naı̈ve forecast models such as RWGDP and RW may
be sufficient and easily derived ways of forecasting long-term earnings when
analysts’ forecasts are unavailable. It is well known that analyst coverage is
affected by various factors, and analysts tend to cover firms that are large
and profitable (Bhushan, 1989; Hong, Lim, & Stein, 2000). Therefore, using
forecasts from naı̈ve models enables researchers to expand the sample to
include firms without analyst coverage, thereby reducing the potential
sampling bias in research design that limits the generalizability of their
findings. This study contributes to the burgeoning stream of research that
uses alternative earnings forecasts as a proxy for expected earnings. For
example, Allee (2009) and Hou, van Dijk, and Zhang (2010) use earnings
forecasts derived from time series models and a cross-sectional model,
respectively, to estimate cost of capital.

The chapter proceeds as follows. The second section reviews relevant
literature. In the third section, we explain the chapter’s methodology. The
fourth section discusses the results, including those for the full sample, sample
partitions, and the hybrid model. The fifth section contains the conclusions.

LITERATURE REVIEW

Much of the literature that compares analysts’ earnings forecasts with naı̈ve
or time series forecasts focuses on short-term forecasts. Brown and Rozeff
(1978) examine quarterly earnings forecasts ranging from one quarter to five
quarters ahead and first (current)-year annual earnings forecasts. They find
thatValue Line analysts’ forecasts, on the whole, are more accurate than time
series forecasts. Imhoff and Pare (1982) show that analysts’ forecasts on
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average outperform time series forecasts in terms of accuracy when the
forecast horizon is four quarters ahead but not when it is three quarters
ahead. Fried and Givoly (1982) examine first-year annual earnings forecasts
and find that analysts’ forecasts are more accurate than forecasts from two
time series models. Brown et al. (1987) test analysts’ one, two, and three-
quarter-ahead forecasts from Value Line made one, two, and three months
before the end of a quarter and analysts’ first- and second-year annual
forecasts from I/B/E/S. Their findings support the superiority of analysts’
forecasts over time series forecasts. Cheng et al. (2003) use I/B/E/S analysts’
first-year annual forecasts from Hong Kong. For the first 10 months
following the previous earnings announcement, both analysts and RW
forecasts have information content in explaining actual earnings. However,
analysts’ forecasts have relatively more information content as the earnings
announcement date approaches. Brown et al. (1987a) test quarterly forecasts
from one to three quarters ahead and find that the predictive accuracy of
analysts’ forecasts is superior to that of time series forecasts. They attribute
this analyst superiority to two factors: (1) a contemporaneous advantage due
to an analyst’s ability to make better use of current information and (2) a
timing advantage stemming from the acquisition of information by an
analyst between the date the naı̈ve forecast is made and the date the analyst
forecast is made. However, although timing can be a major advantage for
analysts relative to naı̈ve methods for short-term forecasts, this advantage is
less likely to have a significant impact on long-term forecasts.

Research that directly examines the performance of analysts’ long-term
forecasts has been sparse. Cragg and Malkiel (1968) study the accuracy of
analysts’ five-year earnings growth forecasts from five brokerage houses.
They find that analysts’ five-year earnings growth forecasts are no more
accurate than long-term earnings growth forecasts based on past earnings
growth rates or price-to-earnings ratios. On the contrary, analysts’ five-year
growth forecasts are found to be more accurate than naı̈ve forecasts of no
earnings growth. Rozeff (1983) uses four-to-five year earnings growth rates
from Value Line analysts during 1967 and 1972. These forecasts are found to
predict long-term earnings growth better than naı̈ve forecasts from four
expected return models. Chan et al. (2003) analyze the growth rates of
earnings and sales. They document that analysts’ long-term earnings growth
forecasts are overly optimistic and have little predictive power for future
earnings. A defect of these forecasts is that analysts predict sustained
earnings growth rates over a long future time horizon (e.g., three to five years)
for a large proportion of firms. On the contrary, the authors show that only
12.2% (2.6%) of their sample firms achieve above median growth in income
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before extraordinary items for three (five) straight years. Dechow et al. (2000)
study analysts’ long-term earnings growth forecasts made around the equity
offerings and find that the forecasts are systematically optimistic. Bradshaw
(2004) documents that analysts use their long-term earnings growth forecasts
in generating stock recommendations but that their long-term earnings
growth forecasts are negatively related to future returns.

METHODOLOGY

Sample Selection

Our sample is from the I/B/E/S database. For the month of June for each
year from 1988 to 2003, we obtain the median consensus analysts’ earnings
forecasts for up to five years ahead and the median consensus analysts’
forecasted long-term earnings growth rate.5 I/B/E/S recommends the usage
of the median (as opposed to mean) long-term earnings growth rate forecast
to prevent excessive influence from outliers (Thomson Financial, 2004). We
retrieve actual earnings per share (EPS) from I/B/E/S through 2007. To
allow comparison using similar samples across forecast horizons, we require
each firm year to have actual EPS for the upcoming five years.6 Stock price,
which is used as a deflator in some of the analyses, is acquired from the
CRSP database. We keep only firm years with December fiscal year ends to
align the time horizons for analysts’ earnings forecasts in our sample. The
analysts’ earnings forecasts and the actual earnings, which are in per share
format, are adjusted for stock dividends and stock splits to coincide with the
number of shares outstanding as of the June base month. Furthermore,
analysts’ forecasts in fully diluted form are adjusted to the basic format. If,
for some reason, the firm has yet to release its prior year earnings before the
I/B/E/S June consensus earnings forecast period, we drop the observation.
Our final sample contains 27,081 firm years. There are fewer firm years in
the individual analyses due to missing forecasts from analysts and naı̈ve
models, missing actual EPS, or missing stock price when applicable.

Analyst and Model Forecasts

The first-year analysts’ earnings forecasts are obtained from I/B/E/S and
designated as year t (first-year) forecasts. For the subsequent four years, year
tþ 1 through year tþ 4, explicit analysts’ forecasts are obtained from I/B/E/S,
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if available. Explicit forecasts are almost always available for year tþ 1 but are
usually unavailable for the long-term horizons, years tþ 2 through tþ 4. If an
explicit forecast is not available, we calculate a forecast as follows:

ANEPStþt ¼ ANEPStþs � ð1þ LTGÞt�s

where ANEPStþ s is the I/B/E/S median consensus analysts’ EPS forecast
for year tþ s (the last year with an explicit EPS forecast), LTG is the median
consensus analysts’ long-term earnings growth rate forecast on I/B/E/S,
t¼ 1,y, 4, s¼ 0,y, 3, and tWs.7 In this chapter, usually the second year’s
(year tþ 1) explicit EPS forecast is compounded at the long-term earnings
growth rate to calculate the analysts’ long-term earnings forecast. The
compounding of the second year’s analysts’ earnings forecast with the
analysts’ long-term earnings growth rate to calculate the subsequent years’
analyst earnings forecasts is common in the literature (Claus & Thomas,
2001; P. Easton et al., 2002; Frankel & Lee, 1998; Gebhardt, Lee, &
Swaminathan, 2001; Hribar & Jenkins, 2004; and others).

We also produce earnings forecasts using two naı̈ve statistical models,
namely, a RW model and a RW with a drift based on past economic growth
rate (RWGDP) model. The RW model is specified as follows:

RWtþt ¼ EPSt�1

where EPSt�1 is last year’s actual EPS, and t¼ 0,y, 4.
The RWGDP model is specified as follows:

RWGDPtþt ¼ EPSt�1ð1þ gÞtþ1

where g¼historical inflation rateþ historical growth in real GDP, and
t¼ 0,y, 4. The growth rate g is determined using the inflation rate and the
growth in real GDP for year t�1. The historical inflation rate is retrieved
from the Inflationdata.com web site (Capital Professional Services, 2009).
The historical growth rate of GDP is based on GDP data at the web site of
the U.S. Department of Commerce, Bureau of Economic Analysis (U.S.
Department of Commerce, 2009).

We also calculate earnings forecasts using a hybrid (RWLTG) model that
combines a RW based on prior year EPS with the analysts’ long-term
earnings growth forecast. The model is estimated as follows:

RWLTGtþt ¼ EPSt�1ð1þ LTGÞtþ1

where LTG is the I/B/E/S median consensus analysts’ long-term earnings
growth rate forecast, and t¼ 0,y, 4.
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An additional issue arises if ANEPStþ s is negative for ANEPS
calculations that require analysts’ long-term earnings growth forecasts or
if EPSt�1 is negative for the RWGDP and RWLTG models. First, it is
unrealistic to assume that a firm can sustain an increasingly negative EPS
over the forecast horizon. Second, positive earnings growth forecasts are
meant to convey earnings increases. Therefore, when ANEPStþ s or EPSt�1
is negative, we use the negative of the growth rate in formulating the
forecast. This implies a reversion toward zero earnings for future periods if
the growth rate is positive (most cases). For example, using the RWLTG
model as an illustration and assuming that EPSt�1 is �$1.00 and LTG is
10%; RWLTGt is �$0.90, RWLTGtþ 1 is �$0.81, RWLTGtþ 2 is �$0.73,
and so on.

Measurement of Forecast Accuracy and Forecast Bias

To compare the forecast accuracy between analysts and naı̈ve models, we
calculate forecast error (FE) and relative forecast accuracy (RFA). We use
two alternative deflators to calculate FEs. Specifically, we measure FE
deflated by price (FE/P) as follows:

EPStþt �ANEPStþt ðor STATEPStþtÞ
�
�

�
�

Pt�1
(1)

and FE deflated by forecasted EPS (FE/EPS) as follows:

EPStþt �ANEPStþt ðor STATEPStþtÞ
�
�

�
�

ANEPStþt ðor STATEPStþtÞ
�
�

�
�

(2)

where EPStþ t is future actual EPS, STATEPStþ t is the earnings forecast
generated by one of the naı̈ve models or the hybrid model discussed above,
Pt�1 is the stock price per share for the end of May, the month previous to
the base month, and t¼ 0,y, 4.

We also measure the RFA, which directly compares the FE from the
analysts’ forecast with that from the naı̈ve forecast. RFA deflated by price
(RFA/P) is measured as follows:

ð EPStþt �ANEPStþt
�
�

�
�� EPStþt � STATEPStþt
�
�

�
�Þ

Pt�1

while RFA deflated by EPS (RFA/E) is calculated as follows:
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ð EPStþt �ANEPStþt
�
�

�
�� EPStþt � STATEPStþt
�
�

�
�Þ

EPStþt
�
�

�
�

A negative (positive) RFA value implies higher analyst (model) forecast
accuracy.

The RFA measure differs from the FE measure. For FE, we calculate the
absolute values of earnings FEs of analysts and those of a particular model
at the individual observation level and then determine the significance of the
difference in means (medians) between the two groups of FEs using a t-test
(sign test). For RFA, we take the difference in the absolute FEs of analysts
and the applicable model at the individual observation level and then
measure whether the mean (median) of these differences is significantly
different from zero through a t-test (sign test). FE and RFA serve as
alternative measures of earnings forecast accuracy. The FEs above 1.0 are
winsorized at 1.0 and the RFA measures are winsorized at þ 1.0 and �1.0
(Brown et al., 1987a; Fried & Givoly, 1982).

Testing Information Content of Analysts’ Forecasts versus Model Forecasts

The above measures of forecast accuracy examine the magnitudes of the
deviations of the forecasted earnings from the actual earnings. However,
given the earnings forecast with higher accuracy, the earnings forecast with
lower accuracy may also contain incrementally useful information in
predicting future earnings. For instance, if analysts misestimate the
persistence of the prior year’s earnings, then a naı̈ve model using the prior
year’s earnings would likely contain information incremental to that from
analysts’ forecasts even if analysts’ forecasts happen to be more accurate. To
explore the information content of analysts’ forecasts and model forecasts,
we run the following regression using OLS (Cheng et al., 2003; Granger &
Newbold, 1973):

EPStþt

EPSt�1
�

STATEPStþt

EPSt�1
¼ aþ b

ANEPStþt

EPSt�1
�

STATEPStþt

EPSt�1

� �

þ �tþt (3)

where EPS is actual EPS, ANEPS is the analysts’ forecast, STATEPS is the
earnings forecast from one of the naı̈ve models or the hybrid model, and
t¼ 0,y, 4. If all information in forecasting future actual earnings is
provided by ANEPS, then b will equal one. On the contrary, if all
information is provided by STATEPS, then b will equal zero. When
information is provided by both ANEPS and STATEPS, 0obo1. It is
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possible that b could be greater than one or less than zero. In these
situations, both forecasts have information content in explaining future
earnings but investors put a negative weight on one of the forecasts.

Although Granger and Newbold (1973) hypothesize that the intercept
term is zero, we follow Cheng et al. (2003) and include an intercept term to
account for any bias in analysts’ forecasts. To reduce excessive influence
from outliers, we do two procedures. First, we winsorize the dependent
variable and the independent variable at þ 1.0 and �1.0. Second, we
eliminate outliers based on the guidelines of Belsley, Kuh, and Welsch
(1980).

RESULTS

Full Sample

Panel A of Table 1 compares the earnings forecasts made by analysts with
those from the RW model. The number of observations is lower for FE/P
than FE/EPS due to the requirement of stock price from the CRSP database
for FE/P.8 An analysis of FE/P and FE/EPS shows that, in forecasting
short-term earnings (years t and tþ 1), analysts’ forecasts have significantly
lower FEs than the RW model forecasts. For long-term forecasts, the results
are mixed based on the FE measures. The median (mean and median) FE/P
(FE/EPS) values convey that analysts tend to be more accurate over years
tþ 2 through tþ 4. However, the results show that the forecast advantage
for analysts steadily declines as the forecast horizon is extended. In fact,
mean FE/P is significantly lower for RW forecasts at the 1% level in year
tþ 4. An observation of RFA/P and RFA/EPS, which serve as alternative
measures of forecast accuracy, confirms analyst superiority over the naı̈ve
model for short-term earnings forecasts. On the contrary, for years tþ 3 and
tþ 4 (years tþ 2 through tþ 4), the positive mean values of RFA/P (RFA/
EPS) signify that RW model forecasts are significantly more accurate at the
1% level. Nevertheless, the median values of RFA/P and RFA/EPS convey
that analysts’ forecasts are significantly more accurate than RW forecasts
for all forecast horizons. Overall, analysts’ forecasts outperform the RW
model in forecasting short-term earnings. However, the conflicting forecast
accuracy results do not support the superiority of either analysts or the RW
model in forecasting long-term earnings, especially for years tþ 3 and tþ 4.

We also compute forecast bias, which is measured using Eqs. (1) and (2)
except that the numerators are signed values instead of absolute values.
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Table 1. Comparison of Forecasts between Analysts and Naı̈ve Models.

Mean Median

Year t tþ 1 tþ 2 tþ 3 tþ 4 Year t tþ 1 tþ 2 tþ 3 tþ 4

Panel A: Analysts’ forecasts versus random walk model

FE/P Analysts 2.036 3.885 4.941 5.881 7.056 0.408 0.981 1.374 1.816 2.312

RW 3.198 4.453 4.966 5.615 6.340 0.833 1.376 1.751 2.143 2.478

Difference �1.161��� �0.568��� �0.025 0.266 0.716��� �0.426��� �0.395��� �0.378��� �0.327��� �0.166���

N 12,527 12,248 10,959 10,820 10,782

FE/EPS Analysts 26.148 40.089 46.933 50.987 54.754 11.364 24.655 33.846 41.156 48.966

RW 36.668 45.906 50.229 53.380 55.902 22.857 35.189 42.188 47.945 52.105

Difference �10.520��� �5.816��� �3.297��� �2.393��� �1.148��� �11.494��� �10.534��� �8.341��� �6.789��� �3.139���

N 27,079 26,383 23,127 22,762 22,615

RFA/P �1.221��� �0.607��� 0.030 0.393��� 0.909��� �0.324��� �0.359��� �0.352��� �0.409��� �0.387���

RFA/EPS �13.093��� �0.867��� 6.896��� 10.497��� 13.693��� �9.756��� �9.155��� �6.500��� �5.438��� �2.166��

Panel B: Analysts’ forecasts versus random walk with economic growth model

FE/P Analysts 2.036 3.885 4.941 5.881 7.056 0.408 0.981 1.374 1.816 2.312

RWGDP 3.103 4.356 4.849 5.495 6.200 0.757 1.230 1.531 1.865 2.198

Difference �1.067��� �0.470��� 0.092 0.386�� 0.856��� �0.350��� �0.248��� �0.158��� �0.049 0.114��

N 12,527 12,248 10,959 10,820 10,782

FE/EPS Analysts 26.148 40.089 46.934 50.989 54.756 11.364 24.648 33.849 41.165 48.968

RWGDP 35.731 44.723 48.856 51.761 54.081 21.152 32.743 39.477 44.618 49.138

Difference �9.583��� �4.634��� �1.922��� �0.772�� 0.675�� �9.789��� �8.094��� �5.628��� �3.453��� �0.170

N 27,081 26,384 23,128 22,763 22,616

RFA/P �1.119��� �0.481��� 0.214��� 0.550��� 1.098��� �0.210��� �0.183��� �0.111�� �0.081�� 0.027

RFA/EPS �12.702��� �1.315��� 6.433��� 10.537��� 14.671��� �6.695��� �5.032��� �1.938��� �0.045 3.335���

Notes: All values are shown as percentages. FE/P is forecast error deflated by price, specified as (|EPStþ t�ANEPStþ t (or STATEPStþ t)|)/Pt�1, where

EPS is actual annual earnings per share, ANEPS is analyst forecasted earnings per share, STATEPS is earnings per share estimated with one of the

naive models, and P is stock price per share. FE/EPS is forecast error deflated by earnings per share, specified as (|EPStþ t�ANEPStþ t (or

STATEPStþ t)|)/|ANEPStþ t (or STATEPStþ t)|, where EPS is actual annual earnings per share, ANEPS is analyst forecasted earnings per share, and

STATEPS is earnings per share estimated with one of the naive models. RFA/P is relative forecast accuracy deflated by price, specified as

(|EPStþ t�ANEPStþ t|�|EPStþ t�STATEPStþ t|)/Pt�1, where EPS is actual annual earnings per share, ANEPS is analyst forecasted earnings per

share, STATEPS is earnings per share estimated with one of the naive models, and P is stock price per share. RFA/EPS is relative forecast accuracy

deflated by earnings per share, specified as (|EPStþ t�ANEPStþ t|�|EPStþ t�STATEPStþ t|)/|EPStþ t|, where EPS is actual annual earnings per share,

ANEPS is analyst forecasted earnings per share, and STATEPS is earnings per share estimated with one of the naive models. The measures (FE/P,

RFA/P, etc.) are winsorized at �1.0 (if applicable) and þ 1.0. ���Significance at the 0.01 level (two-tailed). ��Significance at the 0.05 level (two-tailed).
�Significance at the 0.10 level (two-tailed).



The untabulated statistics show that analysts’ earnings forecast bias values
indicate analyst optimism, which increases as the forecast horizon is
extended. This is consistent with the literature. The RW forecasts convey
that they are pessimistically biased, which is not surprising because the
assumption with RW forecasts is no growth over prior year’s earnings.

Table 1, panel B, compares analysts’ earnings forecasts with forecasts from
the RWGDPmodel. Similar to the results in panel A, analysts are superior in
forecasting short-term earnings. On the contrary, the findings are mixed with
respect to long-term forecasts. An observation of mean FE/P shows that
RWGDP long-term forecasts have lower FEs for year tþ 3 (at the 5%
significance level) and year tþ 4 (at the 1% significance level). The results for
median FE/P convey that analysts’ FEs are significantly lower at the 1% level
for year tþ 2, there is no significant difference for year tþ 3, and RWGDP
model FEs are significantly lower at the 5% level for year tþ 4. The results for
mean and median values of FE/EPS convey that analysts are more accurate
for years t through tþ 3. However, the findings with respect tomean (median)
values of FE/EPS in year tþ 4 indicate lower RWGDP model FEs (no
significant difference in FEs). Turning to the alternative measures of forecast
accuracy, the positive mean values of RFA/P and RFA/EPS for years tþ 2
through tþ 4 imply that RWGDP long-term forecasts are significantly more
accurate at the 1% level. The median values of RFA/P indicate higher
accuracy for analysts’ forecasts in years tþ 2 and tþ 3 (at the 5% level) and no
significant difference in year tþ 4. The median values of RFA/EPS show that
while analysts are significantly more accurate at the 1% level in year tþ 2,
there is no significant difference in year tþ 3, and the RWGDP model has
significantly higher accuracy at the 1% level in year tþ 4.Overall, the results in
panel B do not support the conjecture that analysts outperform the RWGDP
model inmaking long-term earnings forecasts. Also, the accuracy ofRWGDP
model forecasts improves relative to analysts’ forecasts as the forecast horizon
is extended. The results provide some evidence on the superiority of RWGDP
model forecasts over analysts’ forecasts for year tþ 4.

The regression results from Eq. (3) with analysts’ earnings forecasts and
RW earnings forecasts are listed in Table 2, panel A.9 The parameter b is
significantly greater than zero for all forecast periods, indicating that
analysts’ forecasts have information content in explaining future actual
earnings. However, b is also significantly less than one for all forecast
horizons, which implies that RW forecasts provide incremental informa-
tion over analysts’ forecasts. The value of b is 0.82 in year t, which conveys
that analysts’ forecasts for the first year play more of a role in assimilating
information about future earnings than do RW model forecasts.
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Nevertheless, the coefficient b steadily decreases as the forecast horizon is
extended. Its value is 0.50, 0.46, and 0.42 for years tþ 2, tþ 3, and tþ 4,
respectively. The substantially lower coefficients in years tþ 2 through tþ 4
suggest that for longer-term forecasts, much of the information content in
explaining future actual earnings originates from the RW model instead of
analysts’ forecasts. This is likely in part due to (1) less of a timing
advantage for analysts in forecasting long-term earnings as opposed to
short-term earnings and (2) analysts’ high optimism in forecasting long-
term earnings.

Table 2. Regression Analysis of Information Content of Analysts’
Forecasts versus Naı̈ve Model Forecasts.

a b

Forecast Period Coefficient p-Value Coefficient p-Value

Panel A: Analysts’ forecasts versus random walk model

t �0.05 0.00 0.82 0.00

tþ 1 �0.08 0.00 0.64 0.00

tþ 2 �0.05 0.00 0.50 0.00

tþ 3 �0.02 0.00 0.46 0.00

tþ 4 0.00 0.69 0.42 0.00

Panel B: Analysts’ forecasts versus. random walk with economic growth model

t �0.06 0.00 0.81 0.00

tþ 1 �0.11 0.00 0.64 0.00

tþ 2 �0.12 0.00 0.52 0.00

tþ 3 �0.13 0.00 0.49 0.00

tþ 4 �0.14 0.00 0.46 0.00

Notes:

1. The regression model is as follows:

EPStþt

EPSt�1
�

STATEPStþt

EPSt�1
¼ aþ b

ANEPStþt

EPSt�1
�
STATEPStþt

EPSt�1

� �

þ �tþt

where EPS is actual annual earnings per share, ANEPS is the analysts’ earnings per share

forecast, STATEPS is the earnings per share forecast from one of the naı̈ve models (random

walk, random walk with economic growth), and t¼ 0,y, 4.

2. The dependent and independent variables are winsorized at þ 1.0 and �1.0. Furthermore,

outliers are eliminated using the techniques in Belsley et al. (1980).

3. The p-values show the significance of the difference from zero.
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Table 2, panel B, presents the results from regression Eq. (3) with
RWGDP as the naı̈ve model. The results are similar to those in panel A,
where RW is the naı̈ve model. The coefficient b in panel B does have a
slightly smaller (larger) value than the corresponding coefficient in panel A
for year t (years tþ 2 through tþ 4). A two-tailed t-test shows that the
difference in coefficients is significant for year t at the 1% level and year
tþ 2 at the 5% level.10 This implies that RWGDP model earnings forecasts
contain slightly more (less) information in explaining future earnings that is
not in analysts’ earnings forecasts than do RW model earnings forecasts for
years t (year tþ 2). Furthermore, for years t through tþ 4 in panel B, we
find that the coefficient a is significantly less than zero, which is indicative of
an optimistic bias in analysts’ forecasts.

Sample Partitions and Hybrid Model

Prior research (e.g., Alford & Berger, 1999; Chan et al., 2003) suggests that
the performance of financial analysts versus naı̈ve models may be influenced
by various attributes. Therefore, we evaluate the performance of analysts’
earnings forecasts versus RWGDP model earnings forecasts across different
sample partitions. The sample partitions are based on past earnings growth,
analyst coverage, and a subsample with only explicit analysts’ forecasts.
Also, we compare the hybrid model, RWLTG, with the RWGDP model and
analysts’ forecasts. The objective is to determine whether improvements in
accuracy and information content can be achieved by applying the analysts’
forecasted long-term earnings growth rate to last year’s (year t�1) earnings.
For brevity, of the naı̈ve models, we analyze only the RWGDP model in
these additional tests because it is the most accurate.

Partitioning on Past Earnings Growth
Chan et al. (2003) show that very few firms are able to consistently achieve
above-normal earnings growth over five years and the probability of doing
so is about equal to pure chance. Furthermore, their findings suggest that
financial analysts may incorrectly assume that past above-normal earnings
growth will continue well into the future. However, the authors do not
explicitly test this conjecture. If analysts often assume that high past
earnings growth will continue well into the future, then based on findings in
Chan et al. (2003), we would expect analysts’ earnings forecasts for high past
growth firms to have less accuracy, more bias, and less information content
in explaining future actual earnings.
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To test whether higher past earnings growth affects the performance of
analysts’ earnings forecasts relative to naı̈ve forecasts (specifically, the
RWGDP forecasts), we partition our sample according to past earnings
growth. Past earnings growth is measured as the geometric growth in
earnings between year t�5 and year t�1. It is necessary to mention two
limitations of using the past geometric growth rate. First, only sample firms
with positive year t�5 and positive year t�1 earnings can be used. Second,
only firms with sufficient earnings histories are included. This may favor
analysts’ forecasts over RWGDP model forecasts because analysts tend to
make more accurate forecasts for firms that are more mature. Firms with
earnings growth rates above (below) the median level of 8.63% are
designated as high (low) growth firms. This median growth rate is
determined before observations are eliminated due to missing future actual
earnings.

Table 3, panel A and panel B, presents the results for high and low past
earnings growth firms, respectively. There are fewer observations in panel B
because the low past growth subsample includes more firms that were in
financial trouble, which means more bankruptcies and delistings and fewer
observations with five years of future actual earnings. For both high past
growth and low past growth firms, the majority of the FE (FE/P and FE/
EPS) and RFA (RFA/P and RFA/EPS) values show that analysts are more
accurate than the RWGDP model in forecasting short-term (year t and year
tþ 1) earnings.

The nature of the findings changes for long-term earnings forecasts,
which are the focus of our analysis. A comparison of panels A (high
past earnings growth) and B (low past earnings growth) shows that the
performance of analysts tends to improve relative to the RWGDP
model when the past earnings growth is low. For the high past earnings
growth subsample, the mean (median) FE measures FE/P, FE/EPS,
RFA/P, and RFA/EPS imply consistently lower RWGDP model FEs
than analysts’ FEs at the 1% level over years tþ 3 and tþ 4 (year
tþ 4). However, for low past earnings growth firms, the results are
mixed with the mean RFA/EPS measure indicating lower FE for the
RWGDP model and the median FE/P, FE/EPS, RFA/P, and RFA/EPS
measures indicating lower errors for analysts’ forecasts for years tþ 2
through tþ 4. Overall, for firms with high past earnings growth, the
results imply a lower level of accuracy for financial analysts’ earnings
forecasts compared to the naı̈ve RWGDP model forecasts for years tþ 3
and tþ 4. On the contrary, for firms with low past earnings growth, the
results are mixed.

MICHAEL LACINA ET AL.92



Table 3. Comparison of Forecasts between Analysts and Random Walk with Economic Growth Model;
Observations Partitioned by Past Earnings Growth.

Mean Median

Year t tþ 1 tþ 2 tþ 3 tþ 4 Year t tþ 1 tþ 2 tþ 3 tþ 4

Panel A: High past earnings growth

FE/P Analysts 1.238 2.821 4.024 4.885 6.211 0.267 0.714 1.161 1.535 2.155

RWGDP 1.936 3.010 3.677 4.165 5.072 0.526 0.926 1.229 1.462 1.808

Difference �0.698��� �0.189 0.347� 0.720��� 1.139��� �0.259��� �0.212��� �0.068 0.073 0.347���

N 4,846 4,790 4,523 4,485 4,473

FE/EPS Analysts 17.852 32.613 41.495 46.566 51.341 6.937 16.667 25.940 33.215 41.152

RWGDP 24.978 35.300 40.612 43.836 46.639 13.250 22.188 28.674 33.128 36.779

Difference �7.126��� �2.687��� 0.883 2.730��� 4.702��� �6.313��� �5.521��� �2.734��� 0.087 4.373���

N 8,244 8,130 7,672 7,621 7,600

RFA/P �0.766��� �0.163� 0.431��� 0.905��� 1.433��� �0.183��� �0.169��� �0.054�� 0.052 0.306���

RFA/EPS �10.627��� �1.426��� 7.066��� 12.654��� 18.181��� �5.487��� �4.648��� �0.803 2.867��� 8.417���

Panel B: Low past earnings growth

FE/P Analysts 1.494 2.801 3.497 4.043 4.798 0.379 0.872 1.160 1.464 1.865

RWGDP 2.307 3.125 3.479 4.017 4.536 0.706 1.085 1.397 1.725 2.012

Difference �0.813��� �0.324�� 0.018 0.026 0.262 �0.327��� �0.213��� �0.237��� �0.261��� �0.147��

N 4,636 4,556 4,175 4,134 4,119

FE/EPS Analysts 24.806 36.295 41.197 43.935 46.458 10.345 20.690 26.186 30.751 34.877

RWGDP 33.659 40.624 44.161 47.236 49.376 20.201 29.240 34.544 39.998 43.479

Difference �8.853��� �4.329��� �2.964��� �3.301��� �2.918��� �9.856��� �8.550��� �8.358��� �9.247��� �8.602���

N 7,667 7,530 6,888 6,834 6,812

RFA/P �0.833��� �0.373��� 0.068 0.092 0.228�� �0.195��� �0.149��� �0.130��� �0.131��� �0.127���

RFA/EPS �10.267��� 0.511 5.119��� 6.500��� 7.879��� �5.324��� �3.830��� �2.841��� �2.783��� �2.461���

Notes: All values are shown as percentages. For the observations on the I/B/E/S database for June of each year from 1988 to 2007 that have the prior

five years of earnings, we find the geometric growth rate in earnings from year t�5 to year t�1. Panel A (B) presents the results for sample observations

with above (below) median prior earnings growth. The forecast measures (FE/P, RFA/P, etc.) are winsorized at �1.0 (if applicable) and þ 1.0. For

variable definitions, see Table 1.���Significance at the 0.01 level (two-tailed).��Significance at the 0.05 level (two-tailed).�Significance at the 0.10 level

(two-tailed).



The untabulated bias statistics suggest that for short-term forecasts (years
t and tþ 1), analysts’ forecasts are less optimistically biased for high past
growth firms compared with low past growth firms. However, for longer
horizons, analysts’ forecasts are more optimistically biased for high past
growth firms than low past growth firms, and the difference becomes larger
as the forecast horizon is extended. Although financial analysts may often be
correct to assume that high past earnings growth will continue over the
short term, the bias results imply that analysts may tend to incorrectly
assume that high past earnings growth will continue well into the future.
This is further supported by the FE (FE/P and FE/EPS) statistics for
analysts in Table 3. Although analysts’ FEs tend to be lower for high past
growth firms in years t and tþ 1, they are clearly higher for high past growth
firms in years tþ 3 and tþ 4.11

Table 4 summarizes the results from regression Eq. (3) with panel A
presenting the results for high past earnings growth firms and panel B
displaying the findings for low past earnings growth firms. The coefficient b is
higher for high past growth firms for forecast horizons t and tþ 1. However,
the situation reverses in years tþ 2 through year tþ 4. The differences are
significant at the 1% level for all years except year tþ 2. These results imply
that analysts’ forecasts have more incremental information content over the
RWGDP model in explaining long-term future actual earnings for low past
growth firms than for high past growth firms.

Partitioning on Analyst Following
Prior research (Alford & Berger, 1999; Brown, 1997; Coën, Desfleurs, &
L’Her, 2009; Lim, 2001; Lys & Soo, 1995) provides evidence that higher
analyst following is associated with greater analyst forecast accuracy.
Analysts tend to follow firms with information that is more extensive and
accurate. This reduces the uncertainty about the firms’ prospects and
helps analysts to make more accurate earnings forecasts. We partition
our sample according to analyst following and examine the performance
of analysts’ long-term forecasts and the RWGDP model for the sub-
samples. Firm years with long-term growth forecasts from more than
three (three or fewer) analysts are considered firms with high (low)
analyst following.

Untabulated results show that both analysts’ forecasts and RWGDP
model forecasts are more accurate when there is high analyst following
compared with low analyst following. This result is consistent with Previts,
Bricker, Robinson, and Young (1994), who show that financial analysts
tend to follow firms that smooth earnings. If firms smooth earnings, they
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are easier to predict by analysts and a RW with a drift model such as
RWGDP should be more accurate. Furthermore, for long-term earnings
forecasts, the findings on accuracy convey that analysts’ forecasts
moderately improve relative to RWGDP model forecasts when there is

Table 4. Regression Analysis of Information Content of Analysts’
Forecasts versus Random Walk with Economic Growth Model;

Observations Partitioned by Past Earnings Growth.

a b

Forecast Period Coefficient p-Value Coefficient p-Value

Panel A: High past earnings growth

t �0.05 0.00 0.99 0.00

tþ 1 �0.12 0.00 0.72 0.00

tþ 2 �0.14 0.00 0.51 0.00

tþ 3 �0.14 0.00 0.42 0.00

tþ 4 �0.17 0.00 0.40 0.00

Panel B: Low past earnings growth

t �0.07 0.00 0.81 0.00

tþ 1 �0.10 0.00 0.63 0.00

tþ 2 �0.10 0.00 0.54 0.00

tþ 3 �0.11 0.00 0.55 0.00

tþ 4 �0.13 0.00 0.57 0.00

Notes:

1. For observations on the I/B/E/S database for June of each year from 1988 to 2007 that have

five prior years of earnings, we find the geometric growth rate in earnings from year t�5 to

year t�1. Panel A (B) presents the results for observations with above (below) median prior

earnings growth.

2. The regression model is as follows:

EPStþt
EPSt�1

�
RWGDPtþt

EPSt�1
¼ aþ b

ANEPStþt
EPSt�1

�
RWGDPtþt

EPSt�1

� �

þ �tþt

where EPS is actual annual earnings per share, ANEPS is the analysts’ earnings per share

forecast, RWGDP is the earnings per share forecast from the random walk with economic

growth model, and t¼ 0,y, 4.

3. The dependent and independent variables are winsorized at þ 1.0 and �1.0. Furthermore,

outliers are eliminated using the techniques in Belsley et al. (1980).

4. The p-values test the significance of the difference from zero.
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high analyst following. The results from regression Eq. (3) show that the
coefficient b is significantly larger at the 1% level for the high analyst
following subsample than for the low analyst following subsample for all
five years. These results imply that financial analysts’ forecasts have more
information content in explaining future actual earnings for firms with
high analyst coverage.

Explicit Analysts’ Forecasts
Due to a scarcity of explicit analysts’ long-term earnings forecasts (e.g.,
fourth-year EPS is expected to be $2.50), most of the long-term earnings
forecasts are calculated through compounding the analysts’ second-year
earnings forecast with the analysts’ long-term earnings growth rate.
However, it is possible that the accuracy of analysts’ forecasts versus naı̈ve
models is different when analysts make explicit forecasts. Therefore, we also
run our tests using only explicit forecasts from analysts.

The untabulated results show that the number of explicit forecasts drops
precipitously between year tþ 1 and year tþ 2. The FEs (FE/P and FE/
EPS) indicate that both analysts’ forecasts and RWGDP model forecasts
are more accurate for years tþ 3 and tþ 4 for the explicit forecast sample
compared with the results for the entire sample noted in Table 1, panel B.
This conveys that analysts tend to issue explicit long-term forecasts when
earnings are easier to predict. However, the accuracy of analysts’ earnings
forecasts relative to RWGDP model forecasts for year tþ 2 does not
improve when analysts make explicit forecasts. Nonetheless, when analysts
make explicit forecasts, there is improvement in the accuracy of analysts’
forecasts relative to RWGDP model forecasts for year tþ 4. On the
contrary, explicit analysts’ for year tþ 4 are scarce. For instance, there are
only 1,323 (1,939) year tþ 4 explicit analysts’ forecasts available when
stock price (EPS) is the deflator. The untabulated regression results are in
line with the forecast accuracy results. When analysts make explicit
forecasts, the Eq. (3) coefficient b for year tþ 2 (tþ 4) is significantly less
(greater) than the corresponding coefficient value in Table 2, panel B, at
the 1% level.

Hybrid Model Forecasts
We compare the hybrid model, RWLTG, with the RWGDP model and
analysts’ earnings forecasts through variations of the previously discussed
tests of accuracy and information content. Untabulated results show that
combining a naı̈ve model with analysts’ long-term earnings growth rate
forecasts does not improve forecast accuracy. In matching RWLTG against
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RWGDP, median (mean) values indicate that the RWLTG (RWGDP)
model is more accurate in forecasting short-term earnings. However, the
RWLTG model is inferior to the RWGDP model in long-term earnings
forecast accuracy. In addition, the RWLTG model is less accurate than
analysts’ forecasts in years t and tþ 1. However, the difference in forecast
accuracy gets smaller as the forecast horizon is extended. In fact, there is no
significant difference in forecast accuracy between the RWLTG model and
analysts’ forecasts for year tþ 4.

Untabulated regression results using the RWLTG and RWGDP models
show that both models have incremental information content in explaining
future actual earnings but that the RWGDP model has more information
content. Similarly, although both analysts’ earnings forecasts and the
RWLTG model have incremental information content in explaining future
actual earnings, analysts’ forecasts have more information content.

CONCLUSIONS

We examine the performance of financial analysts versus naı̈ve models in
forecasting long-term earnings. Forecast performance is evaluated through
analyzing forecast accuracy and information content. We find that analysts’
long-term earnings forecasts (especially for the fourth year and fifth year in
the forecast horizon) are often less accurate than forecasts from naı̈ve
models. Furthermore, both naı̈ve model earnings forecasts and analysts’
long-term earnings forecasts contain information content in predicting long-
term earnings. Also, we find that the performance of analysts’ forecasts
declines relative to naı̈ve model forecasts for subsamples of firms with high
past earnings growth and low analyst following. When analysts make
explicit earnings forecasts, the performance of analysts’ forecasts increases
compared to naı̈ve model forecasts for only the fifth year in the forecast
horizon. But explicit analysts’ forecasts for the fifth year are scarce.
Moreover, we test the accuracy and information content of a hybrid model
that assumes a RW with a drift based on the analysts’ long-term earnings
growth rate. We find that this hybrid model is less accurate and has less
information content in predicting long-term earnings than the RWGDP
model or financial analysts.

Our findings imply that analysts’ long-term earnings forecasts should be
used with caution by researchers and practitioners as they do not appear to
be more accurate than long-term forecasts from naı̈ve models. Furthermore,
the naı̈ve models incorporate a large amount of information content useful
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in explaining future actual earnings that is not in analysts’ long-term
earnings forecasts. Researchers and practitioners should be especially
cautious when using analysts’ long-term earnings forecasts for firms with
high recent earnings growth. Furthermore, our findings indicate that it may
be appropriate to use strong performing naı̈ve models such as the RWGDP
model or a pure RW model as a substitute for missing analysts’ long-term
earnings forecasts in applications such as implementing valuation models.

NOTES

1. Not all naı̈ve forecasts are technically time series forecasts. For example, a pure
RW forecast that uses the prior period’s earnings as a forecast of future earnings is
not a time series forecast because it is not based on a series of time periods. However,
time series forecasts are naı̈ve because they are mechanically based on past
information. The term ‘‘time series forecast’’ is often used loosely in the literature.
2. For example, Dechow et al. (2000) examine the performance of analysts’ long-

term earnings growth forecasts that pertain to a sample of firms that recently issued
equity.
3. The I/B/E/S database rarely provides forecast information pertaining to years

after the fifth year.
4. The RW model assumes that future annual earnings will equal the most recent

prior year’s actual earnings.
5. We use June consensus forecasts because we use only December fiscal year-end

firms. Thus, as of June, the previous year’s financial results are likely to have been
released. Also, the focus of this chapter is on long-term forecasts. The forecast month
does not have as much of an impact on long-term forecasts as it would on short-term
forecasts.
6. This requirement would likely favor analysts because they tend to forecast with

more accuracy for firms that are more stable.
7. In defining the variables in this chapter, the firm subscript is suppressed.
8. It is only necessary to show the numbers of observations for the mean values of

FE/P and FE/EPS because the numbers of observations are the same in the other
related parts of the panel. There is a moderate drop in the number of observations
between year tþ 1 and year tþ 2 because only short-term analysts’ earnings forecasts
are available for some firm years. Also, there is a slight decline in the number of
observations over the long-term forecast horizons. As mentioned in the section on
Analyst and Model Forecasts, we retrieve explicit EPS forecasts for the long-term
horizons, if possible. Some firm years have a per share forecast for one or two long-
term forecast period(s) (e.g., years tþ 2 and tþ 3) but not subsequent long-term
forecast period(s) (e.g., year tþ 4).
9. In the regression analyses in this chapter, we test for heteroskedasticity using

methodology from White (1980) and find that heteroskedasticity is not a problem.
10. We use a two-tailed t-test to conduct statistical comparisons of the values of

the coefficient b in panel A with those in panel B for Tables 2 and 4. For the sake of
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simplicity, we just discuss the results in the text and do not report the statistical
significance in the tables.
11. We also determine analysts’ long-term earnings growth rate forecasts for high

and low past earnings growth firms. The mean (median) growth rate forecast is
15.37% (14.0%) and 12.55% (11.0%) for high and low past growth firms,
respectively. The differences in the means and the medians are significant at the
1% level. Therefore, these findings show that analysts are more optimistic in their
long-term earnings growth forecasts for firms with higher past earnings growth.
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1 Introduction

In the field of business valuation, practitioners usually include a size premium in

a small firm’s cost-of-equity estimation to account for a risk source or risk sources

that cannot be captured by usual risk factors.1 That is, on top of the cost of equity

a small firm gets from the estimation by the CAPM or other models, it is usually

offered an extra premium to compensate for the higher risk it is taking.2 This paper

aims to examine its validity, and the finding suggests that this commonly accepted

size premium is not appropriate.

Since Banz (1981) and Reinganum (1981) both demonstrated that small size firms

on the New York Stock Exchange usually outperform big firms than what the asset-

pricing model of Sharpe (1964), Lintner (1965) and Black (1972) would suggest, the

existence of the size effect has come into consideration by standard practice in the

finance industry and soon became one of the most exploited concepts in modern fi-

nance. This size anomaly leads to an assumption that it might stem from a risk

source or risk sources which cannot be explained by the market factor. Berk (1995)

explains in theory that market value is inversely correlated with unmeasured risk

because investors pay a lower price for a company’s stock if it bears a higher risk

than its CAPM beta could measure. The seminal works of Fama and French (1993),

and Fama and French (1995) also acknowledge another kind of size effect in which

1Although there are many ways to define the size of a company, I stick to the most popular criteria,

the market value of its equity, to proceed the discussion.
2Other than the CAPM, the build-up method and the Fama-French 3-factor model are also popular

approaches in business valuation. The build-up method is advocated by the Ibbotson Associates, now

a part of Morningstar, Inc., which aims to break down the expected return of a firm into a risk-free

rate, a premium for equity risk, a risk premium attributable to this company by the industry it is in,

and another risk premium for smaller size if applicable. This size premium is added in practice no

matter whether the CAPM model or the build-up method is used. Please see Pratt and Grabowski

(2008) Chapter 12 for a thorough discussion. Such a size premium is not required in the Fama-French

3-factor model because size is a risk factor embedded in it already.
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small firms usually outperform big firms in realize returns and they use the return

differential between small and big stork portfolios (I call it “small stock premium"

hereafter for convenience) as a risk factor (also known as SMB). If the CAPM holds

well, the small stock premium should be proportional to the difference between the

CAPM betas of small and big stock portfolios in cross section, and the size premium

should not exist. However, empirical evidence shows that the small stock premium

is usually much bigger than the CAPM could explain because small firms usually

have a significant size premium, which links these two different perspectives of size

anomalies together.

Besides serving as a measure of an alternative risk source, the idea of the exis-

tence of a small stock premium is often used in forming a trading strategy. Since the

commence of the Dimensional Fund Advisors (DFA hereafter) in 1981, the strategy of

overweighing small-cap stocks to exploit this small stock premium has been utilized

extensively. This same concept is also used to construct ETFs featuring size as an

important characteristic. There are currently at least 6 micro-cap and 40 small-cap

ETFs trading on the U.S. stock exchanges.3 The main attraction of these ETFs is to

exploit their potentially higher returns over big firms or the market.

With all the acknowledgement from both academics and practitioners, however,

there lies an inconsistency between these applications of the size effect. The usage of

the SMB factor requires yearly rebalancing of the size portfolios, and a trading strat-

egy related to firm size demands probably even more frequent position adjustments.

However, the size premium added to a small firm’s cost-of-equity estimation is based

3Size is an important characteristic of these ETFs. However, it may not be the “only" characteristic.

For example, the Vanguard Group, a U.S. investment management company, has three ETFs related

to small-cap firms. Their exchange ticker symbols are VB, VBR, and VBK, which account for a total of

$2.79 billion capital at the end of 2007. VBK is the combination of small-cap and growth stocks, while

VBR is a small-cap and value stock ETF.
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on the assumption that a firm will carry this extra premium in its discount factor

moving forward for an extended period of time. Fama and French (2007) explain that

the small stock premium comes from small firms gaining market capitalization and

subsequently becoming bigger firms, but a firm’s size behaves more like a long-lasting

characteristic in the size premium application, which contradicts the empirical evi-

dence. Although we do not know for certain which small firm will move to a bigger

size group because of its own success, we do know that firms shift between different

size groups in subsequent years after they were first assigned to a certain size rank.

The size premium of a firm should be time-varying even if the CAPM beta of the size

portfolio is time-invariant, so the cost of equity capital estimation could or should be

adjusted accordingly if size has to be taken into consideration.

The existence of the size effect is not always perceived with full faith. This issue

has to be addressed first, otherwise the debate of the application of the size premium

will become a vain attempt. In the early 1980s when a fierce debate was conducted

about the existence and the explanation of the size effect, Roll (1983) and Blume

and Stambaugh (1983) both question the empirical importance of this phenomenon

because the magnitude of the size effect is too sensitive to the technique used to

evaluate the risk-adjusted return. Keim (1983) and Reinganum (1983) show that

most of the risk-adjusted abnormal return to small firms occurs in the first two weeks

in January, thus makes this effect easily exploited. It was the evaluation and the

existence of the size premium being challenged, but the small stock premium was

mostly untouched. Fiercer challenges came in the late 1990s, when Booth, Keim, and

Ziemba (2000) argue that the January effect is not significantly different from zero

in the returns to the DFA 9-10 portfolio over the period 1982-1995,4 and Horowitz,

4The DFA 9-10 portfolio includes stocks with the lowest 20% market capitalization according to

NYSE breakpoints.
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Loughran, and Savin (2000b) also claim that the size effect ceases to exist after it

was made well known because its benefit has already been exploited. Small firms do

not have higher returns over big firms from the early 1980s to the mid-to-late 1990s,

so the existence of the size effect is in doubt and deserves a thorough examination.

In this paper I will show that the size effect in the traditional definition is still

intact given a longer sample period. The disappearance of the size effect in the 1980s

and 1990s probably stems from a sample selection bias because the effect re-emerged

in the late 1990s. I also examine whether this sample selection anomaly is a recur-

ring scenario with a longer history of stock prices and find that the similar event

occurred from the 1940s to 1960s.

However, an analysis of the evolution of the size premium will show that it is

inappropriate to attach a fixed amount of premium to the cost of equity of a firm

simply because of its current market capitalization. For a small stock portfolio which

does not rebalance since the day it was constructed, its annual return and the size

premium are all declining over years instead of staying at a relatively stable level.

This confirms that a small firm should not be expected to have a higher size premium

going forward sheerly because it is small now.

The paper proceeds as follows. Section 2 introduces the data used in this study.

All NYSE, AMEX and NASDAQ operating firms are included and they are sorted by

their respective market capitalization to form size portfolios. I also examine whether

the size effect disappeared during the 1980s and 1990s and discuss its possible im-

pact in this section. Section 3 offers a forward looking perspective of the size effect in

response to the assumption of Fama and French (2007) that the small stock premium

mainly resulted from firms moving between different size groups. We can also see the

evolution of the size premium of the small stock portfolio and find evidence to con-

5



clude that a small firm does not always have a larger size premium simply because

of its current size. Section 4 provides a method to separate the size premium into

different regimes with macroeconomic variables, which shows that it is also very dif-

ficult to estimate the size premium with a time-varying estimation. Section 5 offers

concluding remarks.
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2 Data Description and the Evidence of the Exis-

tence of the Size Effect

2.1 Data Description

Monthly stock return data used in this research are collected from the University of

Chicago Center for Research in Security Prices (CRSP) database. All NYSE, AMEX

and NASDAQ operating firms are included when they are available on the CRSP

tape.5 Unlike Fama and French (1992), this study does not exclude financial firms

from the sample because financial leverage is not in discussion. Since the market

capitalization of a firm is the only firm characteristic covered in this paper and I also

do not incorporate the Compustat database for the book equity data of companies,

the number of firms each year is also greater than research considering both size

and book-to-market equity characteristics. This choice of sample also prevents the

potential survival bias generated by the Compustat database, please see the discus-

sion in Kothari, Shanken, and Sloan (1995). The sample period is from December

1925 to December 2008.

The market portfolio return used in this paper is the CRSP value-weighted return

on all NYSE, AMEX, and NASDAQ stocks, and the risk free rate is the total return

on 30-day Treasury bill calculated by Ibbotson Associates.

To sort firms into different deciles according to their relative size, I follow the

Fama and French (1992, 1993) tradition to use a firm’s market equity at the end of

June each year as the measure of its size. A firm has to be on the CRSP tape in

5American Depository Receipts, closed-end funds, Real Estate Investment Trusts, and companies

incorporated outside the U.S. are excluded, which means only firms with CRSP share code 12 or less

are included in this research.
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June of year t to be included in a size portfolio from July of year t to June of year

t+1 and years after that.6 All NYSE listed firms are ranked each year according to

their June market value, then these firms are allocated equally into 10 size portfolios

on the basis of their relative size, so each portfolio has the same number of NYSE

firms. The breakpoints between size portfolios are extracted from these NYSE firms,

and AMEX and NASDAQ firms are inserted into these portfolios according to their

market capitalization relative to the portfolio breakpoints. The first decile (portfolio

1) contains the smallest firms and the 10th decile (portfolio 10) includes the largest

firms. In December 2008, Portfolio 1 has 1,895 firms and portfolio 10 has 158.

2.2 Does the Size Effect Still Exist?

In response to the question raised by Horowitz, Loughran, and Savin (2000b) about

whether the size effect still exists, some basic statistics are presented in Table 1 to

show that the effect did disappear during the 1980s and the early 1990s, but it was

intact in most of the other sample periods. The statistics from the full sample are

shown in Panel A. They are consistent with early findings on the size effect: big firms

report lower returns than small firms, and the CAPM beta is also negatively related

to size. The size premiums in the last row of each panel are calculated as follows:

SPi,t = R i,t −
(

R f ,t +βi(Rm,t −R f ,t)
)

, and

SPi =
1

T

T
∑

t=1

SPi,t i = 1, . . .10. (1)

6Instead of the usual one-year holding period immediately following the size sorting date, I also

extend the holding period to longer time spans to see how persistent the size premium is for the same

group of firms.
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where SPi represents the average size premium of portfolio i which is shown in the

table, R i,t and Rm,t are monthly returns on size portfolio i and the market portfolio,

respectively. R f is the risk-free rate. βi is the CAPM beta estimated by regressing

(R i − R f ) on (Rm − R f ) with the matching sample period. This size premium cap-

tures the part of the size portfolio return which cannot be explained by the CAPM.

Practitioners usually add it to the cost-of-equity estimation of small-cap firms to com-

pensate for their higher risks. Another way to estimate the size premium is through

the estimation of the CAPM alpha. However, I will not adopt this approach because

the sample period used by the regression to estimate CAPM coefficients and the one

used by the realized return in equation (1) do not always match in this article.

[Insert Table 1 here.]

Panel B displays the statistics of the same variables with the sample period before

June 1980, roughly when the size effect was made well known by academia. Although

the statistics in the first two panels are not exactly the same, they look very much

alike.

Panel C of Table 1 is consistent with the assertion of Horowitz, Loughran, and

Savin (2000a) that there is no significant difference between the performance of dif-

ferent size portfolios during the period from 1980 to 1996.7 The average returns on

different size portfolios are no longer negatively related to their market capitaliza-

tions. From portfolio 1 to 4, the four smallest size portfolios, the average returns are

increasing instead of moving in the opposite direction shown in the early years. The

pattern of size premiums is also different from the ones shown in the previous two

7This period can be extended to 1998 and the results are still in the similar pattern to what one

would get with sample period from 1980 to 1996, so this longer sub-sample period is chosen instead

of the one used by Horowitz, Loughran, and Savin (2000a).
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panels. For instance, portfolio 1 and 2 did not have the largest size premiums, they

had biggest size “discounts" instead.

It is often suggested that pricing anomalies may disappear after they were made

known to the public by researchers or financial practitioners if these anomalies were

easily exploited. Horowitz, Loughran, and Savin (2000a) show that simply adding

$0.125 to the December 31 price of small stocks can easily lower their average Jan-

uary returns from over 8% to -0.37% during the 1982-1997 span. Since Keim (1983)

and Reinganum (1983) showed that most of the size premiums to small firms oc-

curred during the first two weeks in January, it is no surprise that the January effect

could be totally wiped out just by informed investors flocking into the market to buy

small firm stocks in December, and so goes the size premium.

Sixteen years of time is not short, but the recent development shows that the

result in Panel C is more likely to be an aberration from the formerly established rule

than a new norm. Panel D presents the statistics from the past 10 years and shows

that the negative relation between firm size and equity return has been restored,

with only a few exceptions from some mid-cap size portfolios. The inconsistency of

the mid-cap portfolios probably arises because the sample period is too short to offer

a robust pattern between a firm’s size and its return. It has to be noted that the

realized equity premium of the U.S. market during these 10 years is slightly below

zero, which is significantly lower than the historical standard. This might contribute

to the flat security market line, where the beta of size portfolios seems independent

of their respective average return.

Another serious threat generated by the data from the 1980s and 1990s is that the

return differential between small and big firm size portfolios, also known as SMB in

the Fama-French 3-factor model, may have an insignificant or even a negative price
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of risk. This implies that the SMB factor is either meaningless or has a negative

effect on the stock return. We can use a simple cross-sectional regression to show

how and why this matters.

[Insert Table 2 here.]

Table 2 displays price-of-risk estimations of the popular Fama-French factors

with different sample periods. Following the Fama and MacBeth (1973) procedures,

in each sub-sample period I run time-series regressions of each test portfolio re-

turn in excess of the risk-free rate (R e
it
= R it − R f t) on the excess market return

(R e
mt = Rmt −R f t), the returns on the small size portfolios minus the returns on the

big size portfolio (SMB), and the differential between the returns on high and low

book-to-market equity firms (HML).8

R e
it =αi +βiR

e
mt + siSMBt +h iHML t +εit t = 1,2, . . .,T,∀i. (2)

The test portfolios include 5-by-5 portfolios formed on book-to-market equity and

size, and 17 industry portfolios.9 Since there are missing observations in the return

series of the portfolio with the highest book-to-market equity and the largest size,

it is taken out of the test portfolios. These portfolios are chosen because they cover

different aspects of security characteristics.

The next step is to regress the expected returns of test portfolios from each sample

period on their respective risk loading estimates from the time-series regression. I

8Please refer to Fama and French (1993) for the detailed definition of SMB and HML. Data on

these two variables are obtained from Professor Kenneth French’s website at Dartmouth University.
9All the portfolio data are also acquired from French’s website.
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take the average return of each portfolio from the corresponding sample period as

their return expectation. The cross-sectional regression is:

ET (R e
i )=βiλ1 + siλ2+h iλ3 +ai, i = 1,2, . . ., N. (3)

where λ2 is the price of the risk represented by the size factor SMB. During the

period from 1980 to 1998, the price of SMB is insignificantly different from zero and

its magnitude is also comparably smaller than it is in the other sub-periods. The

number is 0.29 before 1980 and 0.20 after 1998, but it is only 0.07 from July 1980

to June 1998. The other parameters do not change as dramatically over different

sub-periods. The price of a risk factor being equal to zero discredits its explanatory

power to the cross-sectional variability of returns, and this is exactly the case for the

SMB factor from 1980 to 1998.

It may be too early to say that the explanatory power of the SMB factor fully

recovers in the post-1996 or the post-1998 period, but it is clear that the zero or

slightly negative SMB price during the 1980s and 1990s is not necessary a lasting

problem.

2.3 Regime Shifts of the small stock premium

As mentioned earlier, the size premium and the small stock premium are related

because the risk-adjusted abnormal return of small firms is an important part of

the return differential between small and big stock portfolios. According to Table 1

Panel A, the small stock premium of portfolio 1 is 3.39%, which accounts for half of

the return difference between portfolio 1 and 10. Since the size premium is highly

dependent on the asset pricing model and the sample period it is using, I will focus
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on the possible structural change or regime shift of the small stock premium in this

section first.

Although the differential between the returns on size portfolio 1 and portfolio 10

is different from the definition of the SMB factor in the Fama and French 3-factor

model, I will borrow this acronym to represent the small stock premium for the fol-

lowing discussion. Motivated by the earlier discussion of the disappearance of the

small stock premium in the 1980s and 1990s and the reappearance in the following

years, I believe that there may exist structural changes or regime shifts of the ex-

pected mean of SMB. Panel A of Figure 1 exhibits the annual return differential

between portfolio 1 and portfolio 10, in which we see annual SMB alternates be-

tween high and low values but certain persistency exists. From 1984 to 1998, the

supposedly positive SMB is negative in most years except in 1988 and 1991 to 1993.

The sample average of the equity risk premium during these 15 years is 10.53%,

which is well above the historical average. Big firms performed exceptionally well

while small firms did not during this period, so the disappearance of SMB should

certainly came from the size premium, or lack thereof.

[Insert Figure 1 here.]

Assuming that the expected mean and variance of SMB can be expressed by

a two state Markov-switching model, so the state variable St, which governs the

regime shift, takes a value of 1 or 2. When St = 1, the expected mean of SMBt is in

the state of a low value, while St = 2 represents the state when the expected mean of

SMBt is high.

yt =µk +σkεt εt ∼ N(0,1). (4)
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where yt represents SMBt, µk and σk are state-dependent mean and standard devi-

ation of SMBt. k=1 or 2, which identifies the state SMBt is in at time t.

The state variable St is assumed to follow a 2-state first-order Markov process

with fixed transition probabilities as follows:

p = Pr(St = 1|St−1 = 1)

1− p = Pr(St = 2|St−1 = 1)

q = Pr(St = 2|St−1 = 2)

1− q = Pr(St = 1|St−1 = 2) (5)

The mean and variance of SMB are determined by the current state, and the state

variable St is not dependent on the past information beyond one period.

SMBt under each state is assumed to follow the normal distribution and the

parameters of the distribution function are only contingent on the state k, so

f (yt|St = k)=
1

√

2πσ2
k

exp

(

−(yt −µk)2

2σ2
k

)

(6)

for k = 1,2. The log-likelihood function is

lnL (y1, y2, . . . , yT ;θ)=
T
∑

t=1

ln[Pr(St = 1) f (yt|St = 1)+Pr(St = 2) f (yt|St = 2)] (7)

and the regime probability Pr(St = k) can be estimated with the following recursive

representation proposed by Gray (1996):

Pr(St = 1) = (1− q)

[

f (yt−1|St−1 = 2)Pr(St−1 = 2)

f (yt−1|St−1 = 1)Pr(St−1 = 1)+ f (yt−1|St−1 = 2)Pr(St−1 = 2)

]
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+p

[

f (yt−1|St−1 = 1)Pr(St−1 = 1)

f (yt−1|St−1 = 1)Pr(St−1 = 1)+ f (yt−1|St−1 = 2)Pr(St−1 = 2)

]

(8)

where the lowercase p and q are the transition probabilities defined in equation (5)

and Pr(St = 2)= 1−Pr(St = 1).

Table 3 presents the estimation results of the above Markov-switching model

along with an unconditional normal distribution model as its comparison. The sam-

ple period is from July 1940 to December 2008 instead of starting from July 1926

because it has to be trimmed short in the following sections to accommodate the

portfolio positions with longer holding periods. According to the log-likelihood val-

ues, AIC, and BIC statistics of these two models, the Markov-switching model fits

the sample better than the model with the assumption that SMB follows an uncon-

ditional normal distribution. The expected mean of the low SMB state is insignifi-

cantly different from zero, which explains why SMB can disappear over an extended

period. The average annualized returns under two different states are -2.67% and

44.97%.

[Insert Table 3 here.]

Panel B of Figure 1 displays the smoothed probability in state 2 (high SMB state).

Table 3 also shows the transition probabilities p and q, which are 0.9579 and 0.8090,

respectively. These results imply that the low SMB regime is more persistent than

the high SMB regime. On average the high SMB regime lasts for 5.2 months, and

the low SMB regime keeps at the same state for 23.8 months. If the true data gen-

erating process of SMB follows the description of this Markov-switching model, it is

no surprise that the small stock premium could disappear over a long period during

the 1980s and most of the 1990s then resurfaces in recent years.
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From Figure 1 we can also see that SMB is persistently low from 1946 to 1963,

which indicates that the experience from the 1980s and 90s indeed has a predecessor.

Repeat the same exercise done in Table 1 for this period, we can find that portfolio 1

has an average size premium at -1.77% per annum, while portfolio 10 has a slightly

positive 0.42% average size premium. The average of SMB from 1946 to 1963 is

-0.74%, which mostly stems from the low size premium of small stocks instead of the

difference between their respective CAPM projections.10 These results show that the

temporary disappearance of the size effect is a recurring event. However, when we

look at a longer time span, the small stock premium could still hold true at least on

average.

10CAPM beta is still negatively related to firm size during this period, but the slope of the security

market line calculated with returns on size portfolios and their respective betas is smaller than it is

calculated with the full sample.
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3 Size as a Genetic Code or a Short-Lived Charac-

teristic?

If the size premium ceases to exist like Horowitz, Loughran, and Savin (2000b) as-

sert, or its magnitude has no relation to firm size, there is no need to give a “pre-

mium" to a small firm when estimating its cost of equity capital. In fact, given what

we see in Panel C of Table 1 we might have to give small-cap firms a discount if the

negative size premium of portfolio 1 remains. The data from the last 10 years seem

to restore the order of the size premium and the necessity to add it to small firms,

but I will show in this section that it still remains to be proved whether a small-cap

firm should require this size premium in its cost-of-equity estimation.

3.1 Design of the t+ j Portfolio

Fama and French (2007) find that the return differential between small and big firms

is mainly driven by small-cap firms moving up the size rank to become large-cap

firms. This perspective changes the assumption of the size premium a small firm

should get in the long run. The logic is simple: a small firm becomes a big firm

because its market capitalization increases faster than its peer, which usually results

from its fast growing price. However, small firms cannot keep the higher average

return of old once they become big firms, otherwise the small stock premium will

turn into a big stock premium. Although this is mainly an explanation of the small

stock premium instead of the size premium, the discussion in the previous section

shows that these two premiums are related.
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Since the Fama-French size portfolios are constructed in each June and are held

for a whole year until they are rebalanced in June next year, their finding implies

that some firms are likely to switch to different size groups sooner than a year, espe-

cially for the small firms to become big firms. The usual practice of the size premium

estimation is to calculate it with annually rebalanced size portfolios,11 then we add

this number to a firm’s cost of equity for the following years to discount its future

cash flows to the present value. We know this is probably a proper assessment of

the discount factor for the first year, but is it still proper if an originally small firm

becomes a big firm from the second year on and does not warrant such a premium

hereafter?

To investigate whether the size premium is changing over time and how it evolves,

I design the following t+ j size portfolio approach. In the traditional size portfolio for-

mation, securities are assigned to each portfolio in June and the portfolios are held

from July to June next year under a buy-and-hold strategy. In the t+ j size portfolio

approach I also choose to sort securities in June of each year t, but instead of holding

the portfolios for the following year, I also look at the monthly returns for an one-year

holding period from July of year t+ j-1 to June of year t+ j, where j = 2, . . .,15.12 All

the firms are identified and tracked by their CRSP permanent number. If a firm goes

bankrupt or is merged by another firm in the following years, then it is taken out of

the portfolio once it is off the CRSP tape. Otherwise it keeps in the same t+ j size

portfolio as assigned in the initial sorting date no matter how big or how small its

market capitalization becomes.

11For getting the size premium estimation, some practitioners rebalance the size portfolios more

frequently. For example, Ibbotson Associates sorts and assigns all eligible companies to different size

portfolios with the closing price and shares outstanding data for the last trading day of March, June,

September and December instead of June each year.
12This approach reduces to the traditional size portfolio formation when j = 1.
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For example, the firms in t+2 portfolios from July 1989 to June 1990 were sorted

and assigned to different size portfolios in June 1988; the same composition of firms is

used in t+1 portfolios from July 1988 to June 1989, which are 12 months immediately

after the sorting date. The t+3 portfolios in July 1990 also consist of the same firms,

except for those were delisted during the first two years. There is also another set of

t+2 portfolios from July 1988 to June 1989, each consists firms sorted by their June

1987 size. We can string together all the t+2 portfolios to see how firms perform a

year after its original sorting date for a whole year. The same process is done for

all t+ j size portfolios. This approach allows us to follow the average performance of

firms j years after they were assigned to a specific size group.

If a firm’s size behaves as a characteristic and this attribute follows the firm for

an extended period of time, return patterns among different t+ j size portfolios should

not change much for different j. On the other hand, if a small firm deserves a lower

size premium after it becomes a bigger firm, the size premium in the following years

will decrease accordingly. By tracking the historical performance of firms sorted by

size, we can get a better idea on how the size premium of a firm behaves and whether

it is a good indicator of an extra risk source.

3.2 Size Premium is Changing Over Time

Practitioners usually consider a fixed size premium for a firm for subsequent years,

which implies that either firms will not migrate to other size groups, or they will

still demand the same size premium even after they switch to different size groups.

To make a valid comparison between different t+ j portfolios, I change the starting

date of all portfolios from July 1926 to July 1940 to accommodate the t+15 portfolios,
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which have companies being sorted in June 1926 but will not report the first return

observation until July 1940.13

Table 4 presents the average size premiums of different t+ j size portfolios in

reference to the respective CAPM projected returns on the traditional size portfolios.

The “traditional" size portfolio means that firms are sorted and assigned to different

size portfolios according to their June market capitalization, and the portfolios are

held from July of the same year to June next year. The definition of the average size

premium of a t+ j size portfolio is

SP
t+ j

i,t
= R

t+ j

i,t
−

(

R f ,t +βi(Rm,t −R f ,t)
)

, and

SP
t+ j

i
=

1

T

T
∑

t=1

SP
t+ j

i,t
, (9)

where R
t+ j

i,t
represents the time t return on the t+ j portfolio of firms in the ith size

group, and βi is the same as in equation (1).

[Insert Table 4 here.]

The first decile size portfolio, which contains firms with the lowest market capital-

izations among all listed firms on the sorting date, usually has a large and significant

CAPM alpha and a beta too low to project the realized return. Table 1 shows that

portfolio 1 has a size premium of 3.39% per annum with the sample period from July

1926 to December 2008. The corresponding number in Table 4 is the average size

premium of the t+1 portfolio for portfolio 1. Although the benchmark is still calcu-

lated with the same beta, it drops to 1.49% because the sample period here does not

start until July 1940. The difference reflects a large historical size premium for the

13The security return data on CRSP tape start from December 1925, so June 1926 becomes the first

available sorting date.
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small firms from 1926 to 1940. The premiums change a lot with different sample pe-

riods, but the pattern is nevertheless revealing. The smallest firms still get a bigger

size premium, while the biggest firms even get a size discount.

If firms are supposed to be awarded a fixed size premium for years, we should

see the numbers in Table 4 remain stable over different t+ j portfolios within each

size group. The result is apparently contrary to this hypothesis. The size premium

of portfolio 1 drops dramatically two years after the initial sorting date and becomes

insignificantly different from zero in the third year. After that the small firms get

a discount and such a discount gradually becomes significantly different from zero.

On the other hand, portfolio 10 sees its size premium going up from the negative

value in the first two years to a positive but insignificant number for the most part of

the following eight years. Most of the size portfolios have a declining size premium

after the sorting date except for portfolio 10, which reflects the fact that returns on

different size portfolios tend to converge to the same number over years. Table 5

shows that the difference in average returns on different size portfolios gradually

becomes insignificant as sorting dates pass by.

[Insert Table 5 here.]

If history can be any guide to the future performance, we are likely to over-

estimate the cost of equity capital of small firms and under-estimate the cost of equity

of big firms by the current treatment of the size premium.

3.3 Robustness Check

We have seen in Table 1 that the historical averages of both the size premium and

the small stock premium are sensitive to the choice of the sample period, but the
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pattern remains unchanged if given a long enough horizon. Here I will verify that

the findings in this section are not sensitive to different breakpoints of size groups.

Fama and French (2007) divide firms into two groups in terms of size to explain

the cause of the Fama-French SMB factor, so I also divide all the acting firms into

two groups according to the NYSE median market-cap breakpoint in each June.

For better examining the relation between firm size and the corresponding return

performance, I also rank firms according to their size each June and form three port-

folios with firms of their size in the bottom 30%, middle 40%, and top 30% (S-30%,

M-40% and B-30% hereafter) by the NYSE market-cap breakpoints.

The size premiums calculated with new breakpoints are displayed in Table 6. The

big size portfolios (Big or B-30%) all have very small and insignificant size premiums

like the size premium of portfolio 10 reported in Table 4. Please be noted that I

still use the traditional size portfolio approach (it is equivalent to the t+1 portfolio

here) with the new breakpoints and the sample period from 1926 to 2008 to estimate

CAPM betas. The size premiums of “Small" and “S-30%" size portfolios are significant

through t+1 to t+4 or t+5 portfolios, respectively, and they are also declining as j goes

up. Ten or seven years after the initial sorting dates, these two small size portfolios

even have a discount. These characteristics are all consistent with the pattern shown

in portfolio 1 in Table 4.

[Insert Table 6 here.]

Comparing Table 6 to Table 4, it is apparent that the size premium for small

stocks in the traditional sense does exist no matter how many size groups the stocks
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are divided into, but it fades out gradually if the same composition of firms is held

longer than a year.14

If a group of firms have the same stream of expected future cash flows, it is possi-

ble that the firm with a higher risk is going to be priced lower. Such a firm may end

up having a higher return because it is more likely to have a higher dividend yield.

However, small firms do not only gather higher returns through higher dividend

yields, they usually have higher capital appreciation rates too. Fama and French

(2007) explain that migration of stocks across size groups is the cause of the small

stock premium.15 Once a small firm’s market capitalization increases and it is qual-

ified as a big firm, a size premium should not apply anymore. According to Table

4 and 6, small firms did have higher size premiums when they were first assigned

to the small size portfolio, but this effect does not persist. A firm which belongs to

portfolio 1 sees its size premium turns into a discount after a few years if it is still

expected to be compensated as a small stock. It is probably reasonable for a small

firm to get a larger discount factor than the CAPM suggests because it bears higher

risks than the model can explain for the time being, but the usual practice could very

likely over-compensate the risks a small firm is bearing.

If the size effect has to be considered in the cost-of-equity estimation, we should

search for the root of this short-lived premium and identify the risk source it repre-

sents. This is just as important as how much it is, if not more important.

14The small stock premium fades away until it is barely noticeable. However, the size premium for

small stocks sometimes becomes a size discount if the same composition of stocks is held for a few

years.
15In their article Fama and French use “size premium" to refer to the fact that small-cap firms have

higher returns than big-cap firms without risk adjustment, which is equivalent to the “small stock

premium" used in this paper. As shown earlier that these two premiums are related.
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4 Size Premium under Different Economic Situa-

tions

Section 3 shows that a small firm can have a higher size premium only in the short

run. Over a longer time span, a firm’s size and even its sensitivity to risk are all

subject to change, and its size premium changes accordingly.16 In light of these re-

sults, I propose not to include a fixed size premium in the long-term cost-of-equity

estimation. However, the size premium, no matter how short-lived it is, still appears

to exist in the first few years for small firms. Take the popular discounted cash flow

method as an example, the first few years matter the most if given a steady stream of

future cash flows. By excluding the size premium from the cost-of-equity estimation,

one might argue that we are also likely to understate the risk a small firm is taking.

The simplest way to resolve this conundrum seems to apply a time-varying cost of

equity by adding different size premiums to the estimation according to the results

in Table 4. The short-term size effect is thus accounted for, and the long-term size

premium is also no longer permanent. However, Table 4 only displays the standard

deviation of the average of the size premium, the variation of the annual size pre-

mium per se is much larger. If the size premium swings between high and low levels

like the two-regime small stock premium model shown in section 2.3, adding an av-

erage size premium into the short-term cost-of-equity estimation may not help the

matter. We could easily over-estimate the cost of equity of small firms in one period

and suppress their value, while under-estimate the cost of equity in another period

16CAPM betas of all size groups are monotonically decreasing from t+1 through t+15 portfolios.

These results are not shown in the tables, but they are available upon request. In this paper I use the

traditional size portfolios with the full sample (July 1926 to December 2008) to estimate CAPM betas

to get a consistent benchmark in all cases but ones in Table 1.
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and bring the price to an un-deserving high level. In this section I will examine the

likelihood of this scenario.

The concept of connecting financial distress to firm size has been discussed in

the asset pricing literature to explain the anomalous cross-sectional pattern of stock

returns. Queen and Roll (1987) find that a firm’s unfavorable mortality rate is a

decreasing function of its size, and Campbell, Hilscher, and Szilagyi (2008) further

show that size has a negative relation with the excess return between safe and dis-

tress stocks. I will examine from a different angle to see whether economic distress

has an effect on the size premiums.

I divide the sample period into several two-regime scenarios according to differ-

ent macroeconomic variables related to distress and calculate the size effect under

each regime. There are two reasons for this experiment: the first is that only the

systematic risk should be taken into account when pricing a firm or an asset. If

small firms are supposed to be awarded a higher premium sheerly because of their

failure risk, then we should be able to distinguish different patterns of their size pre-

mium under different economic situations. Second, in light of the success of a simple

Markov-switching model used on the small stock premium in section 2, it is natural

to try a two-regime model on the size premium as well. However, the estimation of

the size premium is highly contingent on the choice of the asset pricing model and

the sample period, so I do not investigate the possible regime shifts of the size pre-

mium directly. Instead, I will try to explore the relation between the size premium

and three different candidates of macroeconomic variables. If the size premium is

at least partly driven by systematic risk sources, its magnitude should vary as the

economic environment changes.
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4.1 Identifying the States of Economy

The first state variable is an indicator variable which identifies the economic status

during a business cycle: a dummy variable which equals 1 for months in the expan-

sion period and 0 for months in the contraction period.17 When in distress, smaller

firms usually get hit harder because they have thinner cushion in common equity and

their ability to raise capital via new debts, bank loans, or even government bailouts

is also poorer than big firms. On the other hand, small firms which survive the storm

can often see a sudden boom in their stock returns, as were evidenced by their bigger

beta.18 Whether the bigger volatility in the stock return for the small stock portfolio

can translate to separate size premiums is the focus of the investigation. Accord-

ing to NBER’s Business Cycle Dating Committee, there are 14 business cycles since

1926 to date with the shortest contraction period being 6 months and the shortest

expansion period being 24 months.

The second indicator is the market trend, which is similar to the idea of the busi-

ness cycle. I distinguish the bull and bear markets by a Markov-switching model

on the CRSP value-weighted market portfolio return with the similar procedure laid

17NBER’s Business Cycle Dating Committee publishes the U.S. business cycle peak and trough

months on the NBER website. Their latest announcement on 12/01/2008 declares that the previous

expansion period peaked in December 2007 and a recession soon followed. The conclusion of the

current recession has not yet been determined as the writing of this paper. I assume all of year 2008

fell into the contraction period to make the sample period consistent with other state variables.
18Fama and French (1993) point out that small firms do not participate in the economic boom of the

middle and late 1980s for an unknown reason. This finding is consistent with the argument of the

disappearance of the size effect in the 1980s and 1990s. Indeed, the small stock premium was -10.4%

per annum from December 1982 to July 1990, the expansion period right after the longest recession

since the Great Depression. However, small firms greatly outperform big firms during the economic

booms after the Great Depression or the recession caused by 1973 oil crisis, with average small stock

premiums at 55.9% and 23.1%, respectively. It is probably premature to judge the experience in the

1980s as a new norm or just an anomaly. Nonetheless, the magnitude of SMB during the expansion

periods in the middle 1930s and the late 1980s could counter the argument raised by Fama and French

(1993).
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out in section 2.3.19 Regime 1 represents the state of the bear market with a lower

mean return and higher volatility; regime 2 indicates the bull market with a higher

mean return and lower volatility. An indicator variable is used to represent the bull

market with its value being equal to 1 when the regime 2 smoothed inference of the

month is greater than 0.5, and 0 otherwise. The reason to use a dummy to identify

the market trend instead of the realized market return is to filter out noise. When

we apply the size premium on the cost of equity capital estimation, we look for the

long-term performance instead of the short-term disturbance. Looking too much into

the day-to-day or month-to-month performance will mix up true trend and noise. For

instance, even during the huge market downturn in the Great Depression, when the

Dow Jones Industrial Average (DJIA) dropped from then historical high of 381.17 on

9/3/1929 to the following lowest point of 41.22 on 7/8/1932, we can still see the mar-

ket posted double digit gains on return during the process. In February and June

1931, the monthly returns derived from the DJIA were 12.40% and 16.90%, respec-

tively. These were great rallies even in any bull market, but they still cannot stop the

free fall of the stock market and the investment environment would not be changed

simply because of a sudden spark of life. Since the cost of equity capital and the size

premium are all about the long term prospect of the firm, it is more fitting to examine

the general market trend in this simple fashion.

The third indicator is the credit spread between AAA and BAA corporate bond

rates. The data are obtained from the Federal Reserve Bank of St. Louis website.

Although we cannot link a firm’s size directly to its credit rating, large firms usu-

ally get better ratings and lower borrowing rates.20 When there is abundant credit

19There is no consensus on the definition of bear or bull markets other than a general description.

Here I adopt the market trend definition of the model 1 in Chen (2009).
20According to the summary statistics provided by Altman and Rijken (2004), firm’s credit rating is

negatively related to the market value of equity. I also compare the average market values between
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floating in the market, the credit spread tends to narrow down because banks and

funds compete against each other for an investment opportunity without thinking

too much about the risk. This process will eventually drive the spread down. On the

other hand, the credit spread increases when the credit market is in a dire condition

and investors take default risks more seriously. Every banker will think twice before

lending money out. When the credit spread is high, it is more likely that small firms

endure a higher borrowing cost than big firms, therefore their failure risk induced

by the poorer credit rating is also higher. I continue to apply the same technique

previously used in the market trend indicator to separate the credit spreads into

two different states, and then convert the smoothed inference into a dummy variable

using the 0.50 threshold.

The transition probabilities of staying in the same state for the Markov-switching

model of the market trend are 0.892 (bear market) and 0.963 (bull market); they

are 0.987 (low credit spread) and 0.974 (high credit spread) for the credit spread.

The common feature of these macroeconomic variables is that the states defined by

them are all very persistent, so we can link these variables with the shift of the size

premium over a longer span instead of the month-by-month movement. Once the

state variable of the market trend shifts to the bull market state, it would stay put

for 27 months on average, and a credit spread dummy remains in the state of a lower

mean value for 78 months.

[Insert Figure 2 here.]

firms with investment grade ratings and with non-investment grade ratings over the past 15 years.

The average size of firms with better credit is 9 to 10 times bigger than the size of poorer rating firms.

The sample includes all firms in the Compustat database from 1994 to 2008.

28



Figure 2 illustrates three different dummy variables on the right-hand side and

their original data on the left.21 It has to be noted that these state variables are all

asymmetrical. We see expansion periods more often than contraction periods, longer

bull markets than bear markets, and more days with low credit spreads than days

with high ones. Over the total 822 observations, there are 698 months identified as

in the expansion period, 646 months in the bull market, and 552 months in the low

credit spread regime.

4.2 The Size Premium under Different Economic Environments

These state variables do not highly coincide with each other, but they are all capable

of separating the size premium of small stocks under different states. I also use the

t+ j portfolio approach to see whether these states can identify the size effect of stocks

over the long run. Table 7 and 8 present the size premiums of the first and the 10th

size portfolios under different economic situations.

[Insert Table 7 here.]

[Insert Table 8 here.]

The first column of Table 7 or 8 shows the same average size premiums as the

corresponding column in Table 4. Through the second column to the last, the average

size premiums under different states of the same macroeconomic variable are paired

with each other. The second and third columns are the average size premiums in the

expansion or contraction state identified by the business cycle dummy; the fourth

and fifth columns show the averages during bull or bear markets from the market

21I use the GDP growth rate for the business cycle dummy as its “original data". However, it is well

known that the Business Cycle Dating Committee of the NBER does not determine the peaks and

troughs by the GDP data alone.
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trend dummy; and the last two columns are average size premiums in the high or

low state of the credit spread dummy.

The last row of each table shows the number of observations in a specific state.

These three dummy variables post asymmetric states as earlier mentioned, but the

credit spread dummy is significantly different from the others because the state

brings the higher average returns has a lot less observations than the state brings

the higher return for the other two dummy variables.22

Small stocks usually have a high and significant size premium, and this premium

is even more pronounced in the expansion period or the high credit spread period, and

interestingly, during the bear market. Portfolio 1 has a positive premium for most

of the t+ j portfolios during the market downturn because the market trend dummy

successfully identifies the low return period of the market, which in turn drives the

benchmark even lower than the drop of the realized return on small stocks. The time

series dynamics of the size premium revealed by the t+ j portfolio approach present

a different scenario for the business cycle dummy. It is indecisive whether a small

firm has a greater size premium during the expansion or contraction period.

Table 8 displays the size premium, or more precisely, the size discount of portfolio

10. Large firms usually can be explained well by the CAPM or other asset pricing

models, so the common practice does not require a size premium on them. Even

under different states, the size premiums are still small in magnitude comparing to

the corresponding statistics of portfolio 1. If we focus on the first few t+ j portfolios,

the business cycle does not seem to play an important role. The average size premi-

22The state generates the higher average return does not necessarily have the higher size premium.

The latter also depends on the sensitivity to the market risk and the market return under this “unfa-

vorable" state.
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ums under different regimes of the market trends or credit spreads are much more

different, but they are still not as pronounced as their counterparts in portfolio 1.

A one-sided t test on unequal sized variables is also applied here to compare the

difference between average size premiums under different economic states. The size

premiums in Table 7 and 8 are shown in boldface fonts if the difference is signif-

icant at the 10 percent level. We cannot reject the null hypothesis that none of the

size premium pairs of portfolio 1 or 10 are significantly different during different pe-

riods of business cycles. The same test for different market trends shows the similar

result for the first nine years for portfolio 1 and the first two years for portfolio 10.

The state variable derived from the credit spread data is the most successful of all.

The difference of the average size premiums of t+ j portfolios is significant at 10 per-

cent level for most of the cases for portfolio 1, and it is also significant for the first 6

years for portfolio 10.

The size premium a small firm should demand for bearing higher risks is limited

only in the first few years and its magnitude is difficult to predict. The empirical

results imply that we should be very careful to identify the risks a firm is bearing

instead of taking it only by the firm’s current size. If there are other systematic risks

which is related to size, we should reconsider whether that is the cause of a firm

being riskier than the others and assign the specific risk premium to it accordingly.
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5 Conclusion

This study verifies the existence of the size effect of annually rebalanced size portfo-

lios with a longer sample period, but suggests not to include the size premium in the

cost-of-equity estimation of small firms because this effect is only short-lived.

The assertion of the disappearance of the size effect in the 1980s and 90s was just

a result of sample selection. Similar events of temporary disappearance of the size

effect from different periods were found but they have never been proved permanent.

Suffice it to say that the size effect did not simply disappear because it was revealed

by academics and exploited by practitioners. It is shown in section 2 that the small

stock premium can be better captured by a two-state Markov-switching model rather

than the usual stationary normal distribution assumption. This empirical evidence

is consistent with the story of the temporary disappearance of the size effect in the

1980s and 1990s.

Using the t+ j portfolio approach designed for this study, I demonstrate that the

small stock premium declines if we hold the size portfolio longer than the usual one-

year holding period rule. This can be considered as evidence of Fama and French

(2007)’s finding that the size premium stems from small firms moving up the size

rank to become big firms. Since firms move between size groups, the size premium

should not be considered as a constant and it has to reflect the new size group they

are currently in. The popular perception of a fixed size premium used by practitioners

in the cost-of-equity estimation is obviously mistaken. I track the size premiums of

different size portfolios for the subsequent 15 years after their formation date and

find that most of the premiums converge toward zero, so firms should not be awarded

a size premium for a long-term estimation.
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If the size premium of a firm is estimated with the assumption that a firm moves

from one size group to another all the time, it should be time-varying as well. The

average size premium of portfolio 1, which includes all NYSE, NASDAQ and AMEX

firms with market capitalization less than the first decile market-cap breakpoint of

all NYSE listed firms, is 1.49% for the first year after its creation for the past 68

years. The same composition of firms still merit an average of 1.02% premium in

the following year, but it declines rapidly after that. Adding a fixed size premium

according to a firm’s current size could very well overstate the relation between a

firm’s size and the risk it is bearing.

Certain macroeconomic variables can help us to distinguish the possible regimes

of the size premium. These variables include the business cycle, the market trend,

and the credit spread. However, the decision to distinguish the size premium of a

firm under the assumption of one specific state is very difficult to make given how

highly volatile the monthly size premium is. Adding a naive size premium to a firm’s

cost of equity capital estimation still potentially introduces more errors no matter

this size premium is fixed or time-varying.

33



References

Altman, Edward I., and Herbert A. Rijken, 2004, How Rating Agencies Achieve Rating Sta-

bility, Journal of Banking and Finance 28 11, 2679–2714.

Banz, Rolf W., 1981, The Relationship between Return and Market Value of Common Stocks,

Journal of Financial Economics 9, 3–18.

Berk, Jonathan B., 1995, A Critique of Size-Related Anomalies, Review of Financial Studies

8, 275–86.

Black, Fischer, 1972, Capital Market Equilibrium with Restricted Borrowing, Journal of

Business 45, 444–455.

Blume, Marshall E., and Robert F. Stambaugh, 1983, Biases in Computed Returns: An Ap-

plication to the Size Effect, Journal of Financial Economics 12 3, 387–404.

Booth, David G., Donald B. Keim, and William T. Ziemba, 2000, Is There Still a January

Effect?, in Security Market Imperfections in Worldwide Equity Markets (Cambridge Uni-

versity Press, Publications of the Newton Institute. Cambridge; New York and Melbourne

).

Campbell, John Y., Jens Hilscher, and Jan Szilagyi, 2008, In Search of Distress Risk, Journal

of Finance 63 6, 2899–2939.

Chen, Shiu-Sheng, 2009, Predicting the Bear Stock Market: Macroeconomic Variables as

Leading Indicators, Journal of Banking and Finance 33 2, 211–23.

Cochrane, John H., 2005, Asset pricing. (Princeton University Press Revised Edition. Prince-

ton and Oxford).

Fama, Eugene F., and Kenneth R. French, 1992, The Cross-Section of Expected Stock Re-

turns, Journal of Finance 47, 427–65.

34



Fama, Eugene F., and Kenneth R. French, 1993, Common Risk Factors in the Returns on

Stock and Bonds, Journal of Financial Economics 33, 3–56.

Fama, Eugene F., and Kenneth R. French, 1995, Size and Book-to-Market Factors in Earn-

ings and Returns, Journal of Finance 50, 131–55.

Fama, Eugene F., and Kenneth R. French, 2007, Migration, Financial Analysts Journal 63,

48–58.

Fama, Eugene F., and James D. MacBeth, 1973, Risk, Return, and Equilibrium: Empirical

Tests, Journal of Political Economy 81, 607–636.

Gray, Stephen F., 1996, Modeling the Conditional Distribution of Interest Rates as a Regime-

Switching Process, Journal of Financial Economics 42, 27–62.

Horowitz, Joel L., Tim Loughran, and N. E. Savin, 2000a, The Disappearing Size Effect,

Research in Economics 54 1, 83–100.

Horowitz, Joel L., Tim Loughran, and N. E. Savin, 2000b, Three Analyses of the Firm Size

Premium, Journal of Empirical Finance 7 2, 143–53.

Keim, Donald B., 1983, Size-Related Anomalies and Stock Return Seasonality: Further Em-

pirical Evidence, Journal of Financial Economics 12 1, 13–32.

Kothari, S. P., Jay Shanken, and Richard G. Sloan, 1995, Another Look at the Cross-Section

of Expected Stock Returns, Journal of Finance 50, 185–224.

Lintner, John, 1965, The Valuation of Risk Assets and the Selection of Risky Investments in

Stock Portfolios and Capital Budgets, The Review of Economics and Statistics 47, 13–37.

Pratt, Shannon P., and Roger J. Grabowski, 2008, Cost of Capital: Applications and Exam-

ples. (Wiley) 3 edn.

Queen, Maggie, and Richard Roll, 1987, Firm Mortality: Using Market Indicators to Predict

Survival, Financial Analysts Journal 43, 9.

35



Reinganum, Marc R., 1981, Misspecification of Capital Asset Pricing: Empirical Anomalies

Based on Earnings’ Yields and Market Values, Journal of Financial Economics 9 1, 19–46.

Reinganum, Marc R., 1983, The Anomalous Stock Market Behavior of Small Firms in Jan-

uary: Empirical Tests for Tax-Loss Selling Effects, Journal of Financial Economics 12 1,

89–104.

Roll, Richard, 1983, On Computing Mean Returns and the Small Firm Premium, Journal of

Financial Economics 12 3, 371–86.

Sharpe, William F., 1964, Capital Asset Prices: A Theory of Market Equilibrium under Con-

ditions of Risk, The Journal of Finance 19, 425–442.

36



Figure 1: The return difference between the first and the 10th decile size portfolios

and the smoothed probability of the high small stock premium regime. Panel A shows

the annual portfolio return difference between small and big stocks. It is apparent

that big firms outperform small firms most of the time from the mid-1980s to late

1990s. This account for the “disappearance" of the size effect in that time span.

Similar situation also happened in the 1950s and late 1960s to early 1970s. The

smoothed inference of the high SMB regime is shown in Panel B.
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Figure 2: Three different dummy variables indicates three different economic envi-

ronments. The first row includes the GDP growth rate of the U.S. and the business

cycle dummy. The second row presents the CRSP monthly return and the market

trend dummy variable derived from the smoothed probability of the bull market

regime. The third row contains the credit spread and the high credit spread dummy

also generated from the smoothed inference of a two-state Markov-switching model.
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Table 1: Returns on Size Portfolios and Size Premiums in Reference to CAPM

Panel A. Full Sample (1926.7 to 2008.12)

1 (Small) 2 3 4 5 6 7 8 9 10 (Big)

Mean Return 17.36 14.79 14.52 14.37 13.68 13.22 12.75 12.16 11.66 10.14

Standard Dev. 35.46 30.86 28.39 26.58 25.08 23.68 22.77 21.82 20.24 17.80

β 1.46 1.40 1.34 1.27 1.25 1.20 1.16 1.13 1.05 0.93

Size Premium 3.39 1.21 1.37 1.70 1.21 1.08 0.85 0.53 0.54 -0.10

Panel B. 1926.7 to 1980.6

1 (Small) 2 3 4 5 6 7 8 9 10 (Big)

Mean Return 20.44 16.19 15.61 15.23 14.14 13.84 12.58 12.22 11.45 9.70

Standard Deviation 41.17 34.89 31.96 29.55 27.82 26.30 25.13 23.80 22.12 19.04

CAPM β 1.60 1.48 1.41 1.32 1.29 1.24 1.19 1.14 1.07 0.93

Size Premium 5.14 1.79 1.80 2.11 1.30 1.38 0.50 0.54 0.33 -0.29

Panel C. 1980.7 to 1998.6

1 (Small) 2 3 4 5 6 7 8 9 10 (Big)

Mean Return 12.93 14.50 15.96 16.52 17.23 16.96 17.16 15.94 16.84 17.40

Standard Dev. 17.63 17.89 17.77 17.66 17.16 16.24 16.09 15.58 15.32 14.32

β 0.95 1.07 1.10 1.10 1.09 1.05 1.08 1.04 1.04 0.96

Size Premium -2.99 -2.61 -1.40 -0.90 -0.08 0.01 -0.03 -0.93 0.01 1.31

Panel D. 1998.7 to 2008.12

1 (Small) 2 3 4 5 6 7 8 9 10 (Big)

Mean Return 9.14 8.05 6.48 6.26 5.23 3.61 6.03 5.36 3.87 -0.03

Standard Dev. 25.11 26.08 23.24 22.94 21.33 19.83 19.57 20.24 17.13 16.10

β 1.06 1.21 1.15 1.13 1.13 1.08 1.08 1.14 0.98 0.92

Size Premium 7.47 6.59 4.95 4.68 3.66 1.97 4.38 3.80 2.07 -1.92

All securities in NYSE, AMEX and NASDAQ are sorted at the end of June of each year t and are assigned

to ten different size portfolios according to NYSE breakpoints. The size portfolios are constructed with

securities in each size group with their respective market cap as weights and are held from July of year t

through June of year t+1.

β’s are estimated with regression of monthly portfolio returns in excess of the Ibbotson Associates risk free

rate on the CRSP value-weighted market returns in excess of the same risk free rate.

The size premium is calculated by subtracting the product of the CAPM beta and the equity premium from

the size portfolio returns in excess of the risk free rate. All the equity risk premiums in different panels are

estimated from their respective sample periods.

Returns, standard deviations and size premiums are all annualized and in percentage points.
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Table 2: Prices of Fama-French Risk Factors

1926.7-2007.12 1926.7-1980.6 1980.7-1998.6 1998.7-2007.12

Rm −R f 0.64 (0.17) 0.70 (0.23) 0.84 (0.29) -0.04 (0.44)

SMB 0.24 (0.11) 0.29 (0.14) -0.04 (0.17) 0.47 (0.37)

HML 0.38 (0.12) 0.41 (0.15) 0.41 (0.18) 0.24 (0.35)

I calculate the price of risk of the Fama-French (1993) three factors with Fama

and MacBeth (1973)’s two-pass regression approach. These data are retrieved

from Professor French’s website at Dartmouth. Test portfolios are obtained

from 25 portfolios formed on size and book-to-market equity and 17 industry

portfolios. Since there exist missing values in one of the 25 size/BM portfolio, it

is taken out of the portfolio set. The returns on the remaining 41 test portfolios

are named as Rit, i = 1,2, . . . ,N,N = 41.

First we find beta estimates from the time-series regressions,

Re
it =αi +βiR

e
mt + si SMBt +hi HML t +εit t= 1,2, . . . ,T,∀i.

where Re
it
= Rit −R f t and Re

mt = Rmt −R f t.

Then estimate the factor risk premiums λ from a cross-sectional regression,

ET (Re
i )=βiλ1 + siλ2 +hiλ3 +ai , i = 1,2, . . . ,N.

Since the pricing errors ai are likely to be correlated, we follow Cochrane

(2005)’s suggestion to run a GLS cross-sectional regression and the estima-

tions of the price of risk are

λ̂ = (βΣ−1β)−1βΣ−1ET (Re),and

σ2(λ̂) =
1

T

[

(βΣ−1
f β)−1

+Σ f

]

where β is an N-by-3 matrix with [βi si hi] in each row, λ= [λ1 λ2 λ3], f is a

T-by-3 matrix of the risk factors, Re
mt, SMB, HML.

The sample period is broken down like in Table 1. The parameter estimates

in each subperiod use only observations from that subperiod. Standard devia-

tions of λ estimates are reported in parentheses.

The insignificance of parameters in the subperiod from July 1996 to December

2007 probably results from sample selection and short sample period. The

most interesting finding is on λ2, the price of the risk factor SMB. During the

sample period from July 1980 to June 1996, the price of this factor is not only

insignificant but also much smaller in its value.
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Table 3: Regime Switching Model of the return difference be-

tween the 1st and 10th decile Size Portfolios

Regime Switching Model Unconditional Normal Dist

Parameter Standard Parameter Standard

Deviation Deviation

µ1 -0.002436 0.00189 µ 0.004590 0.001825

µ2 0.036465 0.01184

σ2
1 0.001263 0.00013 σ2 0.052284 0.000136

σ2
2 0.008167 0.00179

p 0.9579 0.01991

q 0.8090 0.11592

Log-Likelihood 1367.73901 1257.87773

Value

AIC -2723.47802 -2511.75546

BIC -2695.20758 -2502.33198
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Table 4: Size Premium of t+j Decile Size Portfolio

Small 2 3 4 5 6 7 8 9 Big

t+1 1.49 0.57 0.94 1.26 0.87 0.48 1.02 0.48 0.50 -0.19
( 0.56) ( 0.42) ( 0.34) ( 0.31) ( 0.26) ( 0.22) ( 0.18) ( 0.16) ( 0.12) ( 0.11)

t+2 1.02 1.70 1.63 1.50 1.16 0.53 0.36 0.84 0.36 -0.14
( 0.52) ( 0.40) ( 0.33) ( 0.29) ( 0.25) ( 0.21) ( 0.18) ( 0.15) ( 0.13) ( 0.11)

t+3 -0.67 1.33 1.51 0.77 1.46 0.47 0.34 0.52 0.17 0.03
( 0.48) ( 0.39) ( 0.32) ( 0.29) ( 0.25) ( 0.22) ( 0.18) ( 0.15) ( 0.13) ( 0.12)

t+4 -1.60 1.96 0.79 1.69 0.82 -0.04 0.59 0.37 0.40 0.10
( 0.45) ( 0.37) ( 0.32) ( 0.29) ( 0.25) ( 0.22) ( 0.18) ( 0.16) ( 0.12) ( 0.12)

t+5 -0.83 1.42 1.26 0.58 -0.44 0.73 0.88 0.53 0.27 0.10
( 0.44) ( 0.37) ( 0.31) ( 0.27) ( 0.24) ( 0.20) ( 0.19) ( 0.15) ( 0.12) ( 0.12)

t+6 -0.18 0.43 0.91 0.38 0.29 0.90 0.49 0.77 0.18 0.14
( 0.44) ( 0.36) ( 0.30) ( 0.27) ( 0.23) ( 0.21) ( 0.19) ( 0.14) ( 0.13) ( 0.12)

t+7 -1.57 0.51 0.43 0.27 0.66 0.89 -0.78 0.12 0.50 0.29
( 0.43) ( 0.35) ( 0.30) ( 0.26) ( 0.24) ( 0.21) ( 0.17) ( 0.15) ( 0.14) ( 0.12)

t+8 -1.31 -0.54 0.86 0.99 0.19 0.12 0.34 0.27 0.64 0.11
( 0.42) ( 0.33) ( 0.30) ( 0.25) ( 0.23) ( 0.20) ( 0.18) ( 0.14) ( 0.13) ( 0.13)

t+9 -1.38 -0.46 0.43 -0.02 0.98 0.01 1.27 -0.42 0.47 0.16
( 0.39) ( 0.32) ( 0.30) ( 0.26) ( 0.24) ( 0.21) ( 0.20) ( 0.17) ( 0.14) ( 0.13)

t+10 -1.61 -0.72 -0.65 1.22 -0.08 0.33 -1.02 -0.26 0.76 0.20
( 0.38) ( 0.31) ( 0.30) ( 0.25) ( 0.23) ( 0.21) ( 0.20) ( 0.19) ( 0.13) ( 0.14)

t+11 -1.30 -0.62 -0.76 0.05 0.12 0.18 -0.36 0.56 -0.12 0.31
( 0.39) ( 0.31) ( 0.28) ( 0.26) ( 0.24) ( 0.20) ( 0.21) ( 0.17) ( 0.13) ( 0.14)

t+12 -1.62 -1.60 -0.83 1.11 0.12 0.37 0.14 -0.21 -0.17 0.33
( 0.39) ( 0.30) ( 0.30) ( 0.26) ( 0.23) ( 0.21) ( 0.20) ( 0.16) ( 0.14) ( 0.14)

t+13 -1.40 -2.30 -0.20 0.72 0.36 -0.04 -0.62 -0.51 -0.26 0.35
( 0.38) ( 0.31) ( 0.30) ( 0.26) ( 0.25) ( 0.21) ( 0.19) ( 0.18) ( 0.15) ( 0.14)

t+14 -2.64 -1.08 -1.22 0.90 -0.45 -1.08 -0.91 -0.84 -0.26 0.42
( 0.38) ( 0.31) ( 0.31) ( 0.27) ( 0.25) ( 0.22) ( 0.21) ( 0.19) ( 0.15) ( 0.15)

t+15 -3.14 -0.86 -1.50 -0.01 -1.02 -1.29 -0.83 -0.81 -1.21 0.68
( 0.39) ( 0.31) ( 0.30) ( 0.26) ( 0.24) ( 0.24) ( 0.23) ( 0.20) ( 0.16) ( 0.15)

Standard deviations of mean returns (or return differential in the last column) are in the paren-

theses.

CAPM betas used in this table are estimated with full sample period (July 1926 to December

2008) instead of the trimmed sample period (July 1940 to December 2008) for the t+ j portfolios.

The size premium of the t+1 portfolios here and the size premium of the Panel A of Table 1

should be the same if given the same length of sample.

42



Table 5: Average Returns on t+j Decile Size Portfolio and Decile 1- Decile 10

Return Difference

Small 2 3 4 5 6 7 8 9 Big 1-10

t+1 16.17 14.85 14.78 14.61 14.02 13.29 13.58 12.76 12.27 10.68 5.49
( 0.81) ( 0.74) ( 0.69) ( 0.67) ( 0.63) ( 0.60) ( 0.59) ( 0.57) ( 0.53) ( 0.49) ( 0.63)

t+2 15.71 15.98 15.47 14.84 14.30 13.33 12.92 13.13 12.13 10.73 4.97
( 0.80) ( 0.74) ( 0.69) ( 0.67) ( 0.63) ( 0.60) ( 0.60) ( 0.57) ( 0.54) ( 0.48) ( 0.60)

t+3 14.01 15.61 15.35 14.12 14.61 13.27 12.89 12.81 11.94 10.90 3.12
( 0.79) ( 0.75) ( 0.69) ( 0.66) ( 0.63) ( 0.62) ( 0.59) ( 0.57) ( 0.53) ( 0.48) ( 0.58)

t+4 13.08 16.23 14.64 15.03 13.97 12.77 13.14 12.66 12.17 10.97 2.12
( 0.78) ( 0.73) ( 0.69) ( 0.66) ( 0.65) ( 0.61) ( 0.59) ( 0.55) ( 0.53) ( 0.48) ( 0.56)

t+5 13.85 15.69 15.10 13.93 12.71 13.53 13.43 12.81 12.04 10.97 2.88
( 0.78) ( 0.73) ( 0.70) ( 0.66) ( 0.64) ( 0.60) ( 0.58) ( 0.56) ( 0.53) ( 0.47) ( 0.55)

t+6 14.50 14.71 14.76 13.72 13.44 13.71 13.04 13.06 11.95 11.01 3.49
( 0.78) ( 0.74) ( 0.69) ( 0.65) ( 0.62) ( 0.60) ( 0.59) ( 0.56) ( 0.53) ( 0.47) ( 0.55)

t+7 13.12 14.79 14.27 13.61 13.80 13.70 11.77 12.41 12.27 11.15 1.96
( 0.79) ( 0.73) ( 0.68) ( 0.63) ( 0.63) ( 0.60) ( 0.59) ( 0.56) ( 0.53) ( 0.47) ( 0.56)

t+8 13.38 13.73 14.70 14.34 13.34 12.92 12.89 12.55 12.41 10.98 2.40
( 0.78) ( 0.72) ( 0.68) ( 0.64) ( 0.63) ( 0.61) ( 0.58) ( 0.55) ( 0.52) ( 0.47) ( 0.55)

t+9 13.30 13.82 14.27 13.33 14.13 12.82 13.82 11.86 12.24 11.03 2.27
( 0.76) ( 0.70) ( 0.69) ( 0.64) ( 0.63) ( 0.60) ( 0.59) ( 0.55) ( 0.53) ( 0.46) ( 0.51)

t+10 13.08 13.56 13.20 14.57 13.07 13.13 11.54 12.03 12.53 11.07 2.00
( 0.75) ( 0.69) ( 0.69) ( 0.64) ( 0.63) ( 0.59) ( 0.59) ( 0.55) ( 0.53) ( 0.46) ( 0.50)

t+11 13.38 13.65 13.09 13.40 13.27 12.99 12.19 12.85 11.65 11.18 2.20
( 0.74) ( 0.70) ( 0.68) ( 0.63) ( 0.63) ( 0.58) ( 0.58) ( 0.54) ( 0.53) ( 0.46) ( 0.49)

t+12 13.06 12.68 13.02 14.46 13.27 13.18 12.69 12.08 11.60 11.20 1.87
( 0.74) ( 0.68) ( 0.69) ( 0.63) ( 0.63) ( 0.59) ( 0.56) ( 0.55) ( 0.53) ( 0.46) ( 0.50)

t+13 13.28 11.97 13.65 14.07 13.51 12.77 11.93 11.78 11.51 11.21 2.07
( 0.74) ( 0.68) ( 0.69) ( 0.62) ( 0.61) ( 0.59) ( 0.58) ( 0.54) ( 0.53) ( 0.46) ( 0.49)

t+14 12.04 13.19 12.62 14.25 12.70 11.72 11.65 11.45 11.51 11.28 0.76
( 0.73) ( 0.67) ( 0.67) ( 0.62) ( 0.62) ( 0.59) ( 0.59) ( 0.55) ( 0.52) ( 0.46) ( 0.48)

t+15 11.54 13.42 12.34 13.34 12.12 11.52 11.72 11.48 10.56 11.55 -0.01
( 0.74) ( 0.66) ( 0.66) ( 0.63) ( 0.60) ( 0.59) ( 0.58) ( 0.53) ( 0.52) ( 0.46) ( 0.50)

Standard deviations of mean returns (or return differential in the last column) are in the parentheses.
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Table 6: Robustness Check: Size Pre-

mium of Different Size Portfolios in

Reference to CAPM Projected Return

Small Big S-30% M-40% B-30%

t+1 0.96 0.02 0.91 0.91 -0.05
(0.32) (0.05) (0.40) (0.21) (0.06)

t+2 1.51 0.05 1.60 0.77 0.02
(0.31) (0.05) (0.38) (0.20) (0.07)

t+3 1.09 0.11 0.94 0.70 0.08
(0.30) (0.06) (0.36) (0.19) (0.08)

t+4 0.99 0.14 0.72 0.65 0.13
(0.28) (0.07) (0.35) (0.18) (0.08)

t+5 0.44 0.20 0.95 0.46 0.15
(0.26) (0.07) (0.34) (0.17) (0.08)

t+6 0.30 0.23 0.49 0.52 0.21
(0.25) (0.07) (0.32) (0.17) (0.09)

t+7 0.03 0.24 -0.10 0.07 0.28
(0.24) (0.07) (0.30) (0.17) (0.09)

t+8 0.17 0.20 -0.25 0.37 0.19
(0.23) (0.08) (0.30) (0.16) (0.09)

t+9 0.10 0.21 -0.31 0.52 0.15
(0.23) (0.09) (0.29) (0.16) (0.10)

t+10 -0.22 0.17 -1.05 -0.14 0.26
(0.22) (0.09) (0.27) (0.16) (0.10)

t+11 -0.35 0.22 -1.04 -0.30 0.24
(0.21) (0.09) (0.26) (0.16) (0.10)

t+12 -0.28 0.21 -1.30 0.23 0.18
(0.21) (0.10) (0.27) (0.16) (0.11)

t+13 -0.28 0.13 -1.16 -0.02 0.16
(0.21) (0.10) (0.26) (0.16) (0.11)

t+14 -0.50 0.07 -1.52 -0.55 0.21
(0.21) (0.11) (0.26) (0.16) (0.12)

t+15 -0.97 0.10 -1.68 -0.87 0.22
(0.20) (0.12) (0.26) (0.17) (0.12)

Standard deviations of mean returns (or return

differential in the last column) are in the paren-

theses.
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Table 7: Average Size Premium of Portfolio 1 under Different Economic

Environments

Total Expansion Contraction Bull Mkt Bear Mkt High CS Low CS

t+1 1.49 2.07 -1.78 0.65 4.57 5.45 -0.45
(0.56) (0.61) (1.42) (0.57) (1.57) (1.15) (0.62)

t+2 1.02 1.36 -0.86 0.15 4.24 4.57 -0.71
(0.52) (0.56) (1.35) (0.53) (1.47) (1.01) (0.60)

t+3 -0.67 -0.70 -0.47 -1.08 0.84 2.17 -2.06
(0.48) (0.52) (1.30) (0.50) (1.32) (0.90) (0.57)

t+4 -1.60 -1.51 -2.09 -2.13 0.35 2.62 -3.67
(0.45) (0.48) (1.30) (0.47) (1.23) (0.83) (0.54)

t+5 -0.83 -0.82 -0.87 -1.33 1.02 3.34 -2.87
(0.44) (0.48) (1.19) (0.45) (1.24) (0.79) (0.53)

t+6 -0.18 -0.23 0.06 -0.72 1.80 3.18 -1.83
(0.44) (0.47) (1.17) (0.45) (1.21) (0.75) (0.54)

t+7 -1.57 -1.67 -0.97 -1.26 -2.70 2.56 -3.59
(0.43) (0.46) (1.16) (0.43) (1.24) (0.72) (0.53)

t+8 -1.31 -1.27 -1.51 -1.30 -1.32 1.60 -2.73
(0.42) (0.44) (1.28) (0.43) (1.14) (0.72) (0.51)

t+9 -1.38 -1.25 -2.12 -1.93 0.64 3.54 -3.79
(0.39) (0.42) (1.13) (0.42) (1.01) (0.68) (0.48)

t+10 -1.61 -1.47 -2.36 -2.99 3.48 2.38 -3.56
(0.38) (0.40) (1.13) (0.40) (1.03) (0.65) (0.47)

t+11 -1.30 -1.21 -1.83 -2.64 3.61 1.22 -2.54
(0.39) (0.41) (1.17) (0.40) (1.03) (0.65) (0.48)

t+12 -1.62 -1.80 -0.61 -2.60 1.97 1.23 -3.01
(0.39) (0.41) (1.13) (0.41) (1.06) (0.69) (0.47)

t+13 -1.40 -1.22 -2.42 -2.20 1.55 0.35 -2.25
(0.38) (0.40) (1.16) (0.40) (1.03) (0.68) (0.47)

t+14 -2.64 -2.33 -4.37 -3.39 0.11 0.33 -4.09
(0.38) (0.40) (1.12) (0.39) (1.04) (0.67) (0.46)

t+15 -3.14 -3.20 -2.82 -4.41 1.53 1.30 -5.32
(0.39) (0.42) (1.12) (0.39) (1.12) (0.74) (0.45)

Number of
822 698 124 646 176 270 552Observations

The standard deviation of the average size premium is in the parenthesis.

The first column shows the average size premium of the first decile size portfolio, which is the

same as the first column of Table 4.

The number of observations in each state is in the last row of the table. The second and third

columns are the expansion and contraction states; the fourth and fifth columns are the bull and

bear market states; and the last two columns are the high and low credit spread states.

The size premiums are shown in boldface fonts if the difference is significant at the 10 percent

level using a one-sided t test.
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Table 8: Average Size Premium of Portfolio 10 under Different Economic

Environments

Total Expansion Contraction Bull Mkt Bear Mkt High CS Low CS

t+1 -0.19 -0.17 -0.27 -0.29 0.21 -1.10 0.26
(0.11) (0.12) (0.29) (0.11) (0.32) (0.20) (0.13)

t+2 -0.14 -0.14 -0.12 -0.39 0.80 -1.10 0.34
(0.11) (0.12) (0.29) (0.11) (0.34) (0.20) (0.13)

t+3 0.03 0.03 0.05 -0.34 1.38 -0.87 0.47
(0.12) (0.12) (0.30) (0.11) (0.35) (0.20) (0.14)

t+4 0.10 0.04 0.43 -0.33 1.66 -0.63 0.45
(0.12) (0.13) (0.31) (0.11) (0.35) (0.21) (0.14)

t+5 0.10 -0.03 0.85 -0.42 2.02 -0.73 0.51
(0.12) (0.13) (0.32) (0.11) (0.36) (0.21) (0.14)

t+6 0.14 0.00 0.95 -0.43 2.22 -0.59 0.50
(0.12) (0.13) (0.33) (0.11) (0.38) (0.21) (0.15)

t+7 0.29 0.11 1.29 -0.37 2.68 -0.29 0.57
(0.12) (0.13) (0.34) (0.12) (0.39) (0.22) (0.15)

t+8 0.11 -0.08 1.17 -0.49 2.30 -0.55 0.43
(0.13) (0.14) (0.33) (0.12) (0.42) (0.22) (0.16)

t+9 0.16 0.01 1.03 -0.52 2.67 -0.60 0.54
(0.13) (0.14) (0.32) (0.12) (0.44) (0.21) (0.17)

t+10 0.20 0.03 1.16 -0.45 2.60 -0.51 0.55
(0.14) (0.15) (0.34) (0.12) (0.46) (0.22) (0.17)

t+11 0.31 0.12 1.37 -0.45 3.10 -0.38 0.65
(0.14) (0.16) (0.36) (0.12) (0.49) (0.22) (0.18)

t+12 0.33 0.20 1.08 -0.43 3.11 -0.37 0.67
(0.14) (0.16) (0.37) (0.13) (0.49) (0.23) (0.18)

t+13 0.35 0.18 1.27 -0.42 3.15 -0.25 0.64
(0.14) (0.16) (0.39) (0.13) (0.48) (0.24) (0.18)

t+14 0.42 0.21 1.55 -0.28 2.96 -0.14 0.68
(0.15) (0.16) (0.38) (0.13) (0.51) (0.24) (0.19)

t+15 0.68 0.49 1.76 -0.13 3.67 -0.03 1.03
(0.15) (0.16) (0.39) (0.13) (0.53) (0.24) (0.19)

Number of
822 698 124 646 176 270 552Observations

The standard deviation of the average size premium is in the parenthesis.

The first column shows the average size premium of the 10th decile size portfolio, which is the

same as the last column of Table 4.

Column 2 to column 7 use the same dummy variables to separate different states as the corre-

sponding columns in Table 7.

The size premiums are shown in boldface fonts if the difference is significant at the 10 percent

level using a one-sided t test.
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Yes, 100% of economists were dead wrong 
about yields 
By Ben Eisen
Published: Oct 22, 2014 8:01 a.m. ET

Back in April every economist in a survey thought yields would rise. Guess what they did next

Getty Images
As it turns out, economists are not soothsayers.

NEW YORK (MarketWatch) — Just about six months ago, a headline flashed across the top of MarketWatch’s home 
page. It read: “100% of economists think yields will rise within six months.”

The April 22 report was based on a Bloomberg survey of 67 economists, all of whom expected the 10-year Treasury note 
10_YEAR, +0.34%   yield — which closed at 2.73% that day — to rise over the following half year.

“How quickly we would get to 4[%] was the discussion at the beginning of the year,” said Mohamed El-Erian, chief 
economic adviser at Allianz SE, on CNBC Tuesday morning.

The market, however, has a funny way of leaning one way, just as the herd is heading in the other direction. 

On Tuesday, the 10-year note traded at a yield of 2.21%, almost four-tenths of a percentage point lower than in April. Let’s 
not forget that the yield unexpectedly dipped below 2%, just last week.

That underscores the difficulty of calling the direction of interest rates. It also makes all 67 economists wrong, as this chart 
of the benchmark yield shows:

Page 1 of 3Yes, 100% of economists were dead wrong about yields - MarketWatch
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Treasury yields tend to rise, and prices drop, as the U.S. 
economy grows and investors begin to expect the Federal 
Reserve to normalize monetary policy more quickly. 

“There’s an inherent bias out there that you can only get 
validation that the economy is improving if rates go up,” said 
George Goncalves, head of interest-rate strategy at Nomura 
Securities. He was among the strategists saying in the spring
that yields would keeping falling.

But the relationship between yields and the economy isn’t 
always linear. Despite steady improvement in the economic 
numbers, yields have continued to fall. That’s in part because of 

sluggish growth abroad, which has helped push back market views of when the central bank will begin hiking rates. 

Goncalves added that falling yields have actually been a boon to the economy this year, keeping financial conditions loose 
and supporting the housing market. That creates a somewhat paradoxical situation where economic growth and yields are 
moving in the opposite direction.

The survey of economists’ yield projections is generally skewed toward rising rates — only a few times since early 2009 
have a majority of respondents to the Bloomberg survey thought rates would fall. But the unanimity of the rising rate 
forecasts in the spring was a stark reminder of how one-sided market views can become. It also teaches us that 
economists can be universally wrong.

Then again, the majority of MarketWatch readers weren’t exactly expecting rates to fall either, judging by an informal 
survey taken at the time:

Looking forward, can you guess in which direction the most 
recent Bloomberg survey of economists shows yields are 
headed? Yep, the answer is up.
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Do you think the 10-year yield will rise or fall in the next six months?

Rise Fall OR

Copyright ©2014 MarketWatch, Inc. All rights reserved.

By using this site you agree to the Terms of Service, Privacy Policy, and Cookie Policy. 

Intraday Data provided by SIX Financial Information and subject to terms of use. Historical and current end-of-day data provided by SIX 
Financial Information. Intraday data delayed per exchange requirements. S&P/Dow Jones Indices (SM) from Dow Jones & Company, Inc. 
All quotes are in local exchange time. Real time last sale data provided by NASDAQ. More information on NASDAQ traded symbols and 
their current financial status. Intraday data delayed 15 minutes for Nasdaq, and 20 minutes for other exchanges. S&P/Dow Jones Indices 
(SM) from Dow Jones & Company, Inc. SEHK intraday data is provided by SIX Financial Information and is at least 60-minutes delayed. All 
quotes are in local exchange time. 
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T H E  E Q U I T Y  P R E M I U M  
A Puzzle* 

Rajn ish  M E H R A  

Columbia University, New York, N Y  10027, USA 

Edward  C. P R E S C O T T  

Federal Reserve Bank of Minneapolis 

University of Minnesota, Minneapolis, MN 5545.5, USA. 

Restrictions that a class of general equilibrium models place upon the average returns of equity 
and Treasury bills are found to be strongly violated by the U.S. data in the 1889-1978 period. This 
result is robust to model specification and measurement problems. We conclude that, most likely, 
an equilibrium model which is not an Arrow-Debreu economy will be the one that Simultaneously 
rationalizes both historically observed large average equity return and the small average risk-free 
return. 

1. Introduction 

His to r i ca l ly  the  average re turn  on  equi ty  has far  exceeded the average re turn  
on  sho r t - t e rm  vi r tua l ly  defaul t - f ree  debt .  Over  the n ine ty-year  pe r iod  1889-1978 
the average  rea l  annua l  yield on  the S t anda rd  and  Poor  500 Index  was seven 
percen t ,  whi le  the  average yield on  shor t - te rm deb t  was less than  one percent .  
T h e  ques t ion  addressed  in this pape r  is whether  this large differential  in  
average  yie lds  can  be  accounted  for  by  models  that  abs t rac t  f rom t ransac t ions  
costs,  l iqu id i ty  const ra ints  and  other  fr ict ions absent  in  the A r ~ o w - D e b r e u  
set-up.  O u r  f inding is that  i t  canno t  be, a t  least  no t  for  the class of  economies  
cons idered .  O u r  conclus ion is tha t  most  l ikely some equi l ibr ium mode l  wi th  a 

*This research was initiated at the University of Chicago where Mehra was a visiting scholar at 
the Graduate School of Business and Prescott a Ford foundation visiting professor at the 
Department of Economics. Earlier versions of this paper, entitled 'A Test of the Intertemporal 
Asset Pricing ModeF, were presented at the University of Minnesota, University of Lausanne, 
Harvard University, NBER Conference on Intertemporal Puzzles in Macroeconomics, and the 
American Finance Meetings. We wish to thank the workshop participants, George Coustantinides, 
Eugene Fama, Merton Miller, and particularly an anonymous referee, Fischer Black, Stephen 
LeRoy and Charles Plosser for helpful discussions and constructive criticisms. We gratefully 
acknowledge financial support from the Faculty Research Fund of the Graduate School of 
Business, Columbia University, the National Sdence Foundation and the Federal Reserve Bank of 
Minneapolis. 

0304-3923/85/$3.30©1985, Elsevier Science Publishers B.V. (North-Holland) 
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friction will be the one that successfully accounts for the large average equity 
premium. 

We study a class of competitive pure exchange economies for which the 
equilibrium growth rate process on consumption and equilibrium asset returns 
are stationary. Attention is restricted to economies for which the elasticity of 
substitution for the composite consumption good between the year t and year 
t + 1 is consistent with findings in micro, macro and international economics. 
In addition, the economies are constructed to display equilibrium consumption 
growth rates with the same mean, variance and serial correlation as those 
observed for the U.S. economy in the 1889-1978 period. We find that for such 
economies, the average real annual yield on equity is a maximum of four-tenths 
of a percent higher than that on short-term debt, in sharp contrast to the six 
percent premium observed. Our results are robust to non-stationarities in the 
means and variances of the economies' growth processes. 

The simple class of economies studied, we think, is well suited for the 
question posed. It clearly is poorly suited for other issues, in particular issues 
such as the volatility of asset prices. 1 We emphasize that our analysis is not an 
estimation exercise, which is designed to obtain better estimates of key 
economic parameters. Rather it is a quantitative theoretical exercise designed 
to address a very particular question. 2 

Intuitively, the reason why the low average real return and high average 
return on equity cannot simultaneously be rationalized in a perfect market 
framework is as follows: With real per capita consumption growing at nearly 
two percent per year on average, the elasticities of substitution between the 
year t and year t + 1 consumption good that are sufficiently small to yield the 
six percent average equity premium also yield real rates of return far in excess 
of those observed. In the case of a growing economy, agents with high risk 
aversion effectively discount the future to a greater extent than agents with low 
risk aversion (relative to a non-growing economy). Due to growth, future 
consumption will probably exceed present consumption and since the marginal 
utility of future consumption is less than that of present consumption, real 
interest rates will be higher on average. 

This paper is organized as follows: Section 2 summarizes the U.S. historical 
experience for the ninety-year period 1889-1978. Section 3 specifies the set of 
economies studied. The/r behavior with respect to average equity and short-term 
debt yields, as well as a summary of the sensitivity of our results to the 
specifications of the economy, are reported in section 4. Section 5 concludes 
the paper. 

1 There are other interesting features of time series and procedures for testing them. The variance 
bound tests of LeRoy and Porter (1981) and Shiller (1980) are particularly innovative and 
constructive. They did indicate that consumption risk was important [see Grossman and Shiller 
(1981) and LeRoy and LaCavita (1981)]. 

2See Lucas (1980) for an articulation of this methodology. 
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Table I 

147 

growth rate of ~ real return on a 
per capita r e a l  relatively risldess • real return on 
consumption security % risk premium S&P 500 

Time Standard Standard Standard Standard 
periods Mean deviation Mean deviation Mean deviation Mean deviation 

1.83 3.57 0.80 5.67 6.18 16.67 6.98 16.54 
1889-1978 (Std error (Std error (Std error (Std error 

0.38) ffi 0.60) = 1.76) = 1.74) 

1889-1898 2.30 4.90 5.80 3.23 1.78 11.57 7.58 10.02 

1899-1908 2.55 5.31 2.62 2.59 5.08 16.86 7.71 17.21 

1909-1918 0.44 3.07 - 1.63 9.02 1.49 9.18 - 0.14 12.81 

1919-1928 3.00 3.97 4.30 6.61 14.64 15.94 18.94 16.18 

1929-1938 - 0.25 5.28 2.39 6.50 0.18 31.63 2.56 27.90 

1939-1948 2.19 2.52 - 5.82 4.05 8.89 14.23 3.07 14.67 

1949-1958 1.48 1.00 -0.81 1.89 18.30 13.20 17.49 13.08 

1959-1968 2.37 1.00 1.07 0.64 4.50 10.17 5.58 10.59 

1969-1978 2.41 1.40 -0.72 2.06 0.75 11.64 0.03 13.11 

2. Data 

The  da ta  used in  this study consists of five basic series for the period 
1889-1978.  3 The  first four are identical to  those used by Grossman  and  Shiller 
(1981) in  their study. The series are individual ly described below: 

(i) Series P: A n n u a l  average Standard and Poor's Composi te  Stock Price 
Index  divided by the Consumpt ion  Deflator, a plot of which appears in  
G r o s s m a n  and  Shiller (1981, p. 225, fig. 1). 

(ii) Series D: Real annua l  dividends for the Standard and Poor's series. 
(iii) Series C: K u z n e t s - K e n d r i k - U S N I A  per capita real consumpt ion  on 

non-durab les  and services. 
(iv) Series PC: Consumpt ion  deflator series, obta ined by dividing real con- 

sumpt ion  in  1972 dollars on non-durables  and services by the nomina l  
c o n s u m p t i o n  on  non-durables  and services. 

(v) Series RF:  Nomina l  yield on relatively riskless short- term securities over 
the 1889-1978 period; the securities used were n ine ty-day  government  
Treasury  Bills in  the 1931-1978 period, Treasury Certificates for the 

3We thank Sanford Grossman and Robert Shiller for providing us with the data they used in 
their study (1981). 
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Fig. 1. Real annual return on S&P 500, 1889-1978 (percent). 

1920-1930 period and sixty-day to ninety-day Prime Commercial Paper 
prior to 1920. 4 

These series were used to generate the series actually utilized in this paper. 
Summary statistics are provided in table 1. 

Series P and D above were used to determine the average annual real return 
on the Standard and Poor's 500 Composite Index over the ninety-year period 
of study. The annual return for year t was computed as (Pt+x + Dt - P t ) / P t  • 

The returns are plotted in fig. 1. Series C was used to determine the process on 
the growth rate of consumption over the same period. Model parameters were 
restricted to be consistent with this process. A plot of the percentage growth of 
real consumption appears in fig. 2. To determine the real return on a relatively 
riskless security we used the series RF  and P C .  For year t this is calculated to 
be R F  t - ( P C , + 1  - P C t ) / P C , .  

This series is plotted in fig. 3. Finally, the Risk Premium (R.P) is calculated 
as the difference between the Real Return on Standard and Poor's 500 and the 
Real Return on a Riskless security as defined above. 

4The data was obtained from Homer (1963) and Ibbotson and Singuefield (1979). 
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Fig. 2. Growth rate of real per capita consumption, 1889-1978 (percent). 
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Fig. 3. Real annual return on a relatively riskless security, 1889-1978 (percent). 



150 R. Mehra and E.C. Prescott, The equity premium 

3. The economy, asset prices and returns 

In this paper, we employ a variation of Lucas' (1978) pure exchange model. 
Since per capita consumption has grown over time, we assume that the growth 
rate of the endowment follows a Markov process. This is in contrast to the 
assumption in Lucas' model that the endowment leoel follows a Markov 
process. Our assumption, which requires an extension of competitive equi- 
librium theory, enables us to capture the non-stationarity in the consumption 
series associated with the large increase in per capita consumption that 
occurred in the 1889-1978 period. 

The economy we consider was judiciously selected so that the joint process 
governing the growth rates in aggregate per capita consumption and asset 
prices would be stationary and easily determined. The economy has a single 
representative 'stand-in' household. This unit orders its preferences over ran- 
dom consumption paths by 

,/ F.o , O) 

where c, is per capita consumption, /~ is the subjective time discount factor, 
E0{. } is the expectation operator conditional upon information available at 
time zero (which denotes the present time) and U: R+--* R is the increasing 
concave utility function. To insure that the equilibrium return process is 
stationary, the utility function is further restricted to be of the constant relative 
risk aversion class, 

c 1-a - 1 
U(c,a)= 1 - a  ' O<a<oo. (2) 

The parameter a measures the curvature of the utility function. When e( is 
equal to one, the utility function is defined to be the logarithmic function, 
which is the limit of the above function as a approaches one. 

We assume that there is one productive unit producing the perishable 
consumption good and there is one equity share that is competitively traded. 
Since only one productive unit is considered, the return on this share of equity 
is also the return on the market. The firm's output is constrained to be less 
than or equal to Yr It is the firm's dividend payment in the period t as well. 

The growth rate in y, is subject to a Markov chain; that is, 

Y t + l  ~- Xt+lYt '  (3) 
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where xt+ 1 E ( h  1 . . . . .  hn} is the growth rate, and 

Pr{ xt+ 1 = hi; x, = hi} = ~/j. (4) 

It is also assumed that the Markov chain is ergodic. The h i are all positive and 
Yo > 0. The random variable Yt is observed at the beginning of the period, at 
which time dividend payments are made. All securities are traded ex-dividend. 
We also assume that the matrix A with elements aiy = [~dPijh~ r'a for i, j =  
1 . . . . .  n is stable; that is, lira A m as m ~ co is zero. In Mehra and Prescott 
(1984) it is shown that this is necessary and sufficient for expected utility to 
exist if the stand-in household consumes Yt every period. They also define and 
establish the existence of a Debreu (1954) competitive equilibrium with a price 
system having a dot product representation under this condition. 

Next we formulate expressions for the equilibrium time t price of the equity 
share and the risk-free bill. We follow the convention of pricing securities 
ex-dividend or ex-interest payments at time t, in terms of the time t consump- 
tion good. For any security with process { d, } on payments, its price in period 
t is 

P t =  E t {  ~ ,  fl'-tU'(y,)dJU'(Yt)}, 
s- - t+ l 

(5) 

as equilibrium consumption is the process (y~) and the equilibrium price 
system has a dot product representation. 

The dividend payment process for the equity share in this economy is { Ys }- 
Consequently, using the fact that U'(c)  = c -a, 

e, e = Pe(  x, ,  y,)  

oo y ,  } 
= E ~ a s - t  t x . ,- .-~,r,, t, Yt (6) 

s - - t + l  Ys 

Variables x t and Yt are sufficient relative to the entire history of shocks up 
to, and including, time t for predicting flae subsequent evolution of the 
economy. They thus constitute legitimate state variables for the model. Since 
Ys =Yt"  x t+t  . . . . .  x s, the price of the equity security is homogeneous of degree 
one in Yt, which is the current endowment of the consumption good. As the 
equilibrium values of the economies being studied are time invariant ftmetions 
of the state ( x  t, Yt), the subscript t can be dropped. This is accomplished by 
redefining the state to be the pair (c , i ) ,  i f  y t =  c and x t = h  ~. With this 
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convention, the price of the equity share from (6) satisfies 

/I 

- a  • C~j ] C a. pe(c, i ) f f l  E ¢kij(A, c) [p (hjc, j )+ (7) 
j - 1  

Using the result that pe(c,i) is homogeneous of degree one in c, we 
represent this function as 

pO(c , i )  = w,c, (8) 

where w i is a constant. Making this substitution in (7) and dividing by c yields 

wi= fl ~ epijhSl-a)(w j+ 1) for i =  1 . . . . .  n. (9) 
j - - 1  

This is a system of n linear equations in n unknowns. The assumption that 
guaranteed existence of equilibrium guarantees the existence of a unique 
positive solution to this system. 

The period return if the current state is (c, i) and next period state (h~c, j )  is 

r,~ = Pe(Xjc' j) + >~jc - p e ( c ,  i) 

pe(c,i) 

_ X j ( w j + l )  

w,. 
1, (10) 

using (8). 

The equity's expected period return if the current state is i is 

R = F., %,;;.. ( n )  
j - 1  

Capital letters are used to denote expected return. With the subscript i, it is the 
expected return conditional upon the current state being (c, i). Without this 
subscript it is the expected return with respect to the stationary distribution. 
The superscript indicates the type of security. 

The other security considered is the one-period real bill or riskless asset, 
which pays one unit of the consumption good next period with certainty. 
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From (6), 

p:=p'(c, i) 

= ,,jv,(x:)/u'(c) 
j - 1  

= f l  e P u X  ~ . 

j - -1  
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(12) 

The certain return on this riskless security is 

R[ = 1 / p : -  1, (13) 

when the current state is (c, i). 

As mentioned earlier, the statistics that are probably most robust to the 
modelling specification are the means over time. Let ~r ~ R n be the vector of 
stationary probabilities on i. This exists because the chain on i has been 
assumed to be ergodic. The vector ~r is the solution to the system of equations 

~r = ~ r r r ,  

with 

~ r i = l  and ~ r = { ~ j , } .  
i - - 1  

The expected returns on the equity and the risk-free security are, respectively, 

n 

Re= E ~riR: and Rf= ~ ~'iR[. (14) 
i - 1  i - 1  

Time sample averages will converge in probability to these values given the 
ergodicity of the Markov chain. The risk premium for equity is R e -  R r, a 
parameter that is used in the test. 

4. The results 

The parameters defining preferences are a and fl while the parameters 
defining technology are the elements of [~ij] and [hi]. Our approach is to 
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assume two states for the Markov chain and to restrict the process as follows: 

~x=1+~+6, h2=1+~-6, 

1#11 = 1#22 = 1#' 1#12 = 1#21 = (1 - 1#). 

The parameters g, 1#, and 6 now define the technology. We require 6 > 0 and 
0 < 1# < 1. This particular parameterization was selected because it permitted 
us to independently vary the average growth rate of output by changing g, the 
variability of consumption by altering 6, and the serial correlation of growth 
rates by adjusting 1#. 

The parameters were selected so that the average growth rate of per capita 
consumption, the standard deviation of the growth rate of per capita consump- 
tion and the first-order serial correlation of this growth rate, all with respect to 
the model's stationary distribution, matched the sample values for the U.S. 
economy between 1889-1978. The sample values for the U.S. economy were 
0.018, 0.036 and -0.14, respectively. The resulting parameter's values were 

= 0.018, $ = 0.036 and 1# = 0.43. Given these values, the nature of the test is 
to search for parameters a and fl for which the model's averaged risk-free rate 
and equity risk premium match those observed for the U.S. economy over this 
ninety-year period. 

The parameter a, which measures peoples' willingness to substitute con- 
sumption between successive yearly time periods is an important one in many 
fields of economics. Arrow (1971) summarizes a number of studies and 
concludes that relative risk aversion with respect to wealth is almost constant. 
He further argues on theoretical grounds that a should be approximately one. 
Friend and Blume (1975) present evidence based upon the portfolio holdings 
of individuals that a is larger, with their estimates being in the range of two. 
Kydland and Prescott (1982), in their study of aggregate fluctuations, found 
that they needed a value between one and two to mimic the observed relative 
variabilities of consumption and investment. Altug (1983), using a closely 
related model and formal econometric techniques, estimates the parameter to 
be near zero. Kehoe (1984), studying the response of small countries balance of 
trade to terms of trade shocks, obtained estimates near one, the value posited 
by Arrow. Hildreth and Knowles (1982) in their study of the behavior of 
farmers also obtain estimates between one and two. Tobin and Dolde (1971), 
studying life cycle savings behavior with borrowing constraints, use a value of 
1.5 to fit the observed life cycle savings patterns. 

Any of the above cited studies can be challenged on a number of grounds 
but together they constitute an a priori justification for restricting the value of 
ot to be a maximum of ten, as we do in this study. This is an important 
restriction, for with large ot virtually any pair of average equity and risk-free 
returns can be obtained by making small changes in the process on consump- 
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Fig. 4. Set of admissible average equity risk premia and real returns. 

tion. 5 With a less than ten, we found the results were essentially the same for 
very different consumption processes, provided that the mean and variances of 
growth rates equaled the historically observed values. An advantage of our 
approach is that we can easily test the sensitivity of our results to such 
distributional assumptions. 

The average real return on relatively riskless, short-term securities over the 
1889-1978 period was 0.80 percent. These securities do not correspond per- 
fectly with the real bill, but insofar as unanticipated inflation is negligible 
a n d / o r  uncorrelated with the growth rate x t+  1 conditional upon information 
at time t, the expected real return for the nominal bill will equal R[. Litterman 
(1980), using vector autoregressive analysis, found that the innovation in the 
inflation rate in the post-war period (quarterly data) has standard deviation of 
only one-half of one percent and that his innovation is nearly orthogonal to the 
subsequent path of the real GNP growth rate. Consequently, the average 
realized real return on a nominally denoted short-term bill should be close to 
that which would have prevailed for a real bill if such a security were traded. 
The average real return on the Standard and Poor's 500 Composite Stock 

Sin a private communication, Fischer Black using the Merton (1973) continuous time model 
with investment opportunities constructed an example with a curvature parameter (a) of 55. We 
thank him for the example. 
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Index over the ninety years considered was 6.98 percent per annum. This leads 
to an average equity premium of 6.18 percent (standard error 1.76 percent). 

Given the estimated process on consumption, fig. 4 depicts the set of values 
of the average risk-free rate and equity risk premium which are both consistent 
with the model and result in average real risk-free rates between zero and four 
percent. These are values that can be obtained by varying preference parame- 
ters a between zero and ten and fl between zero and one. The observed real 
return of 0.80 percent and equity premium of 6 percent is clearly inconsistent 
with the predictions of the model. The largest premium obtainable with the 
model is 0.35 percent, which is not close to the observed value. 

4.1. Robustness of results 

One set of possible problems are associated with errors in measuring the 
inflation rate. Such errors do not affect the computed risk premium as they 
bias both the real risk-free rate and the equity rate by the same amount. A 
potentially more serious problem is that these errors bias our estimates of the 
growth rate of consumption and the risk-free real rate. Therefore, only if the 
tests are insensitive to biases in measuring the inflation rate should the tests be 
taken seriously. A second measurement problem arises because of tax consider- 
ations. The theory is implicitly considering effective after-tax returns which 
vary over income classes. In the earlier part of the period, tax rates were low. 
In the latter period, the low real rate and sizable equity risk premium hold for 
after-tax returns for all income classes [see Fisher and Lofie (1978)]. 

We also examined whether aggregation affects the results for the case that 
the growth rates were independent between periods, which they approximately 
were, given that the estimated 4, was near one-half. Varying the underlying 
time period from one one-hundredths of a year to two years had a negligible 
effect upon the admissible region. (See the appendix for an exact specification 
of these experiments.) Consequently, the test appears robust to the use of 
annum data in estimating the process on consumption. 

In an attempt to reconcile the large discrepancy between theory and ob- 
servation, we tested the sensitivity of our results to model misspecification. We 
found that the conclusions are not at all sensitive to changes in the parameter 
#, which is the average growth rate of consumption, with decreases to 1.4 
percent or increases to 2.2 percent not reducing the discrepancy. The sensitivity 
to 6, the standard deviation of the consumption growth rate, is larger. The 
average equity premium was roughly proportional to 6 squared. As the 
persistence parameter 0 increased (qb = 0.5 corresponds to independence over 
time), the premium decreased. Reducing 0 (introducing stronger negative 
serial correlation in the consumption growth rate) had only small effects. We 
also modified the process on consumption by introducing additional states that 
permitted us to increase higher moments of the stationary distribution of the 
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growth rate without varying the first or second moments. The maximal equity 
premium increased by 0.04 to 0.39 only. These exercises lead us to the 
conclusion that the result of the test is not sensitive to the specification of the 
process generating consumption. 

That the results were not sensitive to increased persistence in the growth 
rate, that is to increases in ~, implies low frequency movements or non- 
stationarities in the growth rate do not increase the equity premium. Indeed, 
by assuming stationarity, w~ biased the test towards acceptance. 

4.2. Effects of firm leoerage 

The security priced in our model does not correspond to the common stocks 
traded in the U.S. economy. In our model there is only one type of capital, 
while in an actual economy there is virtually a continuum of capital types with 
widely varying risk characteristics. The stock of a typical firm traded in the 
stock market entitles its owner to the residual claim on output after all other 
claims including wages have been paid. The share of output accruing to 
stockholders is much more variable than that accruing to holders of other 
claims against the firm. Labor contracts, for instance, may incorporate an 
insurance feature, as labor claims on output are in part fixed, having been 
negotiated prior to the realization of output. Hence, a disproportionate part of 
the uncertainty in output is probably borne by equity owners. 

The firm in our model corresponds to one producing the entire output of the 
economy. Clearly, the riskiness of the stock of this firm is not the same as that 
of the Standard and Poor's 500 Composite Stock Price Index. In an attempt to 
match the two securities we price and calculate the risk premium of a security 
whose dividend next period is actual output less a fraction of expected output. 
Let 0 be the fraction of expected date t + 1 output committed at date t by the 
firm. Eq. (7) then becomes 

p e ( c , i ) = [ ~  dpij(~kjC p e j ) - t -C~kj - -O C a. (15) 
j - 1  

As before, it is conjectured and verified that pC(c, i) has the functional form 
wic. Substituting wic for pC(c, i) in (15) yields the set of linear equations 

[ ] Wi = ~ j ~ l  * i j ~ j a  ~kjl4~ -~- ~kj -- 0 k-1  ¢~ikXk , (16) 

for i = 1 . . . . .  n. This system was solved for the equilibrium w; and eqs. (10), 
(11), and (14) used to determine the average equity premium. 



158 R. Mehra and E.C. Prescott, The equity premium 

As the corporate profit share of output is about ten percent, we set 0 = 0.9. 
Thus, ninety percent of expected output is committed and all the risk is borne 
by equity owners who receive ten percent of output on average. This increased 
the equity risk premium by less than one-tenth percent. This is the case 
because financial arrangements have no effect upon resource allocation and, 
therefore, the underlying Arrow-Debreu prices. Large fixed payment commit- 
merits on the part of the firm do not reverse the test's outcome. 

4.3. Introducing production 

With our structure, the process on the endowment is exogenous and there is 
neither capital accumulation nor production. Modifying the technology to 
admit these opportunities cannot overturn our conclusion, because expanding 
the set of technologies in this way does not increase the set of joint equilibrium 
processes on consumption and asset prices [see Mehra (1984)]. As opposed to 
standard testing techniques, the failure of the model hinges not on the 
acceptance/rejection of a statistical hypothesis but on its inability to generate 
average returns even close to those observed. If we had been successful in 
finding an economy which passed our not very demanding test, as we expected, 
we planned to add capital accumulation and production to the model using a 
variant of Brook's (1979, 1982), Donaldson and Mehra's (1984) or Prescott 
and Mehra's (1980) general equilibrium stationary structures and to perform 
additional tests. 

5. Conclusion 

The equity premium puzzle may not be why was the average equity return so 
high but rather why was the average risk-free rate so low. This conclusion 
follows if one accepts the Friend and Blume (1975) finding that the curvature 
parameter a significantly exceeds one. For a = 2, the model's average risk-free 
rate is at least 3.7 percent per year, which is considerably larger than the 
sample average 0.80 given the standard deviation of the sample average is only 
0.60. On the other hand, if a is near zero and individuals nearly risk-neutral, 
then one would wonder why the average return of equity was so high. This is 
not the only example of some asset receiving a lower return than that implied 
by Arrow-Debreu general equilibrium theory. Currency, for example, is 
dominated by Treasury bills with positive nominal yields yet sizable amounts 
of currency are held. 

We doubt whether heterogeneity, per se, of the agents will alter the conclu- 
sion. Within the Debreu (1954) competitive framework, Constantinides (1982) 
has shown heterogeneous agent economies also impose the set of. restrictions 
tested here (as well as others). We doubt whether non-time-additivity separable 
preferences will resolve the puzzle, for that would require consumptions near in 
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time to be poorer substitutes than consumptions at widely separated dates. 
Perhaps introducing some features that make certain types of intertemporal 
trades among agents infeasible will resolve the puzzle. In the absence of such 
markets, there can be variability in individual consumptions, yet little variabili- 
ty in aggregate consumption. The fact that certain types of contracts may be 
non-enforceable is one reason for the non-existence of markets that would 
otherwise arise to share risk. Similarly, entering into contracts with as yet 
unborn generations is not feasible. 6 Such non-Arrow-Debreu competitive 
equilibrium models may rationalize the large equity risk premium that has 
characterized the behavior of the U.S. economy over the last ninety years. To 
test such theories it would probably be necessary to have consumption data by 
income or age groups. 

Appendix 

The procedure for determining the admissible region depicted in fig. 4 is. as 
follows. For  a given set of parameters #, 8 and ~, eqs. (10)-(14) define an 
algorithm for computing the values of R e, R r and R e - R f for any (a, fl) pair 
belonging to the set 

x =  ( ( a ,  fl):  0 < a < 10, 0 < fl < 1, and the 

existence condition of section 3 is satisfied}. 

Letting Rf=hl(ot, fl) and R e - R f f h 2 ( c t ,  fl), h: X-* R 2, the range of h is 
the region depicted in fig. 4. The function h was evaluated for all points of a 
fine grid in X to determine the admissible region. 

The experiments to determine the sensitivity of the results to the period 
length have model time periods n = 2, 1, 1/2,  1/4,  1/8,  1/16,  1 /64  and 1/128 
years. The values of the other parameters are # = 0.018/n, 8 = 0.036/x/n" and 

= 0.5. With these numbers the mean and standard deviation of annual 
growth rates are 0.018 and 0.036 respectively as in the sample iaeriod. This 
follows because ~ = 0.5 implies independence of growth rates over periods. 
The change in the admissible region were hundredths of percent  as n varied. 

The experiments to test the sensitivity of the results to # consider ~ ffi 0.014, 
0.016, 0.018, 0.020 and 0.022, ~ = 0.43 and 8 = 0.036. As for the period length, 
the growth fate's effects upon the admissible region are hundredths of percent. 

The experiments to determine the sensitivity of results to 6 set ~ = 0.43, ~ = 
0.018 and 8--0.21,  0.26, 0.31, 0.36, 0.41, 0.46 and 0.51. The equity premium 
varied approximately with the square of 8 in this range. 

6See Wallace (1980) for an exposition on the use of the overlapping generations model and the 
importance of legal constraints in explaining rate of return anomalies. 
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Similarly,  to test the sensitivity of  the results to variat ions in the pa ramete r  
~, we held ~ fixed at  0.036 and /z  at 0.018 and varied ~ between 0.005 and 0.95 
in s teps of  0.05. As ~ increased the average equity p remium declined. 

T h e  test  for  the sensitivity of  results to higher movements  uses an economy 
with  a four-s ta te  Markov  chain with transit ion probabi l i ty  matr ix  

~ / 2  ~ / 2  1 - ~ / 2  1 - ~ / 2 ]  

~ / 2  ~ / 2  1 - ~ / 2  1 - ~ / 2  / 
1 - ~ / 2  1 - ~ / 2  ~ / 2  ~ / 2  | "  

1 - ~ / 2  1 - ~ / 2  ~ / 2  ~ / 2  J 

T h e  values of  the ?~ are h 1 = 1 +/~, h2 = 1 +/~ + 8, ~3 = 1 + #, and X4 = 1 +/~ 
- 8. Values of/~,  8 and ~ are 0.018, 0.051 and 0.36, respectively. This results 
in the mean ,  s tandard  deviation and first-order serial correlations of  consump-  
t ion growth  rates for the artificial economy equaling their historical values. 
Wi th  this M a r k o v  chain, the probabi l i ty  of  above average changes is smaller  
and  magn i tude  of changes larger. This has the effect of  increasing momen t s  
higher  than  the second without  altering the first or  second moments .  This 
increases the m a x i m u m  average equity p remium f rom 0.35 percent  to 0.39 
percent .  
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am honored indeed to be Keynote
Speaker at the Fifth Anniversary of the
German Finance Association. Five years,
of course, is not very old as professional

The characteristic Business School approach
tends to be what we would call in our jargon “micro
normative.” That is, a decision-maker, be it an
individual investor or a corporate manager, is seen
as maximizing some objective function, be it utility,
expected return or shareholder value, taking the
prices of securities in the market as given. In a
Business School, after all, that’s what you’re sup-
posed to be doing: teaching your charges how to
make better decisions. To someone trained in the
classical traditions of economics, however, the fa-
mous dictum of the great Alfred Marshall stands out:
“It is not the business of the economist to tell the
brewer how to make beer.” The characteristic Eco-
nomics Department approach thus is not micro, but
macro normative. Their models assume a world of
micro optimizers, and deduce from that how the
market prices, which the micro optimizers take as
given, actually evolve.

Note that I am differentiating the stream of re-
search in finance along macro versus micro lines and
not along the more familiar normative versus posi-
tive line. Both streams of research in finance are
thoroughly positivist in outlook in that they try to be,
or at least claim to be, concerned with testable hy-
potheses. The normal article in finance journals over
the last 40 years has two main sections: one where
the model is presented, and the second an empirical
section showing that real-world data are consistent
with the model (which is hardly surprising because
had that not been so, the author would never have
submitted the paper in the first place and the editors
would never have accepted it for publication).

The interaction of these two streams, the Busi-
ness School stream and the Economics Department

*A Keynote Address presented at the Fifth Annual Meeting of the German
Finance Association in Hamburg, Germany, September 25, 1998. It was first

published in the Summer 1999 issue of the Journal of Portfolio Management, a
publication of Institutional Investor.

societies go, but then neither is the field of finance
itself. That field in its modern form really dates from
the 1950s. In the 40 years since then, the field has
come to surpass many, perhaps even most, of the
more traditional fields of economics in terms of the
number of students enrolled in finance courses, the
number of faculty teaching finance courses and,
above all, in the quantity and quality of their
combined scholarly output.

The huge body of scholarly research in fi-
nance over the last 40 years falls naturally into two
main streams. And no, I don’t mean “asset pricing”
and “corporate finance,” but a deeper division that
cuts across both those conventional subdivisions of
the field. The division I have in mind is the more
fundamental one between what I will call the
Business School approach to finance and the Eco-
nomics Department approach. Let me say immedi-
ately, however, that my distinction is purely “no-
tional” not physical—a distinction over what the
field is really all about, not where the offices
happen to be located. In the U.S., as I am sure you
are aware, the vast majority of academics in finance
are, and always have been, teaching in Business
Schools, not Economics Departments. I should add
immediately, however, that in the elite schools at
least, a substantial fraction of the finance faculties
have been trained in—that is, have received their
Ph.D.s from—Economics Departments. Habits of
thought acquired in graduate school have a ten-
dency to stay with you.

I
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stream—the micro normative and the macro norma-
tive—has largely governed the history of the field of
finance to date. I propose to review some of the
highpoints of that history, taking full advantage of a
handy organizing principle nature has given us—to
wit, the Nobel prizes in finance. Let me emphasize
again that I will not be offering a comprehensive
survey of the field—the record is far too large for
that—but rather a selective view of what I see as the
highlights, an eyewitness account, as it were, and
always with special emphasis on the tensions be-
tween the Business School and the Economics
Department streams. After that overview I will offer
some very personal views on where I think the field
is heading, or at least where I would be heading were
I just entering the field today.

MARKOWITZ AND THE THEORY OF
PORTFOLIO SELECTION

The tension between the micro and macro
approaches was visible from the very beginning of
modern finance—from our big bang, as it were—
which I think we can all agree today dates to the year
1952 with the publication in the Journal of Finance
of Harry Markowitz’s article “Portfolio Selection.”
Markowitz in that remarkable paper gave, for the first
time, a precise definition of what had hitherto been
just vague buzzwords, “risk” and “return.” Specifi-
cally, Markowitz identified the yield or return on an
investment with the expected value or probability-
weighted mean value of its possible outcomes; and
its risk with the variance or squared deviations of
those outcomes around the mean. This identification
of return and risk with Mean and Variance, so
instinctive to finance professionals these days, was
far from obvious then. The common perception of
risk even today focuses on the likelihood of losses—
on what the public thinks of as the “downside” risk—
not just on the variability of returns. Yet Markowitz’s
choice of the Variance as his measure of risk,
counterintuitive as it may have appeared to many at
the time, turned out to be inspired. It not only
subsumed the more intuitive view of risk—because
in the normal (or at least the symmetric) distributions
we use in practice the downside risk is essentially the
mirror image of the upside—but it had a property
even more important for the development of the field.
By identifying return and risk with Mean and Variance,
Markowitz made the powerful algebra of mathematical
statistics available for the study of portfolio selection.

The immediate contribution of that algebra was
the famous formula for the variance of a sum of
random variables: the weighted sum of the variance
plus twice the weighted sum of the covariances. We
in finance have been living off that formula, literally,
for more than 40 years now. That formula shows,
among other things, that for the individual investor,
the relevant unit of analysis must always be the
whole portfolio, not the individual share. The risk of
an individual share cannot be defined apart from its
relation to the whole portfolio and, in particular, its
covariances with the other components. Covari-
ances, and not mere numbers of securities held,
govern the risk-reducing benefits of diversification.

The Markowitz Mean-Variance model is the
perfect example of what I have called the Business
School or micro normative stream in finance. And
that is somewhat ironic in that the Markowitz paper
was originally a thesis in the University of Chicago’s
Economics Department. Markowitz even notes that
Milton Friedman, in fact, voted against the thesis
initially on the grounds that it wasn’t really econom-
ics. And indeed, the Mean-Variance model, as visu-
alized by Markowitz, really wasn’t economics.
Markowitz saw investors as actually applying the
model to pick their portfolios using a combination of
past data and personal judgment to select the needed
Means, Variances, and Covariances.

For the Variances and Covariances, at least, past
data probably could provide at least a reasonable
starting point. The precision of such estimates can
always be increased by cutting the time interval into
smaller and smaller intervals. But what of the Means?
Simply averaging the returns of the last few years,
along the lines of the examples in the Markowitz
paper (and later book) won’t yield reliable estimates
of the return expected in the future. And running
those unreliable estimates of the Means through the
computational algorithm can lead to weird, corner
portfolios that hardly seem to offer the presumed
benefits of diversification, as any finance instructor
who has assigned the portfolio selection model as a
classroom exercise can testify.

But if the Markowitz Mean-Variance algorithm
is useless for selecting optimal portfolios, why have
I taken its publication as the starting point of
modern finance? Because that essentially Business
School model of Markowitz was transformed by
William Sharpe, John Lintner, and Jan Mossin into
an Economics Department model of enormous
reach and power.



10
JOURNAL OF APPLIED CORPORATE FINANCE

WILLIAM SHARPE AND THE CAPITAL ASSET
PRICING MODEL

That William Sharpe was so instrumental in
transforming the Markowitz Business School model
into an Economics Department model continues
the irony noted earlier. Markowitz, it will be re-
called, submitted his thesis to an Economics De-
partment, but Sharpe was always a business school
faculty member and much of his earlier work had
been in the management science/operations re-
search area. Sharpe also maintains an active con-
sulting practice advising pension funds on their
portfolio selection problems. Yet his Capital Asset
Pricing Model is almost as perfect an example as
you can find of an economists’ macro-normative
model of the kind I described.

Sharpe starts by imagining a world in which
every investor is a Markowitz Mean-Variance portfo-
lio selector. And he supposes further that these
investors all share the same expectation as to returns,
variances, and covariances. But if the inputs to the
portfolio selection are the same, then every investor
will hold exactly the same portfolio of risky assets.
And because all risky assets must be held by
somebody, an immediate implication is that every
investor holds the “market portfolio,” that is an
aliquot share of every risky security in the propor-
tions in which they are outstanding.

At first sight, of course, the proposition that
everyone holds the same portfolio seems too unre-
alistic to be worth pursuing. Keep in mind first,
however, that the proposition applies only to the
holdings of risky assets. It does not assume that every
investor has the same degree of risk aversion.
Investors can always reduce the degree of risk they
bear by holding riskless bonds along with the risky
stocks in the market portfolio; and they can increase
their risk by holding negative amounts of the riskless
asset, that is by borrowing and leveraging their
holdings of the market portfolio.

Second, the idea of investing in the market
portfolio is no longer strange. Nature has imitated art,
as it were. Shortly after Sharpe’s work appeared, the
market created mutual funds that sought to hold all
the shares in the market in their outstanding propor-
tions. Such index funds, or “passive” investment
strategies, as they are often called, are now followed
by a large and increasing number of investors,
particularly, but by no means only, those of U.S.
pension funds.

The realism or lack of realism of the assump-
tions underlying the Sharpe CAPM was never a
subject of serious debate within the profession,
unlike the case of the M&M propositions to be
considered later. The profession, from the outset,
wholeheartedly adopted the Friedman positivist
view that what counts is not the literal accuracy of
the assumptions, but the predictions of the model.
And in the case of Sharpe’s model, those predic-
tions were striking indeed. The CAPM implies that
the distribution of expected rates of return across
all risky assets is a linear function of a single
variable—namely each asset’s sensitivity to or co-
variance with the market portfolio, the famous ß,
which becomes the natural measure of a security’s
risk. The aim of science is to explain a lot with a
little and few models in finance or economics do so
more dramatically than the CAPM.

The CAPM not only offered new and powerful
theoretical insights into the nature of risk, but also
lent itself admirably to the kind of in-depth empirical
investigation so necessary for the development of a
new field like finance. Nor have the benefits been
confined narrowly to the field of finance. The great
volume of empirical research testing the CAPM has
led to major innovations in both theoretical and
applied econometrics.

Although the single-ß CAPM managed to with-
stand more than 30 years of intense econometric
investigation, the current consensus within the pro-
fession is that a single risk factor, though it takes us
an enormous length of the way, is not quite enough
for describing the cross-section of expected re-
turns. In addition to the market factor, two other
pervasive risk factors have by now been identified
for common stocks. One is a size effect: small firms
seem to earn higher returns than large firms, on
average, even after controlling for ß or market
sensitivity. The other is a factor, still not fully
understood, but which seems reasonably well cap-
tured by the ratio of a firm’s accounting book value
to its market value. Firms with high book-to-market
ratios appear to earn higher returns on average
over long horizons than those with low book-to-
market ratios, after controlling for size and for the
market factor. That a three-factor model has now
been shown to describe the data somewhat better
than the single factor CAPM should detract in no
way, of course, from our appreciating the enor-
mous influence on the theory of asset pricing
exerted by the original CAPM.
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THE EFFICIENT MARKETS HYPOTHESIS

The Mean-Variance model of Markowitz and
the CAPM of Sharpe et al. were contributions whose
great scientific value were recognized by the Nobel
Committee in 1990. A third major contribution to
finance was recognized at the same time. But before
describing it, let me mention a fourth major contri-
bution that has done much to shape the develop-
ment of the field of finance in the last 25 years, but
which has so far not received the attention from the
Nobel Committee I believe it deserves. I refer, of
course, to the Efficient Markets Hypothesis, which
says, in effect, that no simple rule based on already
published and available information can generate
above-normal rates of return. On this score of
whether mechanical profit opportunities exist, the
conflict between the Business School tradition in
finance and the Economics Department tradition has
been and still remains intense.

The hope that studying finance might open the
way to successful stock market speculation served to
keep up interest in the field even before the modern
scientific foundations were laid in the 1950s. The first
systematic collection of stock market prices, in fact,
was compiled under the auspices of the Alfred
Cowles Foundation in the 1930s. Cowles himself had
a lifelong enthusiasm for the stock market, dimmed
only slightly by the catastrophic crash of 1929.
Cowles is perhaps better known by academic econo-
mists these days as the sponsor of the Cowles
Foundation, currently an adjunct of the Yale Eco-
nomics Department and the source of much funda-
mental research on econometrics in the 1940s and
‘50s. Cowles’ indexes of stock prices have long since
been superseded by much more detailed and com-
puterized databases, such as those of the Center for
Research in Security Prices at the University of
Chicago. And to those computer databases, in turn,
goes much of the credit for stimulating the empirical
research in finance that has given the field its
distinctive flavor.

Even before these new computerized indexes
came into widespread use in the early 1960s, how-
ever, the mechanical approach to above-normal
investment returns was already being seriously chal-
lenged. That challenge was being delivered, curi-
ously enough, not by economists, but by statisticians
like M.G. Kendall and my colleague Harry Roberts—
who argued that stock prices were essentially ran-
dom walks. That implied, among other things, that

the record of past stock prices, however rich in
“patterns” it might appear, had no predictive power
for future stock prices and returns.

By the late 1960s, however, the evidence was
clear that stock prices were not random walks by the
strictest definition of that term. Some elements of
predictability could be detected particularly in long-
run returns. The issue of whether publicly available
information could be used for successful stock
market speculation had to be rephrased—a task in
which my colleague Eugene Fama played the lead-
ing role—as whether the observed departures from
randomness in the time series of returns on common
stocks represented true profit opportunities after
transaction costs and after appropriate compensa-
tion for changes in risk over time. With that shift in
focus from returns to cost- and risk-adjusted returns,
the Efficient Markets debate was no longer a matter
of statistics, but one of economics.

This tieback to economics helps explain why
the Efficient Market Hypothesis of finance remains as
strong as ever despite the steady drumbeat of
empirical studies directed against it. Suppose you
find some mechanical rule that seems to earn above
normal returns—and with thousands of researchers
spinning through the mountains of tapes of past data,
anomalies, like the currently fashionable “momen-
tum effects,” are bound to keep turning up. Then
imitators will enter and compete away those above-
normal returns exactly as in any other setting in
economics. Above-normal profits, wherever they
are found, inevitably carry with them the seeds of
their own decay.

THE MODIGLIANI-MILLER PROPOSITIONS

Still other pillars on which the field of finance
rests are the Modigliani-Miller Propositions on capi-
tal structure. Here, the tensions between the micro
normative and the macro normative approaches
were evident from the outset, as is clear from the very
title of the first M&M paper, “The Cost of Capital,
Corporation Finance and the Theory of Investment.”
The theme of that paper, and indeed of the whole
field of corporate finance at the time, was capital
budgeting. The micro normative wing was con-
cerned with the “cost of capital,” in the sense of the
optimal “cut off” rate for investment when the firm
can finance the project either with debt or equity or
some combination of both. The macro normative or
economics wing sought to express the aggregate

In the past 50 years, the field of finance has come to surpass many, perhaps even
most, of the more traditional fields of economics in terms of the number of students

enrolled in finance courses, the number of faculty teaching finance courses, and,
above all, in the quantity and quality of their combined scholarly output.
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demand for investment by corporations as a function
of the cost of capital that firms were actually using as
their optimal cutoffs, rather than just the rate of interest
on long-term government bonds. The M&M analysis
provided answers that left both wings of the profession
dissatisfied. At the macro normative level, the M&M
measure of the cost of capital for aggregate investment
functions never really caught on, and, indeed, the very
notion of estimating aggregate demand functions for
investment has long since been abandoned by macro
economists. At the micro level, the M&M proportions
implied that the choice of financing instrument was
irrelevant for the optimal cut-off. That cut-off de-
pended solely on the risk (or “risk-class”) of the
investment regardless of how it was financed, hardly
a happy position for professors of finance to explain
to their students being trained presumably in the art of
selecting optimal capital structures.

Faced with the unpleasant action-consequences
of the M&M model at the micro level, the tendency
of many at first was to dismiss the assumptions un-
derlying M&M’s then-novel arbitrage proof as unre-
alistic. The assumptions underlying the CAPM, of
course, are equally or even more implausible, as
noted earlier, but the profession seemed far more
willing to accept Friedman’s “the assumptions don’t
matter” position for the CAPM than for the M&M
Propositions. The likely reason is that the second
blade of the Friedman positivism slogan—what does
count is the descriptive power of the model itself—was
not followed up. Tests by the hundreds of the CAPM
filled the literature. But direct calibration tests of the
M&M Propositions and their implications did not exist.

One fundamental difficulty of testing the M&M
Propositions showed up in the initial M&M paper
itself. The capital structure proposition says that if
you could find two firms whose underlying earnings
were identical, then so would be their market values,
regardless of how much of the capital structure took
the form of equity as opposed to debt. But how do
you find two companies whose earnings are identi-
cal? M&M tried using industry as a way of holding
earnings constant, but that sort of filter was far too
crude to be decisive. Attempts to exploit the power
of the CAPM were no more successful. How do you
compute a ß for the underlying real assets?

One way to avoid the difficulty of not having
two identical firms, of course, is to see what happens
when the same firm changes its capital structure. If
a firm borrows and uses the proceeds to pay its
shareholders a huge dividend or to buy back shares,

does the value of the firm increase? Many studies
have suggested that they do. But the interpretation
of those results faces a hopeless identification prob-
lem. The firm, after all, never issues a press release
saying we are just conducting a purely scientific
investigation of the M&M Propositions. The market,
which is forward looking, has every reason to
believe that these capital structure decisions are
conveying management’s views about changes in
the firm’s prospects for the future. These confound-
ing “information effects,” present in every dividend
and capital structure decision, render indecisive all
tests based on specific corporate actions.

Nor can we hope to refute the M&M Proposi-
tions indirectly by calling attention to the multitude
of new securities and of variations on old securities
that are introduced year after year. The M&M Propo-
sitions say only that no gains could be earned from
such innovations if the market were in fact “com-
plete.” But the new securities in question may well
be serving to complete the market, earning a first-
mover’s profit to the particular innovation. Only
those in Wall Street know how hard it is these days
to come by those innovator’s profits.

If all this seems reminiscent of the Efficient
Markets Hypothesis, that is no accident. The M&M
Propositions are also ways of saying that there are no
free lunches. Firms cannot hope to gain by issuing
what looks like low-cost debt rather than high-cost
equity. They just make the higher cost equity even
higher. And if any substantial number of firms, at the
same time, sought to replace what they think is their
high-cost equity with low-cost debt (even tax-
advantaged debt), then the interest costs of debt
would rise and the required yields on equity would
fall until the perceived incentives to change capital
structures (or dividend policies for that matter) were
eliminated. The M&M Propositions, in short, like the
Efficient Markets Hypothesis, are about equilibrium
in the capital markets—what equilibrium looks like
and what forces are set in motion once it is disturbed.
And that is why neither the Efficient Markets Hypoth-
esis nor the Modigliani-Miller propositions have ever
set well with those in the profession who see finance
as essentially a branch of management science.

Fortunately, however, recent developments in
finance, also recognized by the Nobel Committee,
suggest that the conflict between the two traditions
in finance, the Business School stream and the Eco-
nomics Department stream, may be on the way to
reconciliation.
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OPTIONS

That new development, of course, is the field of
options, whose pioneers, recently honored by the
Nobel Committee, were Robert Merton and Myron
Scholes (with the late Fischer Black everywhere
acknowledged as the third pivotal figure). Because
the intellectual achievement of their work has been
memorialized over and over this past year—and
rightly so—I will not seek to review it here. Instead,
in keeping with my theme today, I want to focus on
what options mean for the history of finance.

Options mean, among other things, that for the
first time in its close to 50-year history, the field of
finance can be built, or as I will argue be rebuilt on
the basis of “observable” magnitudes. I still remem-
ber the teasing we financial economists, Harry
Markowitz, William Sharpe, and I, had to put up
with from the physicists and chemists in Stockholm
when we conceded that the basic unit of our
research, the expected rate of return, was not
actually observable. I tried to tease back by remind-
ing them of their neutrino—a particle with no mass
whose presence was inferred only as a missing
residual from the interactions of other particles. But
that was eight years ago. In the meantime, the
neutrino has been detected.

To say that option prices are based on observables
is not strictly true, of course. The option price in the
Black-Scholes-Merton formula depends on the cur-
rent market value of the underlying share, the
striking price, the time to maturity of the contract,
and the risk-free rate of interest, all of which are
observable either exactly or very closely. But the
option price depends also, and very critically, on the
variance of the distribution of returns on the under-
lying share, which is not directly observable; it must
be estimated. Still, as Fischer Black always reminded
us, estimating variances is orders of magnitude easier
than estimating the means or expected returns that
are central to the models of Markowitz, Sharpe, or
Modigliani-Miller. The precision of an estimate of the
variance can be increased, as noted earlier, by
cutting time into smaller and smaller units—from
weeks to days to hours to minutes. For means,
however, the precision of estimate can be increased
only by lengthening the sample period, giving rise
to the well-known dilemma that by the time a high
degree of precision in estimating the mean from past
data has been achieved, the mean itself has almost
surely shifted.

Having a base in observable quantities—or
virtually observable quantities—on which to value
securities might seem at first sight to have benefited
primarily the management science stream in finance.
And, indeed, recent years have seen the birth of a
new and rapidly growing specialty area within the
profession, that of financial engineering (with the
recent establishment of a journal with that name a
clear sign that the field is here to stay). The financial
engineers have already reduced the original Black-
Scholes-Merton formula to model-T status. Nor has
the micro normative field of corporate finance been
left out. When it comes to capital budgeting, long a
major focus of that field, the decision impact of what
have come to be called “real” options—even simple
ones like the right to close down a mine when the
output price falls and reopen it when it rises—is
substantially greater than that of variations in the cost
of capital.

The options revolution, if I may call it that, is also
transforming the macro normative or economics
stream in finance. The hint of things to come in that
regard was prefigured in the title of the original
Black-Scholes paper itself, “The Pricing of Options
and Corporate Liabilities.” The latter phrase was
added to the title precisely to convince the editors of
the Journal of Political Economy—about as
economicsy a journal as you can get—that the
original (rejected) version of their paper was not just
a technical tour de force in mathematical statistics,
but an advance with wide applicability for the study
of market prices.

And indeed, the Black-Scholes analysis showed,
among other things, how options serve to “complete
the market” for securities by eliminating or at least
substantially weakening the constraints on high
leverage obtainable with ordinary securities. The
Black-Scholes demonstration that the shares in highly
leveraged corporations are really call options also
serves in effect to complete the M & M model of the
pricing of corporate equities subject to the prior
claims of the debt holders. But we can go even
further. Every security can be thought of as a package
of component Arrow-Debreu state-price options,
just as every physical object is a package of compo-
nent atoms and molecules.

But I propose to speculate no further about
these and other exciting prospects for the future. Let
me close rather with the question I raised in the
beginning: what would I advise a young member of
the German Finance Association to specialize in?

Options mean that, for the first time in its close to 50-year history, the field of
finance can be built, or as I will argue be rebuilt, on the basis of “observable”

magnitudes. When it comes to capital budgeting, for example, the decision impact of
what have come to be called “real” options is substantially greater than that of

variations in the cost of capital.
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What would I specialize in if I were starting over and
entering the field today?

Well, I certainly wouldn’t go into asset pricing
or corporate finance. Research in those subfields
has already reached the phase of rapidly diminish-
ing returns. Agency theory, I would argue, is best
left to the legal profession and behavioral finance is
best left to the psychologists. So at the risk of
sounding a bit like the character in the movie “The
Graduate,” I reduce my advice to a single word:
options. When it comes to research potential, op-
tions have much to offer both the management-
science business-school wing within the profession
and the economics wing. In fact, so vast are the
research opportunities for both wings that the field
is surely due for a total reconstruction as profound
as that following the original breakthrough by
Harry Markowitz in 1953.

The shift towards options in the center of gravity
of finance that I foresee should be particularly
welcomed by the members of the German Finance
Association. I can remember when research in
finance in Germany was just beginning and tended

to consist of copies of American studies using
German data. But when it comes to a relatively new
area like options, we all stand roughly equal at the
starting line. And it’s an area in which the rigorous
and mathematical German academic training may
even offer a comparative advantage.

It is no accident, I believe, that the Deutsche
Termin Borse (or Eurex, as it has now become after
merging with the Swiss exchange) has taken the
high-tech road to a leading position among the
world’s future exchanges only eight years after a
great conference in Frankfurt where Hartmut Schmidt,
Fischer Black, and I sought to persuade the German
financial establishment that allowing futures and
options trading would not threaten the German
economy. Hardware and electronic trading were the
key to DTB’s success; but I see no reason why the
German scholarly community can’t duplicate that
success on the more abstract side of research in
finance as well.

Whether they can should be clear by the time
of your 25th Annual Meeting. I’m only sorry I won’t
be able to see that happy occasion.

MERTON MILLER

was Robert R. McCormick Distinguished Service Professor
Emeritus at the University of Chicago’s Graduate School of
Business. He was awarded the Nobel Prize in economics in 1990.
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US Regulated Utilities

Lower Authorized Equity Returns Will
Not Hurt Near-Term Credit Profiles
The credit profiles of US regulated utilities will remain intact over the next few years despite
our expectation that regulators will continue to trim the sector’s profitability by lowering
its authorized returns on equity (ROE). Persistently low interest rates and a comprehensive
suite of cost recovery mechanisms ensure a low business risk profile for utilities, prompting
regulators to scrutinise their profitability, which is defined as the ratio of net income to
book equity. We view cash flow measures as a more important rating driver than authorized
ROEs, and we note that regulators can lower authorized ROEs without hurting cash flow,
for instance by targeting depreciation, or through special rate structures. Regulators can
also adjust a utility's equity capitalization in its rate base. All else being equal, we think most
utilities would prefer a thicker equity base and a lower authorized ROE over a small equity
layer and a high authorized ROE.

» More timely cost recovery helps offset falling ROEs. Regulators continue to permit
a robust suite of mechanisms that enable utilities to recoup prudently incurred operating
costs, including capital investments such as environment related or infrastructure
hardening expenditures. Strong cost recovery is credit positive because it ensures a stable
financial profile. Despite lower authorized ROEs, we see the sector maintaining a ratio of
Funds From Operations (FFO) to debt near 20%, a level that continues to support strong
investment-grade ratings.

» Utilities’ cash flow is somewhat insulated from lower ROEs. Net income represents
about 30% - 40% of utilities’ cash flow, so lower authorized returns won’t necessarily
affect cash flow or key financial credit ratios, especially when the denominator (equity)
is rising. Regulators set the equity layer when capitalizing rate base, and the equity layer
multiplied by the authorized ROE drives the annual revenue requirements. Across the
sector, the ratio of equity to total assets has remained flat in the 30% range since 2007.

» Utilities’ actual financial performance remains stable. Earned ROEs, which typically
lag authorized ROEs, have not fallen as much as authorized returns in recent years.
Since 2007, vertically integrated utilities, transmission and distribution only utilities, and
natural gas local distribution companies have maintained steady earned ROE’s in the 9%
- 10% range. Holding companies with primarily regulated businesses also earned ROEs
of around 9% - 10%, while returns for holding companies with diversified operations,
namely unregulated generation, have fallen from 11% (over the past seven year average)
to around 9% today.

http://www.surveygizmo.com/s3/1133212/Rate-this-research?pubid=1003101


MOODY'S INVESTORS SERVICE INFRASTRUCTURE AND PROJECT FINANCE

This publication does not announce a credit rating action. For any credit ratings referenced in this publication, please see the ratings tab on the issuer/entity page on
www.moodys.com for the most updated credit rating action information and rating history.

2          10 MARCH 2015 US REGULATED UTILITIES: LOWER AUTHORIZED EQUITY RETURNS WILL NOT HURT NEAR-TERM CREDIT PROFILES

Robust Suite of Cost Recovery Mechanisms Is Credit Positive

Over the past few years, the US regulatory environment has been very supportive of utilities. We think this is partly because regulators
acknowledge that utility infrastructure needs a material amount of ongoing investment for maintenance, refurbishment and
renovation. Utilities have also been able to garner support from both politicians and regulators for prudent investment in these critical
assets because it helps create jobs, spurring economic growth. We also think regulators prefer to regulate financially healthy utilities.

Across the US, we continue to see regulators approving mechanisms that allow for more timely recovery of costs, a material credit
positive. These mechanisms, which keep utilities' business risk profile low compared to most industrial corporate sectors, include:
formulaic rate structures; special purpose trackers or riders; decoupling programs (which delink volumes from revenue); the use of
future test years or other pre-approval arrangements. We also see a sustained increase in the frequency of rate case filings.

A supportive regulatory environment translates into a more transparent and stable financial profile, which in turn results in reasonably
unfettered access to capital markets - for both debt and equity. Today, we think utilities enjoy an attractive set of market conditions
that will remain in place over the next few years. By themselves, neither a slow (but steady) decline in authorized profitability, nor a
material revision in equity market valuation multiples, will derail the stable credit profile of US regulated utilities.

Cost recovery will help offset falling ROEs
Robust cost recovery mechanisms will help ensure that US regulated utilities’ credit quality remains intact over the next few years. As
a result, falling authorized ROEs are not a material credit driver at this time, but rather reflect regulators' struggle to justify the cost of
capital gap between the industry’s authorized ROEs and persistently low interest rates. We also see utilities struggling to defend this
gap, while at the same time recovering the vast majority of their costs and investments through a variety of rate mechanisms.

In the table below, we show the US Treasury 10-year yield, which has steadily fallen from the 5% range in the summer of 2007 to the
2% range today. US utilities benefit from these lower interest rates because they borrow approximately $50 billion a year. For some
utilities, a lower cost of debt translates directly into a higher return on equity, as long as their rate structure includes an embedded
weighted average cost of capital (and the utilities can stay out of a general rate case proceeding).

Exhibit 1

Regulators hold up their end of the bargain by limiting reduction in return on equity (ROE) and overall rate of return (ROR) when compared
with the decline in US Treasury 10-year yields

SOURCE: SNL Financial, LP, Moody's
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As utilities increasingly secure more up-front assurance for cost recovery in their rate proceedings, we think regulators will increasingly
view the sector as less risky. The combination of low capital costs, high equity market valuation multiples (which are better than or
on par with the broader market despite the regulated utilities' low risk profile), and a transparent assurance of cost recovery tend to
support the case for lower authorized returns, although because utilities will argue they should rise, or at least stay unchanged.

One of the arguments for keeping authorized ROEs steady is that lowering them would make utilities less attractive to providers of
capital. Utility holding companies assert that they would rather invest in higher risk-adjusted opportunities than in a regulated utility
with sub-par return prospects. We see a risk that this argument could lead to a more contentious regulatory environment, a material
credit negative. We do not think this scenario will develop over the next few years.

Our default and recovery data provides strong evidence that regulated utilities are indeed less risky (from the perspective of a
probability of default and expected loss given default, as defined by Moody's) than their non-financial corporate peers. On a global
basis, we nonetheless see a material amount of capital looking for regulated utility investment opportunities, and the same is true in
the US despite, despite a lower authorized return. This is partly because investors can use holding company leverage to increase their
actual equity returns, by borrowing capital at today's low interest rates and investing in the equity of a regulated utility.

Despite the reduction in authorized ROEs, US utilities are thankful to their regulators for the robust suite of timely cost recovery
mechanisms which allow them to recoup prudently incurred operating costs such as fuel, as well as some investment expenses. These
recovery mechanisms drive a stable and transparent dividend policy, which translates into historically very high equity multiples.
Moreover, cost recovery helps keep the sector’s overall financial profile stable, thereby supporting strong investment-grade ratings.

Exhibit 2

With better recovery mechanisms, the ratio of debt-to-EBITDA can rise, modestly, without negatively impacting credit profiles

SOURCE: Company filings; Moody's
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Exhibit 3

The ratio of Funds From Operations to debt is rising, a material credit positive,
but the rise is partly funded by bonus depreciation and deferred taxes, which will eventually reverse

SOURCE: Company filings; Moody's

Utilities’ cash flow is somewhat insulated from declining ROEs
Across all our utility group sub-sectors (see Appendix), net income - the numerator in the calculation of ROE – accounts for between
30% - 40% of cash flow. While net income is important, cash flow exerts a much greater influence over creditworthiness. This is
primarily because cash flow takes into account depreciation and amortization expenses, along with other deferred tax adjustments.
We note that deferred taxes have risen over the past few years, in part due to bonus depreciation elections, which will eventually
reverse. From a credit perspective, there is a difference between the nominal amount of net income, which goes into cash flow, and the
relationship of net income to book equity (a measure of profitability).

In the chart below, we highlight the ratio of net income to cash flow from operations (CFO) for our selected peer groups. Across all of
the sectors, the longer term historical average of net income to CFO has fallen compared with the late 2000s, but has been rising over
the more recent past. This is partly a function of deferred taxes, which have become a larger component of CFO over the past decade.

Exhibit 4

Net income as a % of cash flow from operations has been steadily rising (since 2011)

SOURCE: Company filings, Moody's
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We can also envisage scenarios where regulators seek to achieve a reduction in authorized ROEs without harming credit profiles by
focusing on utilities’ equity layer. In the chart below, we illustrate median equity as a percentage of total assets for our selected peer
groups. In our illustration, utilities will benefit from acquisition related goodwill on one hand, and impairments on the other.

Exhibit 5

Equity as a % of total assets, not capitalization, includes both goodwill and impairments

SOURCE: Company filings; Moody's

Utilities’ actual financial performance remains stable
Earned ROE’s, as reported by utilities and adjusted by Moody’s, have been relatively flat over the past few years, despite the decline
in authorized ROEs. This means utilities are closer to earning their authorized equity returns, which is positive from an equity market
valuation perspective.

The authorized ROE is a popular focal point in many regulatory rate case proceedings. In addition, many regulatory jurisdictions look to
established precedents that rely on various methodologies to determine an appropriate ROE, such as the capital asset pricing model or
discounted cash flow analysis. In some jurisdictions where formulaic based rate structures point to lower ROEs for a longer projected
period of time, regulators are incorporating a view that today's interest rate environment is “artificially” being held low.

Regardless, we think interest rates will go up, eventually. When they do, we also think authorized ROEs will trend up as well. However,
just as authorized ROEs declined in a lagging fashion when compared to falling interest rates, we expect authorized ROEs to rise in a
lagging fashion when interest rates rise.

Depending on alternative sources of risk-adjusted capital investment opportunities, this could spell trouble for utilities. For now,
utilities can enjoy their (historically) high equity valuations, in terms of dividend yield and price-earnings ratios.
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Exhibit 6

GAAP adjusted earned ROE’s are relatively flat across all sub-sectors except Holding Companies with Diversified Operations, while the
lower-risk LDC sector is outperforming

NOTE: GAAP adjusted ROE, not regulated ROE, does not adjust for goodwill or impairments.

Source: Company filings; Moody's
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Appendix

Exhibit 7

Utilities with the highest earned ROEs (ranked by 7-year average)

Company Name Sector Rating

1-year
average

(2013) ROE

3-year
average (2013

- 2011) ROE

5-year
average
(2013 -

2009) ROE

7-year average
(2013 -

2007) ROE
CenterPoint Energy Houston Electric, LLC T&D A3 33% 32% 25% 23%
Questar Corporation Holdco - Primarily Regulated A2 14% 18% 20% 20%
AEP Texas Central Company T&D Baa1 14% 28% 22% 20%
Exelon Corporation Holdco - Diversified Baa2 7% 10% 14% 17%
CenterPoint Energy, Inc. Holdco - Primarily Regulated Baa1 7% 16% 15% 17%
Ohio Edison Company T&D Baa1 23% 18% 17% 16%
Public Service Enterprise Group Holdco - Diversified Baa2 11% 12% 14% 15%
Dayton Power & Light Company T&D Baa3 7% 9% 13% 15%
Dominion Resources Inc. Holdco - Diversified Baa2 13% 9% 12% 15%
Southern California Gas Company LDC A1 14% 13% 14% 15%
PECO Energy Company T&D A2 12% 12% 12% 14%
PPL Corporation Holdco - Diversified Baa3 9% 12% 11% 14%
UGI Utilities, Inc. LDC A2 15% 13% 13% 13%
Entergy Corporation Holdco - Diversified Baa3 7% 11% 12% 13%
Cleco Corporation Holdco - Primarily Regulated Baa1 10% 12% 13% 13%
Alabama Gas Corporation LDC A2 4% 11% 12% 13%
Entergy New Orleans, Inc. Vertically Integrated Utility Ba2 5% 10% 11% 12%
Entergy Gulf States Louisiana, LLC Vertically Integrated Utility Baa1 11% 13% 12% 12%
Piedmont Natural Gas Company, Inc. LDC A2 11% 11% 12% 12%
Ohio Power Company T&D Baa1 25% 14% 13% 12%
Southern Company (The) Holdco - Primarily Regulated Baa1 9% 11% 11% 12%
Georgia Power Company Vertically Integrated Utility A3 12% 12% 12% 12%
Alabama Power Company Vertically Integrated Utility A1 12% 12% 12% 12%
Southern California Edison Company Vertically Integrated Utility A2 8% 12% 12% 12%
NextEra Energy, Inc. Holdco - Diversified Baa1 10% 11% 11% 12%
Wisconsin Energy Corporation Holdco - Primarily Regulated A2 13% 13% 12% 12%
West Penn Power Company T&D Baa1 17% 13% 12% 12%
San Diego Gas & Electric Company Vertically Integrated Utility A1 9% 10% 11% 12%
Interstate Power and Light Company Vertically Integrated Utility A3 10% 9% 9% 12%

NOTE: GAAP adjusted ROE, not regulated ROE, does not adjust for goodwill or impairments.

SOURCE: Moody's; company filings
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Exhibit 8

Highest (over 30%) and lowest (less than 20%) equity level as a % of total assets (ranked by 7-year average) [NOTE: Book equity is not
adjusted for goodwill or impairments]

Company Name Sector Rating

1-year
average
(2013)

3-year average
(2013 - 2011)

5-year
average

(2013 - 2009)

7-year
average

(2013 - 2007)
Duke Energy Ohio, Inc. T&D Baa1 48% 47% 48% 50%
Yankee Gas Services Company LDC Baa1 41% 42% 43% 43%
Texas-New Mexico Power Company T&D Baa1 43% 43% 43% 43%
Oncor Electric Delivery Company LLC T&D Baa1 40% 41% 41% 43%
Dayton Power & Light Company T&D Baa3 37% 38% 39% 40%
Pennsylvania Power Company T&D Baa1 25% 30% 34% 40%
Black Hills Power, Inc. Vertically Integrated Utility A3 38% 38% 37% 38%
ALLETE, Inc. Vertically Integrated Utility A3 38% 37% 37% 38%
Central Maine Power Company T&D A3 39% 38% 38% 38%
MGE Energy, Inc. Holdco - Primarily Regulated NR 39% 37% 38% 38%
Duke Energy Corporation Holdco - Primarily Regulated A3 36% 36% 37% 38%
Jersey Central Power & Light Company T&D Baa2 32% 33% 36% 38%
Oklahoma Gas & Electric Company Vertically Integrated Utility A1 36% 37% 37% 37%
Public Service Company of Colorado Vertically Integrated Utility A3 37% 37% 37% 37%
Virginia Electric and Power Company Vertically Integrated Utility A2 37% 37% 37% 35%
Wisconsin Public Service Corporation Vertically Integrated Utility A1 34% 34% 34% 35%
PacifiCorp Vertically Integrated Utility A3 36% 35% 35% 35%
UGI Utilities, Inc. LDC A2 35% 34% 34% 34%
Cleco Corporation Holdco - Primarily Regulated Baa1 37% 36% 34% 34%
Empire District Electric Company (The) Vertically Integrated Utility Baa1 35% 34% 34% 34%
Great Plains Energy Incorporated Holdco - Primarily Regulated Baa2 35% 35% 34% 34%
Nevada Power Company Vertically Integrated Utility Baa1 32% 33% 33% 33%
Tampa Electric Company Vertically Integrated Utility A2 34% 33% 33% 33%
Wisconsin Power and Light Company Vertically Integrated Utility A1 34% 33% 32% 33%
Questar Corporation Holdco - Primarily Regulated A2 29% 28% 31% 33%
Duke Energy Kentucky, Inc. Vertically Integrated Utility Baa1 31% 30% 33% 33%
Florida Power & Light Company Vertically Integrated Utility A1 36% 35% 34% 33%
Alabama Gas Corporation LDC A2 59% 40% 35% 33%
El Paso Electric Company Vertically Integrated Utility Baa1 34% 32% 32% 33%
IDACORP, Inc. Holdco - Primarily Regulated Baa1 34% 33% 33% 33%
PPL Electric Utilities Corporation Vertically Integrated Utility Baa1 34% 34% 34% 33%
Commonwealth Edison Company T&D Baa1 31% 32% 32% 33%
Georgia Power Company Vertically Integrated Utility A3 33% 33% 33% 33%
CMS Energy Corporation Holdco - Primarily Regulated Baa2 20% 19% 18% 18%
Hawaiian Electric Industries, Inc. Holdco - Diversified  17% 16% 16% 16%
CenterPoint Energy, Inc. Holdco - Primarily Regulated Baa1 20% 19% 17% 15%
CenterPoint Energy Houston Electric, LLCT&D A3 9% 15% 15% 15%
AEP Texas Central Company T&D Baa1 13% 15% 14% 13%

SOURCE: Moody's; company filings
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Exhibit 9

Highest (over 30%) and lowest (less than 15%) ratio of FFO to debt (ranked by 7-year average)

Company Name Sector Rating

1-year
average
(2013)

3-year
average

(2013
- 2011)

5-year
average
(2013 -
2009)

7-year
average
(2013 -
2007)

Dayton Power & Light Company T&D Baa3 32% 34% 42% 42%
Questar Corporation Holdco - Primarily Regulated A2 29% 30% 31% 42%
Pennsylvania Power Company T&D Baa1 30% 34% 32% 37%
Exelon Corporation Holdco - Diversified Baa2 28% 34% 37% 37%
Alabama Gas Corporation LDC A2 23% 27% 32% 36%
Florida Power & Light Company Vertically Integrated Utility A1 34% 35% 35% 35%
Southern California Gas Company LDC A1 42% 37% 35% 34%
Southern California Edison Company Vertically Integrated Utility A2 32% 33% 35% 32%
Madison Gas and Electric Company Vertically Integrated Utility A1 39% 35% 34% 31%
PECO Energy Company T&D A2 29% 31% 33% 31%
Dominion Resources Inc. Holdco - Diversified Baa2 16% 17% 16% 14%
Entergy Texas, Inc. Vertically Integrated Utility Baa3 15% 14% 12% 14%
Monongahela Power Company T&D Baa2 13% 16% 15% 14%
CMS Energy Corporation Holdco - Primarily Regulated Baa2 18% 16% 15% 14%
Appalachian Power Company Vertically Integrated Utility Baa1 15% 13% 14% 14%
Pennsylvania Electric Company T&D Baa2 15% 14% 12% 13%
NiSource Inc. Holdco - Diversified Baa2 15% 14% 14% 13%
Puget Energy, Inc. Vertically Integrated Utility Baa3 14% 12% 12% 13%
Toledo Edison Company T&D Baa3 10% 10% 8% 13%
Cleveland Electric Illuminating Company T&D Baa3 11% 11% 12% 13%
AEP Texas Central Company T&D Baa1 14% 15% 13% 12%

SOURCE: Moody's; company filings
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Exhibit 10

Highest (over 4.5x) and lowest (less than 3.0x) ratio of debt to EBITDA (ranked by 1-year average, 2013, to focus on more recent
performance)

Company Name Sector Rating

 1-year
average
(2013)  

 3-year
average

(2013 - 2011)  

 5-year
average

(2013 - 2009)  

 7-year
average

(2013 - 2007)
Berkshire Hathaway Energy Company Holdco - Diversified A3 7.1  5.8  5.6  5.3
FirstEnergy Corp. Holdco - Diversified Baa3 6.0  5.2  4.8  4.4
Wisconsin Electric Power Company Vertically Integrated Utility A1 5.9  6.1  5.6  5.0
Entergy Texas, Inc. Vertically Integrated Utility Baa3 5.8  6.1  6.2  6.1
Monongahela Power Company T&D Baa2 5.6  5.2  5.7  6.0
NiSource Inc. Holdco - Diversified Baa2 5.2  5.5  5.4  5.5
PPL Corporation Holdco - Diversified Baa3 5.1  4.9  5.1  4.6
Appalachian Power Company Vertically Integrated Utility Baa1 5.0  5.0  5.2  5.4
Progress Energy, Inc. Holdco - Primarily Regulated Baa1 4.9  5.6   5.1  4.9
Puget Energy, Inc. Vertically Integrated Utility Baa3 4.9  5.6  5.9  5.6
Cleveland Electric Illuminating Company T&D Baa3 4.9  5.2  4.7  4.2
Northwest Natural Gas Company LDC A3 4.8  4.8  4.5  4.2
Jersey Central Power & Light Company T&D Baa2 4.7  5.5  4.2  3.6
NorthWestern Corporation Vertically Integrated Utility A3 4.7  4.5  4.4  4.3
Pepco Holdings, Inc. Holdco - Primarily Regulated Baa3 4.7  5.1  5.2  5.2
Laclede Gas Company LDC A3 4.7  5.5  5.3  5.6
Atlantic City Electric Company T&D Baa2 4.7  4.9  4.8  4.7
Nevada Power Company Vertically Integrated Utility Baa1 4.6  4.6  4.9  5.0
Black Hills Power, Inc. Vertically Integrated Utility A3 2.9  3.2  3.8  3.6
Virginia Electric and Power Company Vertically Integrated Utility A2 2.9  3.1  3.4  3.4
Duke Energy Kentucky, Inc. Vertically Integrated Utility Baa1 2.9  3.3  3.3  3.4
Texas-New Mexico Power Company T&D Baa1 2.9  2.9  3.2  3.3
Oklahoma Gas & Electric Company Vertically Integrated Utility A1 2.9  2.9  2.9  3.0
Cleco Power LLC Vertically Integrated Utility A3 2.9  3.2  3.6  3.7
Consumers Energy Company Vertically Integrated Utility A1 2.9  3.1  3.3  3.5
Alabama Power Company Vertically Integrated Utility A1 2.8  2.9  3.0  3.1
Public Service Electric and Gas Company T&D A2 2.8  3.0  3.2  3.3
Alabama Gas Corporation LDC A2 2.8  2.7  2.5  2.4
Pinnacle West Capital Corporation Holdco - Primarily Regulated Baa1 2.8  3.1  3.3  3.6
Cleco Corporation Holdco - Primarily Regulated Baa1 2.8  2.9  3.4  3.6
PECO Energy Company T&D A2 2.8  3.0  2.6  2.6
Northern States Power Company (Wisconsin) Vertically Integrated Utility A2 2.8  2.9  2.8  2.8
Duke Energy Carolinas, LLC Vertically Integrated Utility A1 2.8  3.1  3.2  3.1
UGI Utilities, Inc. LDC A2 2.7  3.0  3.1  3.3
Exelon Corporation Holdco - Diversified Baa2 2.7  2.8  2.5  2.5
West Penn Power Company T&D Baa1 2.7  3.3  3.3  3.4
Questar Corporation Holdco - Primarily Regulated A2 2.7  2.8  2.7  2.3
Tampa Electric Company Vertically Integrated Utility A2 2.6  2.7  2.8  2.9
Arizona Public Service Company Vertically Integrated Utility A3 2.6  2.9  3.1  3.3
New York State Electric and Gas Corporation T&D A3 2.6  2.9  3.2  4.3
Dayton Power & Light Company T&D Baa3 2.5  2.2  2.0  1.9
Florida Power & Light Company Vertically Integrated Utility A1 2.4  2.7  2.6  2.6
Ohio Power Company T&D Baa1 2.4  2.8  3.1  3.3
Madison Gas and Electric Company Vertically Integrated Utility A1 2.4  2.8  2.8  2.9
Pennsylvania Power Company T&D Baa1 2.4  2.3  2.4  2.2
MGE Energy, Inc. Holdco - Primarily Regulated NR 2.3  2.7  2.9  3.1
Rochester Gas & Electric Corporation T&D Baa1 2.3  2.9  3.0  3.5
Public Service Enterprise Group Incorporated Holdco - Diversified Baa2 2.3  2.3  2.3  2.4
NSTAR Electric Company T&D A2 2.2  2.6  2.7  2.8
Southern California Gas Company LDC A1 2.2  2.5  2.4  2.5
Mississippi Power Company Vertically Integrated Utility Baa1 (3.2)  3.5  3.4  3.1
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Exhibit 11

List of Companies (NOTE: in our appendix tables, we exclude utilities with private ratings)

Company Name Sector Rating
Berkshire Hathaway Energy Company Holdco - Diversified A3
Black Hills Corporation Holdco - Diversified Baa1
Dominion Resources Inc. Holdco - Diversified Baa2
DTE Energy Company Holdco - Diversified A3
Entergy Corporation Holdco - Diversified Baa3
Exelon Corporation Holdco - Diversified Baa2
FirstEnergy Corp. Holdco - Diversified Baa3
Hawaiian Electric Industries, Inc. Holdco - Diversified  NR
Integrys Energy Group, Inc. Holdco - Diversified A3
NextEra Energy, Inc. Holdco - Diversified Baa1
NiSource Inc. Holdco - Diversified Baa2
PPL Corporation Holdco - Diversified Baa3
Public Service Enterprise Group Incorporated Holdco - Diversified Baa2
Sempra Energy Holdco - Diversified Baa1
 
Alliant Energy Corporation Holdco - Primarily Regulated A3
Ameren Corporation Holdco - Primarily Regulated Baa2
American Electric Power Company, Inc. Holdco - Primarily Regulated Baa1
CenterPoint Energy, Inc. Holdco - Primarily Regulated Baa1
Cleco Corporation Holdco - Primarily Regulated Baa1
CMS Energy Corporation Holdco - Primarily Regulated Baa2
Consolidated Edison, Inc. Holdco - Primarily Regulated A3
Duke Energy Corporation Holdco - Primarily Regulated A3
Edison International Holdco - Primarily Regulated A3
Great Plains Energy Incorporated Holdco - Primarily Regulated Baa2
IDACORP, Inc. Holdco - Primarily Regulated Baa1
MGE Energy, Inc. Holdco - Primarily Regulated  NR
Northeast Utilities Holdco - Primarily Regulated Baa1
Pepco Holdings, Inc. Holdco - Primarily Regulated Baa3
PG&E Corporation Holdco - Primarily Regulated Baa1
Pinnacle West Capital Corporation Holdco - Primarily Regulated Baa1
PNM Resources, Inc. Holdco - Primarily Regulated Baa3
Progress Energy, Inc. Holdco - Primarily Regulated Baa1
Questar Corporation Holdco - Primarily Regulated A2
SCANA Corporation Holdco - Primarily Regulated Baa3
Southern Company (The) Holdco - Primarily Regulated Baa1
Wisconsin Energy Corporation Holdco - Primarily Regulated A2
Xcel Energy Inc. Holdco - Primarily Regulated A3
   
Alabama Gas Corporation LDC A2
Atmos Energy Corporation LDC A2
DTE Gas Company LDC Aa3
Laclede Gas Company LDC A3
New Jersey Natural Gas Company LDC Aa2
Northern Natural Gas Company [Private] LDC A2
Northwest Natural Gas Company LDC A3
Piedmont Natural Gas Company, Inc. LDC A2
South Jersey Gas Company LDC A2
Southern California Gas Company LDC A1
Southwest Gas Corporation LDC A3
UGI Utilities, Inc. LDC A2
Washington Gas Light Company LDC A1
Wisconsin Gas LLC [Private] LDC A1
Yankee Gas Services Company LDC Baa1
   
AEP Texas Central Company T&D Baa1
AEP Texas North Company T&D Baa1
Atlantic City Electric Company T&D Baa2
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Baltimore Gas and Electric Company T&D A3
CenterPoint Energy Houston Electric, LLC T&D A3
Central Hudson Gas & Electric Corporation T&D A2
Central Maine Power Company T&D A3
Cleveland Electric Illuminating Company (The) T&D Baa3
Commonwealth Edison Company T&D Baa1
Connecticut Light and Power Company T&D Baa1
Consolidated Edison Company of New York, Inc. T&D A2
Dayton Power & Light Company T&D Baa3
Delmarva Power & Light Company T&D Baa1
Duke Energy Ohio, Inc. T&D Baa1
Jersey Central Power & Light Company T&D Baa2
Metropolitan Edison Company T&D Baa1
Monongahela Power Company T&D Baa2
New York State Electric and Gas Corporation T&D A3
NSTAR Electric Company T&D A2
Ohio Edison Company T&D Baa1
Ohio Power Company T&D Baa1
Oncor Electric Delivery Company LLC T&D Baa1
Orange and Rockland Utilities, Inc. T&D A3
PECO Energy Company T&D A2
Pennsylvania Electric Company T&D Baa2
Pennsylvania Power Company T&D Baa1
Potomac Edison Company (The) T&D Baa2
Potomac Electric Power Company T&D Baa1
Public Service Electric and Gas Company T&D A2
Rochester Gas & Electric Corporation T&D Baa1
Texas-New Mexico Power Company T&D Baa1
Toledo Edison Company T&D Baa3
West Penn Power Company T&D Baa1
Western Massachusetts Electric Company T&D A3
Alabama Power Company Vertically Integrated Utility A1
ALLETE, Inc. Vertically Integrated Utility A3
Appalachian Power Company Vertically Integrated Utility Baa1
Arizona Public Service Company Vertically Integrated Utility A3
Avista Corp. Vertically Integrated Utility Baa1
Black Hills Power, Inc. Vertically Integrated Utility A3
Cleco Power LLC Vertically Integrated Utility A3
Consumers Energy Company Vertically Integrated Utility A1
DTE Electric Company Vertically Integrated Utility A2
Duke Energy Carolinas, LLC Vertically Integrated Utility A1
Duke Energy Florida, Inc. Vertically Integrated Utility A3
Duke Energy Kentucky, Inc. Vertically Integrated Utility Baa1
Duke Energy Progress, Inc. Vertically Integrated Utility A1
El Paso Electric Company Vertically Integrated Utility Baa1
Empire District Electric Company (The) Vertically Integrated Utility Baa1
Entergy Arkansas, Inc. Vertically Integrated Utility Baa2
Entergy Gulf States Louisiana, LLC Vertically Integrated Utility Baa1
Entergy Louisiana, LLC Vertically Integrated Utility Baa1
Entergy Mississippi, Inc. Vertically Integrated Utility Baa2
Entergy New Orleans, Inc. Vertically Integrated Utility Ba2
Entergy Texas, Inc. Vertically Integrated Utility Baa3
Florida Power & Light Company Vertically Integrated Utility A1
Georgia Power Company Vertically Integrated Utility A3
Gulf Power Company Vertically Integrated Utility A2
Hawaiian Electric Company, Inc. Vertically Integrated Utility Baa1
Idaho Power Company Vertically Integrated Utility A3
Indiana Michigan Power Company Vertically Integrated Utility Baa1
Interstate Power and Light Company Vertically Integrated Utility A3
Kansas City Power & Light Company Vertically Integrated Utility Baa1
Kentucky Power Company Vertically Integrated Utility Baa2
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Madison Gas and Electric Company Vertically Integrated Utility A1
MidAmerican Energy Company Vertically Integrated Utility A1
Mississippi Power Company Vertically Integrated Utility Baa1
Nevada Power Company Vertically Integrated Utility Baa1
Northern States Power Company (Minnesota) Vertically Integrated Utility A2
Northern States Power Company (Wisconsin) Vertically Integrated Utility A2
NorthWestern Corporation Vertically Integrated Utility A3
Oklahoma Gas & Electric Company Vertically Integrated Utility A1
Pacific Gas & Electric Company Vertically Integrated Utility A3
PacifiCorp Vertically Integrated Utility A3
Portland General Electric Company Vertically Integrated Utility A3
PPL Electric Utilities Corporation Vertically Integrated Utility Baa1
Public Service Company of Colorado Vertically Integrated Utility A3
Public Service Company of New Hampshire Vertically Integrated Utility Baa1
Public Service Company of New Mexico Vertically Integrated Utility Baa2
Public Service Company of Oklahoma Vertically Integrated Utility A3
Puget Energy, Inc. Vertically Integrated Utility Baa3
Puget Sound Energy, Inc. Vertically Integrated Utility Baa1
San Diego Gas & Electric Company Vertically Integrated Utility A1
Sierra Pacific Power Company Vertically Integrated Utility Baa1
South Carolina Electric & Gas Company Vertically Integrated Utility Baa2
Southern California Edison Company Vertically Integrated Utility A2
Southwestern Electric Power Company Vertically Integrated Utility Baa2
Southwestern Public Service Company Vertically Integrated Utility Baa1
Tampa Electric Company Vertically Integrated Utility A2
Tucson Electric Power Company Vertically Integrated Utility Baa1
Union Electric Company Vertically Integrated Utility Baa1
Virginia Electric and Power Company Vertically Integrated Utility A2
Wisconsin Electric Power Company Vertically Integrated Utility A1
Wisconsin Power and Light Company Vertically Integrated Utility A1
Wisconsin Public Service Corporation Vertically Integrated Utility A1
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Release Date: February 10, 2017 
FIRST QUARTER 2017 
 
 
Brighter Outlook for Growth and Labor Markets over the Next Three Years  
The U.S. economy looks stronger now than it did three months ago, according to 42 forecasters surveyed by the Federal 
Reserve Bank of Philadelphia. The forecasters predict real GDP will grow at an annual rate of 2.2 percent this quarter and 
2.3 percent next quarter. On an annual-average over annual-average basis, the forecasters predict real GDP growing 2.3 
percent in 2017, 2.4 percent in 2018, and 2.6 percent in 2019. The forecasts for 2017, 2018, and 2019 are higher than the 
estimates of three months ago. For 2020, real GDP is estimated to grow 2.1 percent. 
 
A brighter outlook for the labor market accompanies the outlook for stronger output growth. The forecasters predict that 
the unemployment rate will average 4.6 percent in 2017, 4.5 percent in 2018 and 2019, and 4.6 percent in 2020. The 
projections for 2017, 2018, and 2019 are below those of the last survey, indicating a brighter outlook for unemployment. 
 
The panelists also predict an improvement in the employment outlook for 2017. The forecasters’ projections for the 
annual-average level of nonfarm payroll employment suggest job gains at a monthly rate of 180,300 in 2017, up from the 
previous estimate of 173,600. (These annual-average estimates are computed as the year-to-year change in the annual-
average level of nonfarm payroll employment, converted to a monthly rate.)   
 
 

  Median Forecasts for Selected Variables in the Current and Previous Surveys 
 

                                   Real GDP (%)         Unemployment Rate (%)     Payrolls (000s/month)                        
                                Previous      New               Previous    New               Previous      New                 
Quarterly data:                                                                                                               
2017:Q1                      2.2            2.2                   4.8            4.7                  161.0        184.3      
2017:Q2                      2.2            2.3                   4.7            4.6                  179.2        167.0      
2017:Q3                      2.2            2.4                   4.7            4.6                  166.2        168.9      
2017:Q4                      2.2            2.4                   4.7            4.5                  166.0        160.3      
2018:Q1                     N.A.          2.2                  N.A.          4.5                   N.A.        157.6         
                                                                                                                              
Annual data (projections are based on annual-average levels):                                                                 
2017                            2.2            2.3                   4.7            4.6                  173.6        180.3   
2018                            2.1            2.4                   4.6            4.5                    N.A.       164.5   
2019                            2.1            2.6                   4.7            4.5                    N.A.         N.A.  
2020                           N.A.          2.1                  N.A.          4.6                    N.A.         N.A.  
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The charts below provide some insight into the degree of uncertainty the forecasters have about their projections for the 
rate of growth in the annual-average level of real GDP. Each chart (except the one for 2020) presents the forecasters’ 
previous and current estimates of the probability that growth will fall into each of 11 ranges. The charts show the 
forecasters have revised upward their estimates of the probability that real GDP growth will be above 3.0 percent in 2017, 
2018, and 2019. 
 
 

 
 



3 
 

The forecasters’ density projections for unemployment, shown below, shed light on uncertainty about the labor market 
over the next four years. Each chart presents the forecasters’ current estimates of the probability that unemployment will 
fall into each of 10 ranges. The charts show the panelists are raising their density estimates over the next three years at the 
range of 4.0 percent to 4.9 percent of unemployment outcomes.  
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Forecasters See Higher Inflation 
The forecasters expect higher headline CPI inflation in 2017 and 2018 than they predicted three months ago. Measured on 
a fourth-quarter over fourth-quarter basis, headline CPI inflation is expected to average 2.4 percent in 2017 and 2.3 
percent in 2018, up from 2.2 percent in both 2017 and 2018 in the last survey. The forecasters have also revised upward 
slightly their projections for headline PCE inflation in 2017 to 2.0 percent, up from 1.9 percent in the survey of three 
months ago.  
 
Over the next 10 years, 2017 to 2026, the forecasters expect headline CPI inflation to average 2.30 percent at an annual 
rate. The corresponding estimate for 10-year annual-average PCE inflation is 2.10 percent. 
 
 
        
 
                              Median Short-Run and Long-Run Projections for Inflation (Annualized Percentage Points) 
 

 Headline CPI  Core CPI  Headline PCE  Core PCE 
 Previous Current  Previous Current  Previous Current  Previous Current 
Quarterly            
2017:Q1 2.2 2.5  2.2 2.4  1.8 2.0  1.8 1.8 
2017:Q2 2.2 2.3  2.2 2.2  1.9 2.0  1.8 1.9 
2017:Q3 2.2 2.3  2.2 2.1  1.9 2.0  1.9 1.9 
2017:Q4 2.2 2.5  2.2 2.2  2.0 2.1  1.9 1.9 
2018:Q1 N.A. 2.4  N.A. 2.3  N.A. 2.1  N.A. 2.0 
            
Q4/Q4 Annual Averages           
2017 2.2 2.4  2.2 2.2  1.9 2.0  1.9 1.9 
2018 2.2 2.3  2.2 2.3  2.0 2.0  1.9 2.0 
2019 N.A. 2.3  N.A. 2.2  N.A. 2.0  N.A. 2.0 
            
Long-Term Annual Averages          
2016-2020 2.13 N.A.  N.A. N.A.  1.90 N.A.  N.A. N.A. 

 2017-2021 N.A. 2.30  N.A. N.A.  N.A. 2.03  N.A. N.A. 
 2016-2025 2.22 N.A.  N.A. N.A.  2.00 N.A.  N.A. N.A. 

2017-2026 N.A. 2.30  N.A. N.A.  N.A. 2.10  N.A. N.A. 
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The charts below show the median projections (the red line) and the associated interquartile ranges (gray areas around the 
red line) for the projections for 10-year annual-average CPI and PCE inflation. The top panel shows a higher level of the 
long-term projection for CPI inflation, at 2.3 percent. The bottom panel depicts the higher 10-year forecast for PCE 
inflation, at 2.1 percent. 
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The figures below show the probabilities that the forecasters are assigning to the possibility that fourth-quarter over 
fourth-quarter core PCE inflation in 2017 and 2018 will fall into each of 10 ranges. For 2017, the forecasters have 
increased the probability that core PCE inflation will be above 2.0 percent, compared with their estimates in the survey of 
three months ago. 
 

 
 
 
 
 
 
 
Lower Risk of a Negative Quarter 
The forecasters have revised downward the chance of a contraction in real GDP in any of the next four quarters. For the 
current quarter, the forecasters predict a 7.7 percent chance of negative growth, down from 14.0 percent in the survey of 
three months ago. The panelists have also made downward revisions to their forecasts for the next three quarters in 2017. 
 
 
                         Risk of a Negative Quarter (%)              
                                              Survey Means  
 

Quarterly data:  Previous New 
2017:Q1 14.0 7.7 
2017:Q2 15.0 11.2 
2017:Q3 16.5 14.6 
2017:Q4  18.9 16.2 
2018:Q1    N.A. 17.7 
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Forecasters State Their Views on Home Price Growth over the Next Two Years 
In this survey, a special question asked panelists to provide their forecasts for fourth-quarter over fourth-quarter growth in 
house prices, as measured by a number of alternative indices. The panelists were allowed to choose their measure from a 
list of indices or to write in their own index. For each index of their choosing, the panelists provided forecasts for growth 
in 2017 and 2018.       
 
Eighteen panelists answered the special question. Some panelists provided projections for more than one index. The table 
below provides a summary of the forecasters’ responses. The number of responses (N) is low for each index. The median 
estimates for the seven house-price indices listed in the table below range from 3.9 percent to 5.4 percent in 2017 and 
from 3.8 percent to 4.7 percent in 2018.  
 

Projections for Growth in Various Indices of House Prices 
Q4/Q4, Percentage Points 

                

Index 
 

2017  
(Q4/Q4 Percent Change) 

2018 
(Q4/Q4 Percent Change) 

N Mean Median N Mean Median 

S&P CoreLogic Case-Shiller: U.S. National 7 3.8 5.0 7 3.6 4.3 
S&P CoreLogic Case-Shiller: Composite 10 3 3.9 4.0 3 4.0 3.8 
S&P CoreLogic Case-Shiller: Composite 20 4 4.0 3.9 4 3.8 4.0 
FHFA: U.S. Total 7 5.4 5.4 7 4.4 4.5 
FHFA: Purchase Only 6 4.5 4.9 6 4.0 4.4 
CoreLogic: National HPI, incl. Distressed Sales 

(Single Family Combined) 3 4.4 4.5 3 4.1 4.0 
NAR Median: Total Existing 1 5.4 5.4 1 4.7 4.7 
       
 
 
Forecasters See Higher Long-Run Growth in Output and Productivity and in Returns to Financial Assets 
In our first-quarter surveys, the forecasters provide their long-run projections for an expanded set of variables, including 
growth in output and productivity, as well as returns on financial assets.  
 
As the table below shows, the forecasters have increased their estimates for the annual-average rate of growth in real GDP 
over the next 10 years. Currently, the forecasters expect real GDP to grow at an annual-average rate of 2.45 percent over 
the next 10 years, up from their projection of 2.28 percent in the first-quarter survey of 2016. Ten-year annual average 
productivity growth is now expected to average 1.60 percent, up from 1.40 percent.  
 
Upward revisions to the return on the financial assets accompany the current outlook. The forecasters see the S&P 500 
returning an annual-average 6.00 percent per year over the next 10 years, up from 5.37 percent in last year’s first-quarter 
survey. The forecasters expect the rate on 10-year Treasuries to average 3.86 percent over the next 10 years, up from 3.39 
percent in last year’s first-quarter survey. Three-month Treasury bills will return an annual-average 2.50 percent per year 
over the next 10 years, unchanged from last year’s survey.  
 
                                                   Median Long-Term (10-Year) Forecasts (%) 
 
                First Quarter 2016      Current Survey 
Real GDP Growth   2.28   2.45 
Productivity Growth   1.40   1.60 
Stock Returns (S&P 500)  5.37   6.00 
Rate on 10-Year Treasury Bonds       3.39   3.86 
Bill Returns (3-Month)   2.50   2.50 
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The Federal Reserve Bank of Philadelphia thanks the following forecasters for their participation in recent surveys: 

 
 

Lewis Alexander, Nomura Securities; Scott Anderson, Bank of the West (BNP Paribas Group); Robert J. Barbera, 
Johns Hopkins University Center for Financial Economics; Peter Bernstein, RCF Economic and Financial Consulting, 
Inc.; Christine Chmura, Ph.D., and Xiaobing Shuai, Ph.D., Chmura Economics & Analytics; Gary Ciminero, CFA, 
GLC Financial Economics; Nathaniel Curtis, Navigant Consulting; Gregory Daco, Oxford Economics USA, Inc.;  
Rajeev Dhawan, Georgia State University;  Robert Dietz, National Association of Home Builders; Gabriel Ehrlich, 
Daniil Manaenkov, Ben Meiselman, and Aditi Thapar, RSQE, University of Michigan; Michael R. Englund, Action 
Economics, LLC; J.D. Foster, U.S. Chamber of Commerce; Michael Gapen, Barclays Capital; James Glassman, 
JPMorgan Chase & Co.; Jan Hatzius, Goldman Sachs; Keith Hembre, Nuveen Asset Management; Peter Hooper, 
Deutsche Bank Securities, Inc.; IHS Markit; Sam Kahan, Kahan Consulting Ltd. (ACT Research LLC); N. Karp, 
BBVA Research USA; Walter Kemmsies, Jones Lang LaSalle; Jack Kleinhenz, Kleinhenz & Associates, Inc.; Thomas 
Lam, RHB Securities Singapore Pte. Ltd.; L. Douglas Lee, Economics from Washington; John Lonski, Moody’s Capital 
Markets Group; Macroeconomic Advisers, LLC; R. Anthony Metz, Pareto Optimal Economics; Michael Moran, 
Daiwa Capital Markets America; Joel L. Naroff, Naroff Economic Advisors; Mark Nielson, Ph.D., MacroEcon Global 
Advisors; Luca Noto, Anima Sgr; Brendon Ogmundson, BC Real Estate Association; Tom Porcelli, RBC Capital 
Markets; Arun Raha and Maira Trimble, Eaton Corporation; Philip Rothman, East Carolina University; Chris 
Rupkey, MUFG Union Bank; John Silvia, Wells Fargo; Allen Sinai, Decision Economics, Inc.; Sean M. Snaith, Ph.D., 
University of Central Florida; Constantine G. Soras, Ph.D., CGS Economic Consulting; Stephen Stanley, Amherst 
Pierpont Securities; Charles Steindel, Ramapo College of New Jersey; Susan M. Sterne, Economic Analysis Associates, 
Inc.; James Sweeney, Credit Suisse; Thomas Kevin Swift, American Chemistry Council; Richard Yamarone, 
Bloomberg, LP; Mark Zandi, Moody’s Analytics; Ellen Zentner, Morgan Stanley.     
 
 
 
 
This is a partial list of participants. We also thank those who wish to remain anonymous. 
 
 

Technical Notes 
 
Moody's Aaa and Baa Historical Rates 
The historical values of Moody's Aaa and Baa rates are proprietary and, therefore, not available in the data files on 
the Bank’s website or on the tables that accompany the survey’s complete write-up in the PDF. 
 
New File Format Coming 
On May 12, 2017, the survey’s data files on the Bank’s website will be changed to a .xlsx extension instead of .xls. 
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                                                 SUMMARY TABLE                                                           
                                       SURVEY OF PROFESSIONAL FORECASTERS                                                
                                         MAJOR MACROECONOMIC INDICATORS                                                  
                                                                                                                         
                                     ___________________________________    ___________________________                  
                                                                                                                         
                                      2017    2017   2017   2017   2018      2017   2018   2019   2020                   
                                       Q1      Q2     Q3     Q4     Q1             (YEAR-OVER-YEAR)                      
                                     ___________________________________    ___________________________                  
                                                                                                                         
    PERCENT GROWTH AT ANNUAL RATES                                                                                       
                                                                                                                         
     1. REAL GDP                       2.2     2.3    2.4    2.4    2.2       2.3    2.4    2.6    2.1                   
        (BILLIONS, CHAIN WEIGHTED)                                                                                       
                                                                                                                         
     2. GDP PRICE INDEX                2.1     2.1    2.0    2.3    2.0       2.0    2.2    N.A.   N.A.                  
        (PERCENT CHANGE)                                                                                                 
                                                                                                                         
     3. NOMINAL GDP                    4.2     4.3    4.5    4.7    4.7       4.4    4.6    N.A.   N.A.                  
        ($ BILLIONS)                                                                                                     
                                                                                                                         
     4. NONFARM PAYROLL EMPLOYMENT                                                                                       
        (PERCENT CHANGE)               1.5     1.4    1.4    1.3    1.3       1.5    1.3    N.A.   N.A.                  
        (AVG MONTHLY CHANGE)         184.3   167.0  168.9  160.3  157.6     180.3  164.5    N.A.   N.A.                  
                                                                                                                         
    VARIABLES IN LEVELS                                                                                                  
                                                                                                                         
     5. UNEMPLOYMENT RATE              4.7     4.6    4.6    4.5    4.5       4.6    4.5    4.5    4.6                   
        (PERCENT)                                                                                                        
                                                                                                                         
     6. 3-MONTH TREASURY BILL          0.6     0.8    1.0    1.1    1.3       0.9    1.6    2.2    2.6                   
        (PERCENT)                                                                                                        
                                                                                                                         
     7. 10-YEAR TREASURY BOND          2.5     2.6    2.7    2.8    2.9       2.6    3.0    3.4    3.6                   
        (PERCENT)                                                                                                        
                                                                                                                         
                                     ___________________________________    ____________________                         
                                                                                                                         
                                      2017    2017   2017   2017   2018      2017   2018   2019                          
                                       Q1      Q2     Q3     Q4     Q1           (Q4-OVER-Q4)                            
                                     ___________________________________    ____________________                         
                                                                                                                         
    INFLATION INDICATORS                                                                                                 
                                                                                                                         
     8. CPI                            2.5     2.3    2.3    2.5    2.4       2.4    2.3    2.3                          
        (ANNUAL RATE)                                                                                                    
                                                                                                                         
     9. CORE CPI                       2.4     2.2    2.1    2.2    2.3       2.2    2.3    2.2                          
        (ANNUAL RATE)                                                                                                    
                                                                                                                         
    10. PCE                            2.0     2.0    2.0    2.1    2.1       2.0    2.0    2.0                          
        (ANNUAL RATE)                                                                                                    
                                                                                                                         
    11. CORE PCE                       1.8     1.9    1.9    1.9    2.0       1.9    2.0    2.0                          
        (ANNUAL RATE)                                                                                                    
                                                                                                                         
                                                                                                                         
  THE FIGURES ON EACH LINE ARE MEDIANS OF 42 INDIVIDUAL FORECASTERS.                                                     
                                                                                                                         
  SOURCE: RESEARCH DEPARTMENT, FEDERAL RESERVE BANK OF PHILADELPHIA.                                                     
          SURVEY OF PROFESSIONAL FORECASTERS, FIRST QUARTER 2017.                                                        
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SURVEY OF PROFESSIONAL FORECASTERS 
 
 

First Quarter 2017 
 
 

Tables 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Note: Data in these tables listed as "actual" are the data that were available to the forecasters when they were 
sent the survey questionnaire on January 27, 2017; the tables do not reflect subsequent revisions to the data. All 
forecasts were received on or before February 7, 2017.  
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                                                                TABLE ONE                                                               
                                                       MAJOR MACROECONOMIC INDICATORS                                                   
                                                     MEDIANS OF FORECASTER PREDICTIONS                                                  
                                                                                                                                        
                                                                                                                                        
                                                                                                                                        
                                               ACTUAL                 FORECAST                 ACTUAL             FORECAST              
                                     NUMBER    ______  ______________________________________  ______  ______________________________   
                                       OF       2016    2017    2017    2017    2017    2018    2016    2017    2018    2019    2020    
                                  FORECASTERS    Q4      Q1      Q2      Q3      Q4      Q1    ANNUAL  ANNUAL  ANNUAL  ANNUAL  ANNUAL   
  ____________________________________________________________________________________________________________________________________  
                                                                                                                                        
   1. GROSS DOMESTIC PRODUCT (GDP)     40     18861    19057   19261   19476   19700   19928    18567   19378   20265    N.A.    N.A.   
        ($ BILLIONS)                                                                                                                    
                                                                                                                                        
   2. GDP PRICE INDEX                  40    112.24   112.82  113.40  113.97  114.61  115.19   111.45  113.69  116.18    N.A.    N.A.   
        (2009=100)                                                                                                                      
                                                                                                                                        
   3. CORPORATE PROFITS AFTER TAXES    20      N.A.   1598.9  1622.5  1649.6  1678.0  1698.0     N.A.  1631.2  1727.7    N.A.    N.A.   
        ($ BILLIONS)                                                                                                                    
                                                                                                                                        
   4. UNEMPLOYMENT RATE                39       4.7      4.7     4.6     4.6     4.5     4.5      4.9     4.6     4.5     4.5     4.6   
        (PERCENT)                                                                                                                       
                                                                                                                                        
   5. NONFARM PAYROLL EMPLOYMENT       35    145131   145684  146185  146692  147172  147645   144314  146477  148451    N.A.    N.A.   
        (THOUSANDS)                                                                                                                     
                                                                                                                                        
   6. INDUSTRIAL PRODUCTION            38     104.2    104.6   105.2   105.8   106.3   106.9    104.2   105.5   107.8    N.A.    N.A.   
        (2012=100)                                                                                                                      
                                                                                                                                        
   7. NEW PRIVATE HOUSING STARTS       36      1.22     1.22    1.25    1.27    1.28    1.30     1.17    1.26    1.33    N.A.    N.A.   
        (ANNUAL RATE, MILLIONS)                                                                                                         
                                                                                                                                        
   8. 3-MONTH TREASURY BILL RATE       36      0.43     0.58    0.75    0.96    1.13    1.32     0.32    0.86    1.56    2.22    2.64   
        (PERCENT)                                                                                                                       
                                                                                                                                        
   9. MOODY'S AAA CORP BOND YIELD *    23      N.A.     4.00    4.10    4.18    4.40    4.55     N.A.    4.17    4.63    N.A.    N.A.   
        (PERCENT)                                                                                                                       
                                                                                                                                        
  10. MOODY'S BAA CORP BOND YIELD *    24      N.A.     4.81    4.96    5.10    5.33    5.38     N.A.    5.04    5.55    N.A.    N.A.   
        (PERCENT)                                                                                                                       
                                                                                                                                        
  11. 10-YEAR TREASURY BOND YIELD      39      2.13     2.47    2.60    2.66    2.80    2.87     1.84    2.63    3.00    3.40    3.60   
        (PERCENT)                                                                                                                       
                                                                                                                                        
  12. REAL GDP                         40     16805    16896   16994   17093   17194   17290    16660   17043   17450   17902   18282   
        (BILLIONS, CHAIN WEIGHTED)                                                                                                      
                                                                                                                                        
  13. TOTAL CONSUMPTION EXPENDITURE    38   11640.4  11712.5 11785.0 11858.6 11931.3 12009.1  11514.9 11823.1 12120.1    N.A.    N.A.   
        (BILLIONS, CHAIN WEIGHTED)                                                                                                      
                                                                                                                                        
  14. NONRESIDENTIAL FIXED INVESTMENT  36    2205.5   2226.3  2246.1  2266.0  2290.9  2313.9   2190.7  2256.5  2343.5    N.A.    N.A.   
        (BILLIONS, CHAIN WEIGHTED)                                                                                                      
                                                                                                                                        
  15. RESIDENTIAL FIXED INVESTMENT     36     596.8    604.4   611.5   619.2   626.2   634.3    592.2   614.9   647.9    N.A.    N.A.   
        (BILLIONS, CHAIN WEIGHTED)                                                                                                      
                                                                                                                                        
  16. FEDERAL GOVERNMENT C & I         36    1121.1   1123.8  1126.2  1129.2  1132.7  1138.7   1120.5  1128.2  1145.8    N.A.    N.A.   
        (BILLIONS, CHAIN WEIGHTED)                                                                                                      
                                                                                                                                        
  17. STATE AND LOCAL GOVT C & I       35    1792.0   1796.5  1802.6  1808.5  1814.4  1821.2   1786.6  1804.8  1831.5    N.A.    N.A.   
        (BILLIONS, CHAIN WEIGHTED)                                                                                                      
                                                                                                                                        
  18. CHANGE IN PRIVATE INVENTORIES    35      48.7     40.0    42.0    47.0    47.8    47.9     21.8    45.0    46.6    N.A.    N.A.   
        (BILLIONS, CHAIN WEIGHTED)                                                                                                      
                                                                                                                                        
  19. NET EXPORTS                      37    -599.6   -606.6  -620.1  -628.9  -641.9  -660.9   -561.7  -623.3  -668.8    N.A.    N.A.   
        (BILLIONS, CHAIN WEIGHTED)                                                                                                      
                                                                                                                                        
                                                                                                                                        
                                                                                                                                        
    * THE HISTORICAL VALUES OF MOODY'S AAA AND BAA RATES ARE PROPRIETARY AND THEREFORE NOT AVAILABLE TO THE GENERAL PUBLIC.             
                                                                                                                                        
    SOURCE: RESEARCH DEPARTMENT, FEDERAL RESERVE BANK OF PHILADELPHIA. SURVEY OF PROFESSIONAL FORECASTERS, FIRST QUARTER 2017.          
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                                                           TABLE TWO                                                               
                                                 MAJOR MACROECONOMIC INDICATORS                                                    
                                               PERCENTAGE CHANGES AT ANNUAL RATES                                                  
                                                                                                                                   
                                                                                                                                   
                                                                                                                                   
                                   NUMBER     Q4 2016  Q1 2017  Q2 2017  Q3 2017  Q4 2017     2016     2017     2018     2019      
                                     OF          TO       TO       TO       TO       TO        TO       TO       TO       TO       
                                FORECASTERS   Q1 2017  Q2 2017  Q3 2017  Q4 2017  Q1 2018     2017     2018     2019     2020      
  ____________________________________________________________________________________________________________________________     
                                                                                                                                   
  1. GROSS DOMESTIC PRODUCT (GDP)     40        4.2      4.3      4.5      4.7      4.7        4.4      4.6      N.A.     N.A.     
        ($ BILLIONS)                                                                                                               
                                                                                                                                   
  2. GDP PRICE INDEX                  40        2.1      2.1      2.0      2.3      2.0        2.0      2.2      N.A.     N.A.     
        (2009=100)                                                                                                                 
                                                                                                                                   
  3. CORPORATE PROFITS AFTER TAXES    20        2.7      6.0      6.9      7.1      4.9        6.1      5.9      N.A.     N.A.     
        ($ BILLIONS)                                                                                                               
                                                                                                                                   
  4. UNEMPLOYMENT RATE                39        0.0     -0.1     -0.0     -0.1     -0.0       -0.2     -0.1      0.0      0.1      
        (PERCENT)                                                                                                                  
                                                                                                                                   
  5. NONFARM PAYROLL EMPLOYMENT                                                                                                    
        (PERCENT CHANGE)              35        1.5      1.4      1.4      1.3      1.3        1.5      1.3      N.A.     N.A.     
        (AVG MONTHLY CHANGE)          35      184.3    167.0    168.9    160.3    157.6      180.3    164.5      N.A.     N.A.     
                                                                                                                                   
  6. INDUSTRIAL PRODUCTION            38        1.7      2.1      2.2      2.0      2.2        1.3      2.2      N.A.     N.A.     
        (2012=100)                                                                                                                 
                                                                                                                                   
  7. NEW PRIVATE HOUSING STARTS       36        1.1     10.2      6.4      5.0      5.0        7.6      5.6      N.A.     N.A.     
        (ANNUAL RATE, MILLIONS)                                                                                                    
                                                                                                                                   
  8. 3-MONTH TREASURY BILL RATE       36       0.14     0.18     0.20     0.17     0.19       0.54     0.70     0.66     0.43      
        (PERCENT)                                                                                                                  
                                                                                                                                   
  9. MOODY'S AAA CORP BOND YIELD *    23       N.A.     0.10     0.08     0.22     0.15       N.A.     0.46      N.A.     N.A.     
        (PERCENT)                                                                                                                  
                                                                                                                                   
 10. MOODY'S BAA CORP BOND YIELD *    24       N.A.     0.16     0.14     0.22     0.05       N.A.     0.51      N.A.     N.A.     
        (PERCENT)                                                                                                                  
                                                                                                                                   
 11. 10-YEAR TREASURY BOND YIELD      39       0.34     0.13     0.06     0.14     0.07       0.79     0.37     0.40     0.20      
        (PERCENT)                                                                                                                  
                                                                                                                                   
 12. REAL GDP                         40        2.2      2.3      2.4      2.4      2.2        2.3      2.4      2.6      2.1      
        (BILLIONS, CHAIN WEIGHTED)                                                                                                 
                                                                                                                                   
 13. TOTAL CONSUMPTION EXPENDITURE    38        2.5      2.5      2.5      2.5      2.6        2.7      2.5      N.A.     N.A.     
        (BILLIONS, CHAIN WEIGHTED)                                                                                                 
                                                                                                                                   
 14. NONRESIDENTIAL FIXED INVESTMENT  36        3.8      3.6      3.6      4.5      4.1        3.0      3.9      N.A.     N.A.     
        (BILLIONS, CHAIN WEIGHTED)                                                                                                 
                                                                                                                                   
 15. RESIDENTIAL FIXED INVESTMENT     36        5.2      4.8      5.1      4.6      5.3        3.8      5.4      N.A.     N.A.     
        (BILLIONS, CHAIN WEIGHTED)                                                                                                 
                                                                                                                                   
 16. FEDERAL GOVERNMENT C & I         36        0.9      0.9      1.1      1.2      2.2        0.7      1.6      N.A.     N.A.     
        (BILLIONS, CHAIN WEIGHTED)                                                                                                 
                                                                                                                                   
 17. STATE AND LOCAL GOVT C & I       35        1.0      1.4      1.3      1.3      1.5        1.0      1.5      N.A.     N.A.     
        (BILLIONS, CHAIN WEIGHTED)                                                                                                 
                                                                                                                                   
 18. CHANGE IN PRIVATE INVENTORIES    35       -8.7      2.0      5.0      0.8      0.1       23.2      1.6      N.A.     N.A.     
        (BILLIONS, CHAIN WEIGHTED)                                                                                                 
                                                                                                                                   
 19. NET EXPORTS                      37       -7.0    -13.5     -8.8    -13.0    -19.0      -61.7    -45.5      N.A.     N.A.     
        (BILLIONS, CHAIN WEIGHTED)                                                                                                 
                                                                                                                                   
                                                                                                                                   
                                                                                                                                   
    * THE HISTORICAL VALUES OF MOODY'S AAA AND BAA RATES ARE PROPRIETARY AND THEREFORE NOT AVAILABLE TO THE GENERAL PUBLIC.        
                                                                                                                                   
    NOTE: FIGURES FOR UNEMPLOYMENT RATE, 3-MONTH TREASURY BILL RATE, MOODY'S AAA CORPORATE BOND YIELD,                             
          MOODY'S BAA CORPORATE BOND YIELD, AND 10-YEAR TREASURY BOND YIELD ARE CHANGES IN THESE RATES, IN PERCENTAGE POINTS.      
          FIGURES FOR CHANGE IN PRIVATE INVENTORIES AND NET EXPORTS ARE CHANGES IN BILLIONS OF CHAIN-WEIGHTED DOLLARS.             
          ALL OTHERS ARE PERCENTAGE CHANGES AT ANNUAL RATES.                                                                       
                                                                                                                                   
    SOURCE: RESEARCH DEPARTMENT, FEDERAL RESERVE BANK OF PHILADELPHIA. SURVEY OF PROFESSIONAL FORECASTERS, FIRST QUARTER 2017.     
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                                                                TABLE THREE                                                             
                                                         MAJOR PRICE INDICATORS                                                         
                                                    MEDIANS OF FORECASTER PREDICTIONS                                                   
                                                                                                                                        
                                                                                                                                        
                                                                                                                                        
                                          ACTUAL            FORECAST(Q/Q)                       ACTUAL      FORECAST(Q4/Q4)             
                                NUMBER    ______  ___________________________________________   ______  __________________________      
                                  OF       2016    2017     2017     2017     2017     2018      2016     2017     2018     2019        
                             FORECASTERS    Q4      Q1       Q2       Q3       Q4       Q1      ANNUAL   ANNUAL   ANNUAL   ANNUAL       
  ___________________________________________________________________________________________________________________________________   
                                                                                                                                        
 1. CONSUMER PRICE INDEX          40        3.4     2.5      2.3      2.3      2.5      2.4       1.8      2.4      2.3      2.3        
        (ANNUAL RATE)                                                                                                                   
                                                                                                                                        
 2. CORE CONSUMER PRICE INDEX     37        2.0     2.4      2.2      2.1      2.2      2.3       2.2      2.2      2.3      2.2        
        (ANNUAL RATE)                                                                                                                   
                                                                                                                                        
 3. PCE PRICE INDEX               37        2.2     2.0      2.0      2.0      2.1      2.1       1.5      2.0      2.0      2.0        
        (ANNUAL RATE)                                                                                                                   
                                                                                                                                        
 4. CORE PCE PRICE INDEX          37        1.3     1.8      1.9      1.9      1.9      2.0       1.7      1.9      2.0      2.0        
        (ANNUAL RATE)                                                                                                                   
                                                                                                                                        
                                                                                                                                        
                                                                                                                                        
                                                                                                                                        
                                                                                                                                        
 SOURCE: RESEARCH DEPARTMENT, FEDERAL RESERVE BANK OF PHILADELPHIA. SURVEY OF PROFESSIONAL FORECASTERS, FIRST QUARTER 2017.             
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                                       TABLE FOUR                                     
                        ESTIMATED PROBABILITY OF DECLINE IN REAL GDP                  
                                                                                      
                                                                                      
                                                                                      
         ESTIMATED              Q4 2016   Q1 2017   Q2 2017   Q3 2017   Q4 2017       
         PROBABILITY              TO        TO        TO        TO        TO          
         (CHANCES IN 100)       Q1 2017   Q2 2017   Q3 2017   Q4 2017   Q1 2018       
                                                                                      
                                                                                      
                                            NUMBER OF FORECASTERS                     
                                                                                      
         10 OR LESS                32        19        14        11        10         
         11 TO 20                   4        15        19        18        15         
         21 TO 30                   1         3         4         7        11         
         31 TO 40                   0         0         0         1         1         
         41 TO 50                   0         0         0         0         0         
         51 TO 60                   0         0         0         0         0         
         61 TO 70                   0         0         0         0         0         
         71 TO 80                   0         0         0         0         0         
         81 TO 90                   0         0         0         0         0         
         91 AND OVER                0         0         0         0         0         
         NOT REPORTING              5         5         5         5         5         
                                                                                      
                                                                                      
         MEAN AND MEDIAN                                                              
                                                                                      
         MEDIAN PROBABILITY        6.73     10.00     15.00     15.00     15.00       
         MEAN PROBABILITY          7.68     11.21     14.61     16.15     17.73       
                                                                                      
                                                                                      
                                                                                      
                                                                                      
                                                                                      
              NOTE:   TOTAL NUMBER OF FORECASTERS REPORTING IS 37.                    
              SOURCE: RESEARCH DEPARTMENT, FEDERAL RESERVE BANK OF PHILADELPHIA.      
                      SURVEY OF PROFESSIONAL FORECASTERS, FIRST QUARTER 2017.         
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                                       TABLE FIVE                                     
                                  MEAN PROBABILITIES                                  
                                                                                      
                                                                                      
                             MEAN PROBABILITY ATTACHED TO POSSIBLE                    
                                 CIVILIAN UNEMPLOYMENT RATES:                         
                                      (ANNUAL AVERAGE)                                
                                                                                      
                                   2017         2018         2019         2020        
                                _________    _________    _________    _________      
                                                                                      
             9.0 PERCENT OR MORE   0.07         0.09         0.10         0.13        
             8.0 TO 8.9 PERCENT    0.15         0.18         0.32         0.44        
             7.5 TO 7.9 PERCENT    0.18         0.24         0.46         0.55        
             7.0 TO 7.4 PERCENT    0.24         0.58         0.86         1.64        
             6.5 TO 6.9 PERCENT    0.45         0.85         1.87         2.65        
             6.0 TO 6.4 PERCENT    1.04         2.41         4.15         5.14        
             5.5 TO 5.9 PERCENT    6.19         9.66        11.35        13.48        
             5.0 TO 5.4 PERCENT   21.15        22.56        26.11        27.74        
             4.0 TO 4.9 PERCENT   65.40        53.50        43.22        37.21        
          LESS THAN 4.0 PERCENT    5.13         9.94        11.57        11.01        
                                                                                      
                                                                                      
                             MEAN PROBABILITY ATTACHED TO POSSIBLE                    
                                 PERCENT CHANGES IN REAL GDP:                         
                              (ANNUAL-AVERAGE OVER ANNUAL-AVERAGE)                    
                                                                                      
                                2016-2017    2017-2018    2018-2019    2019-2020      
                                _________    _________    _________    _________      
                                                                                      
              6.0 OR MORE          0.23         0.31         0.41         0.64        
              5.0 TO 5.9           0.46         0.68         1.27         1.45        
              4.0 TO 4.9           2.98         3.71         4.38         4.52        
              3.0 TO 3.9          14.38        18.26        16.93        16.16        
              2.0 TO 2.9          49.66        40.75        33.85        29.75        
              1.0 TO 1.9          22.87        23.05        25.18        27.12        
              0.0 TO 0.9           6.67         8.04        11.12        11.38        
             -1.0 TO -0.1          1.82         2.64         4.32         6.02        
             -2.0 TO -1.1          0.46         1.21         1.83         2.04        
             -3.0 TO -2.1          0.33         1.03         0.56         0.71        
           LESS THAN -3.0          0.13         0.32         0.13         0.20        
                                                                                      
                                                                                      
                             MEAN PROBABILITY ATTACHED TO POSSIBLE                    
                              PERCENT CHANGES IN GDP PRICE INDEX:                     
                              (ANNUAL-AVERAGE OVER ANNUAL-AVERAGE)                    
                                                                                      
                                2016-2017    2017-2018                                
                                _________    _________                                
                                                                                      
              4.0 OR MORE          0.46         0.42                                  
              3.5 TO 3.9           1.21         1.00                                  
              3.0 TO 3.4           3.48         3.97                                  
              2.5 TO 2.9          12.30        15.77                                  
              2.0 TO 2.4          41.90        38.29                                  
              1.5 TO 1.9          26.69        23.98                                  
              1.0 TO 1.4           8.66        10.27                                  
              0.5 TO 0.9           2.78         3.52                                  
              0.0 TO 0.4           1.59         1.65                                  
              WILL DECLINE         0.93         1.13                                  
                                                                                      
              SOURCE: RESEARCH DEPARTMENT, FEDERAL RESERVE BANK OF PHILADELPHIA.      
                      SURVEY OF PROFESSIONAL FORECASTERS, FIRST QUARTER 2017.         
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                                       TABLE SIX                                      
                   MEAN PROBABILITY OF CORE CPI AND CORE PCE INFLATION (Q4/Q4)        
                                                                                      
                                                                                      
                                                                                      
                                                                                      
                       MEAN PROBABILITY ATTACHED TO CORE CPI INFLATION:               
                                                                                      
                                            16Q4 TO 17Q4   17Q4 TO 18Q4               
                                            ____________   ____________               
                                                                                      
                        4 PERCENT OR MORE       0.42           0.87                   
                        3.5 TO 3.9 PERCENT      0.58           1.51                   
                        3.0 TO 3.4 PERCENT      3.47           6.12                   
                        2.5 TO 2.9 PERCENT     19.73          18.67                   
                        2.0 TO 2.4 PERCENT     44.65          41.15                   
                        1.5 TO 1.9 PERCENT     23.08          21.74                   
                        1.0 TO 1.4 PERCENT      5.51           6.61                   
                        0.5 TO 0.9 PERCENT      1.75           2.16                   
                        0.0 TO 0.4 PERCENT      0.42           0.65                   
                        WILL DECLINE            0.37           0.52                   
                                                                                      
                                                                                      
                                                                                      
                       MEAN PROBABILITY ATTACHED TO CORE PCE INFLATION:               
                                                                                      
                                            16Q4 TO 17Q4   17Q4 TO 18Q4               
                                            ____________   ____________               
                                                                                      
                        4 PERCENT OR MORE       0.23           0.54                   
                        3.5 TO 3.9 PERCENT      0.37           0.86                   
                        3.0 TO 3.4 PERCENT      1.76           3.99                   
                        2.5 TO 2.9 PERCENT     11.42          15.20                   
                        2.0 TO 2.4 PERCENT     32.60          34.28                   
                        1.5 TO 1.9 PERCENT     33.67          30.04                   
                        1.0 TO 1.4 PERCENT     14.58           9.82                   
                        0.5 TO 0.9 PERCENT      4.02           3.56                   
                        0.0 TO 0.4 PERCENT      0.81           1.05                   
                        WILL DECLINE            0.54           0.66                   
                                                                                      
                                                                                      
                                                                                      
                                                                                      
                                                                                      
                                                                                      
                                                                                      
                                                                                      
                                                                                      
              SOURCE: RESEARCH DEPARTMENT, FEDERAL RESERVE BANK OF PHILADELPHIA.      
                      SURVEY OF PROFESSIONAL FORECASTERS, FIRST QUARTER 2017.         
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                                                   TABLE SEVEN                                                                
                                     LONG-TERM (5-YEAR AND 10-YEAR) FORECASTS                                                 
                                                                                                                              
                                                                                                                              
         ANNUAL AVERAGE OVER THE NEXT 5 YEARS: 2017-2021                                                                      
         ===============================================                                                                      
                                                                                                                              
         CPI INFLATION RATE              PCE INFLATION RATE                                                                   
         -------------------------       -------------------------                                                            
         MINIMUM              2.00       MINIMUM              1.70                                                            
         LOWER QUARTILE       2.20       LOWER QUARTILE       1.93                                                            
         MEDIAN               2.30       MEDIAN               2.03                                                            
         UPPER QUARTILE       2.50       UPPER QUARTILE       2.25                                                            
         MAXIMUM              3.70       MAXIMUM              3.30                                                            
         MEAN                 2.42       MEAN                 2.14                                                            
         STD. DEVIATION       0.38       STD. DEVIATION       0.33                                                            
         N                      32       N                      29                                                            
         MISSING                10       MISSING                13                                                            
                                                                                                                              
                                                                                                                              
         ANNUAL AVERAGE OVER THE NEXT 10 YEARS: 2017-2026                                                                     
         ================================================                                                                     
                                                                                                                              
         CPI INFLATION RATE              PCE INFLATION RATE                                                                   
         -------------------------       -------------------------                                                            
         MINIMUM              2.00       MINIMUM              1.70                                                            
         LOWER QUARTILE       2.11       LOWER QUARTILE       2.00                                                            
         MEDIAN               2.30       MEDIAN               2.10                                                            
         UPPER QUARTILE       2.50       UPPER QUARTILE       2.20                                                            
         MAXIMUM              4.00       MAXIMUM              4.30                                                            
         MEAN                 2.42       MEAN                 2.19                                                            
         STD. DEVIATION       0.44       STD. DEVIATION       0.48                                                            
         N                      31       N                      28                                                            
         MISSING                11       MISSING                14                                                            
                                                                                                                              
         REAL GDP GROWTH RATE            PRODUCTIVITY GROWTH RATE                                                             
         -------------------------       -------------------------                                                            
         MINIMUM              1.60       MINIMUM              0.50                                                            
         LOWER QUARTILE       2.13       LOWER QUARTILE       1.10                                                            
         MEDIAN               2.45       MEDIAN               1.60                                                            
         UPPER QUARTILE       2.59       UPPER QUARTILE       1.97                                                            
         MAXIMUM              2.80       MAXIMUM              2.75                                                            
         MEAN                 2.33       MEAN                 1.61                                                            
         STD. DEVIATION       0.34       STD. DEVIATION       0.61                                                            
         N                      28       N                      23                                                            
         MISSING                14       MISSING                19                                                            
                                                                                                                              
         STOCK RETURNS (S&P 500)         BOND RATE (10-YEAR)             BILL RETURNS (3-MONTH)                               
         -------------------------       -------------------------       -------------------------                            
         MINIMUM              0.50       MINIMUM              2.00       MINIMUM              1.00                            
         LOWER QUARTILE       4.10       LOWER QUARTILE       3.34       LOWER QUARTILE       2.00                            
         MEDIAN               6.00       MEDIAN               3.86       MEDIAN               2.50                            
         UPPER QUARTILE       6.20       UPPER QUARTILE       4.00       UPPER QUARTILE       2.85                            
         MAXIMUM             10.00       MAXIMUM              5.10       MAXIMUM              3.50                            
         MEAN                 5.60       MEAN                 3.68       MEAN                 2.47                            
         STD. DEVIATION       1.98       STD. DEVIATION       0.68       STD. DEVIATION       0.60                            
         N                      19       N                      26       N                      25                            
         MISSING                23       MISSING                16       MISSING                17                            
                                                                                                                              
                                                                                                                              
                        SOURCE: RESEARCH DEPARTMENT, FEDERAL RESERVE BANK OF PHILADELPHIA.                                    
                                SURVEY OF PROFESSIONAL FORECASTERS, FIRST QUARTER 2017.                                       
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The equity risk premium is broadly defined as the difference between the expected total return on an equity
index and the return on a riskless asset. The magnitude of the equity risk premium, arguably the most
important variable in financial economics, affects the asset allocation decisions of individual and institu-
tional investors, and the premium is a critical factor in estimating companies’ costs of capital. This literature
review explores research by academics and practitioners on this topic during the past three decades.

The equity risk premium (or, simply, equity premium) is broadly defined as the difference between the expected
total return on an equity index and the return on a riskless asset. (Which index and which riskless asset need to
be defined precisely before numerically estimating this premium.) The equity premium is considered the most
important variable in financial economics. The magnitude of the equity premium strongly affects the asset
allocation decisions of individual investors and institutional investors, including pensions, endowment funds,
foundations, and insurance companies, and is a critical factor in estimating companies’ costs of capital.

History of Research on the Equity Risk Premium
The topic of the equity risk premium (ERP) has attracted attention from academics and practitioners. There are
three major themes in the intellectual history of the equity premium. The first theme builds on Gordon and
Shapiro’s suggestion that a dividend discount model (DDM) be used to estimate the required return on capital
for a corporate project, and, by extension, the expected return on an equity (if the equity is fairly priced).1
Specifically, the DDM says that expected total equity return equals the dividend yield plus the expected dividend
growth rate; the equity premium is this sum minus the riskless rate. The DDM was widely used by practitioners
to estimate the equity premium until Ibbotson and Sinquefield (1976) introduced a different approach based on
historical returns. An early work by Diermeier, Ibbotson, and Siegel (1984) attempted to bolster the use of the
DDM for long-range forecasting, but it was not widely used; the recent, and quite remarkable, revival of the DDM
as an estimator of the equity premium dates back only to the late 1990s.

The second theme arose from Ibbotson and Sinquefield’s 1976 article, which decomposed historical returns
on an equity index into a part attributable to the riskless rate and a part attributable to the equity premium. The
arithmetic mean of the equity premium part is assumed to be stationary—that is, the same in the future as in the
past. Thus, if equities had beaten riskless Treasury bills by an arithmetic mean margin of 7 percent a year over the
historical measurement period, which was usually 1926 through the then-current time, then equities were forecast
to beat bills by the same amount in the future. This approach dominated practitioners’ estimates of the equity
premium starting in the late 1970s, but its influence has faded recently, under attack from both the DDM and
the “puzzle” literature that began with Mehra and Prescott (1985).

Mehra and Prescott’s 1985 article, “The Equity Premium: A Puzzle,” began a third theme. The puzzle they
described is that the historical equity risk premium during the period of 1889–1978 (or any other similarly long
period, such as 1926 to the present) was too high, by at least an order of magnitude, to be explained by standard

1Myron J. Gordon and Eli Shapiro,  “Capital Equipment Analysis: The Required Rate of Profit,” Management Science, vol. 3, no. 1 (October
1956):102–110.
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“general equilibrium” or “macroeconomic” asset-pricing models. Using these models, such a high premium can
only be explained by a very high coefficient of risk aversion, one in the range of 30 to 40. Risk aversion parameters
observed in other aspects of financial behavior are around 1. So, Mehra and Prescott argued, either the model
used to describe investors’ behavior is flawed or equity investors have received a higher return than they expected.

We call the asset-pricing models referenced by Mehra and Prescott (1985) “macroeconomic” because they
originated in that specialty, but more importantly to distinguish them from asset-pricing models commonly used
in investment finance—such as the capital asset pricing model, the three-factor Fama–French model, and arbitrage
pricing theory—that are silent on the absolute size of the risk premium (in fact, requiring it as an input) and that
distinguish instead among the expected relative returns on specific securities or portfolios.

The rest of this introductory essay focuses on attempts to resolve the equity premium “puzzle” identified by
Mehra and Prescott (1985). Their “puzzle” has stimulated a remarkable response in the academic literature. Most
practitioners today, however, use estimates of the equity premium that emerge from the DDM—the earliest
method. Moreover, practitioner debates tend to focus on which DDM estimate to use and the extent to which
the estimate should be influenced by historical returns, not the question of whether either the DDM or the
historical approach can be reconciled with that of Mehra and Prescott. Reflecting practitioners’ concerns, this
annotated bibliography covers all three major themes in the literature.

Reconciling the “Puzzle”
Research on the question of why the realized equity premium was so large can be grouped into two broad categories:
(1) studies alleging bias in the historical data and (2) studies suggesting improvements in the macroeconomic
model. A third category, studies that set forth methods for estimating for the equity risk premium independent of
the macroeconomic model, is also addressed in this review.

Biases in Historical Data. Potential biases in the historical data vary from survivorship bias and
variations in transaction and tax costs to the choice of short-term bills versus long-term bonds as the riskless asset.

■ Survivorship bias. Brown, Goetzmann, and Ross (1995) argued that the historical equity premium
calculated using U.S. data is likely to overstate the true (expected) premium because the U.S. stock market turned
out to be the most successful in world history. However, Dimson, Marsh, and Staunton (2006) examined stock
and bond returns using data from 1900 to 2005 for 17 countries and concluded that the high historical equity
premium obtained for the United States is comparable with that of other countries.

■ Transaction costs, regulations, and taxes. McGrattan and Prescott (2001) suggested that the higher historical
equity premium is mainly because of a large run-up in the equity price caused by the sharp decline in the tax rate
on dividends. In their 2003 article, they claimed that the equity premium is less than 1 percent after accounting
for taxes, regulations, and costs.

■ Short-term bills vs. long-term bonds as the riskless asset. McGrattan and Prescott (2003) argued that short-
term bills provide considerable liquidity services and are a negligible part of individuals’ long-term debt holdings.
As a result, long-term bonds should be used as the riskless asset in equity premium calculations. Siegel (2005)
argued that the riskless asset that is relevant to most investors (that is, to long-term investors) is “an annuity that
provides a constant real return over a long period of time” (p. 63). And the return on long-term inflation-indexed
government bonds is the closest widely available proxy for such an annuity.

■ Unanticipated repricing of equities. Bernstein (1997) suggested that because equities started the sample
period (which begins in 1926) at a price-to-earnings ratio (P/E) of about 10, and ended the period at a P/E of
about 20, the actual return on equities was higher than investors expected or required. Thus, the historical return
overstates the future expected return. This finding was bolstered by Fama and French (2002), who used the DDM
to show that investors expected an equity risk premium of about 3 percent, on average, from 1926 to the present.

■ Unanticipated poor historical bond returns. Historical bond returns may have been biased downward because
of unexpected double-digit inflation in the 1970s and 1980s (Arnott and Bernstein 2002; Siegel 2005). However,
subsequent disinflation and declines in bond yields have caused the bond yield to end the historical study period
only a little above where it started, thus mostly negating the validity of this objection.
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Improvements in the Theoretical Model. The second broad category of research on the equity risk
premium is a large body of literature exploring a variety of improvements in the original Mehra and Prescott
(1985) model.

■ Rare events. Rietz (1988) suggested that the ERP puzzle can be solved by incorporating a very small
probability of a very large drop in consumption. If such a probability exists, the predicted equity premium is large
(to compensate investors for the small risk of a very bad outcome). In the same year, Mehra and Prescott countered
that Rietz’s model requires a 1 in 100 chance of a 25 percent decline in consumption to reconcile the equity
premium with a risk aversion parameter of 10, which is the approximate degree of risk aversion that would be
required to predict an equity premium equal to that which was realized.2 However, they argued, the largest
aggregate consumption decline in the last 100 years was only 8.8 percent. Campbell, Lo, and MacKinlay pointed
out in 1997 that “the difficulty with Rietz’s argument is that it requires not only an economic catastrophe, but one
which affects stock market investors more seriously than investors in short-term debt instruments” (p. 311).3
Recently, Barro (2006) extended Rietz’s model and argued that it does provide a plausible resolution of the equity
premium “puzzle.”

■ Recursive utility function. One critique of the power utility function used by Mehra and Prescott (1985)
is the tight link between risk aversion and intertemporal substitution. Hall argued that this link is inappropriate
because the intertemporal substitution concerns the willingness of an investor to move consumption between
different time periods whereas the risk aversion parameter concerns the willingness of an investor to move
consumption between states of the world.4 However, Weil (1989) showed that the ERP puzzle cannot be solved
by simply separating risk aversion from intertemporal substitution. More recently, Bansal and Yaron (2004) argued
that risks related to varying growth prospects and fluctuating economic uncertainty, combined with separation
between the intertemporal substitution and risk aversion, can help to resolve the ERP puzzle.

■ Habit formation. Constantinides (1990) introduced habit persistence in an effort to explain the ERP
puzzle. His model assumes that an investor’s utility is affected by both current and past consumption and that a
small fall in consumption can generate a large drop in consumption net of the subsistence level. This preference
makes investors extremely averse to consumption risk even when risk aversion is small. Constantinides showed
that the historical equity premium can be explained if past consumption generates a subsistence level of
consumption that is about 80 percent of the normal consumption rate.

Abel defined a similar preference, called “catching up with the Joneses,” where one’s utility depends not on
one’s absolute level of consumption, but on how one is doing relative to others.5

■ Borrowing constraints and life-cycle issues. Constantinides, Donaldson, and Mehra (2002) introduced life-
cycle and borrowing constraints. They argued that as the correlation of equities with personal income changes
over the life of the investor, so too does the attractiveness of equities to that investor. The young, who should
borrow to smooth consumption and to invest in equities, cannot do so. Therefore, equities are priced almost
exclusively by middle-aged investors, who find equities to be unattractive. Thus, equities are underpriced and
bonds are overpriced, producing a higher equity risk premium than predicted by Mehra and Prescott (1985).

■ Limited market participation. Mankiw and Zeldes (1991) examined whether the consumption of
stockholders differs from that of nonstockholders and whether this difference helps explain the historical equity
risk premium. They showed that aggregate consumption of stockholders is more highly correlated with the stock
market and is more volatile than the consumption of nonstockholders. A risk aversion parameter of 6 can explain
the size of the equity premium based on consumption of stockholders alone. Although this value is still too large
to be plausible, it is much less than the magnitude of 30 to 40 derived by Mehra and Prescott (1985) using the
aggregate consumption data of both stockholders and nonstockholders.

2Rajnish Mehra and Edward C. Prescott, “The Equity Premium: A Solution?” Journal of Monetary Economics, vol. 22, no. 1 (July 1988):133–136.
3John Y. Campbell, Andrew W. Lo, and A. Craig MacKinlay, The Econometrics of Financial Markets (Princeton, NJ: Princeton University
Press, 1997).
4Robert E. Hall, “Intertemporal Substitution in Consumption,” Journal of Political Economy, vol. 96, no. 2 (December 1988):212–273.
5Andrew B. Abel, “Asset Prices under Habit Formation and Catching Up with the Joneses,” American Economic Review Papers and
Proceedings, vol. 80, no. 2 (May 1990):38–42.
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■ Incomplete markets. Heaton and Lucas introduced uninsurable, idiosyncratic income risk into standard
and dynamic general equilibrium models and showed that it can increase the risk premium.6 Brav, Constantinides,
and Geczy (2002) showed that the equity premium can be “explained with a stochastic discount factor calculated
as the weighted average of the individual households’ marginal rate of substitution with low and economically
plausible values of the rate of risk aversion coefficient.” This explanation relies on incomplete markets in that all
risks would be insurable if markets were “complete.”

■ Behavioral approach. Starting with prospect theory as proposed by Kahneman and Tversky,7 a large swath
of behavioral finance literature argues that the combination of “myopic” loss aversion and narrow framing can
help to resolve the ERP puzzle, including works by Benartzi and Thaler (1995), Barberis, Huang, and Santos
(2001), and Barberis and Huang (2006).

Summary
The various (and quite different, almost unrelated) approaches to estimating the equity risk premium is best
summarized by Ibbotson and Chen, who categorized the estimation methods into four groups:8

1. Historical method. The historical equity risk premium, or difference in realized returns between stocks and
bonds (or stocks and cash), is projected forward into the future. See Ibbotson and Sinquefield (1976), which
is updated annually by Ibbotson Associates (now Morningstar), and Dimson, Marsh, and Staunton (2002).

2. Supply-side models. This approach uses fundamental information, such as earnings, dividends, or overall
economic productivity, to estimate the equity risk premium. See Diermeier, Ibbotson, and Siegel (1984);
Siegel (1999); Shiller (2000); Fama and French (1999); Arnott and Ryan (2001); Campbell, Diamond, and
Shoven (2001); Arnott and Bernstein (2002); and Grinold and Kroner (2002).

3. Demand-side models. This approach uses a general equilibrium or macroeconomic model to calculate the
expected equity return by considering the payoff demanded by investors for bearing the risk of equity
investments. Mehra and Prescott (1985) is the best known example of this approach, and the “puzzle debate”
is an attempt to reconcile the results of this approach with the much higher ERP estimates given by the
other approaches.

4. Surveys. An estimate of the equity risk premium is obtained by surveying financial professionals or academics
(e.g., Welch 2000). Such results presumably incorporate information from the other three methods.
In closing, the equity risk premium has been the topic of intense and often contentious research over at least

the last three decades. As Siegel (2005) said, although there are good reasons why the future equity risk premium
should be lower than it has been historically, a projected equity premium of 2 percent to 3 percent (over long-
term bonds) will still give ample reward for investors willing to bear the risk of equities.

6John Heaton and Deborah Lucas, “Evaluating the Effects of Incomplete Markets on Risk Sharing and Asset Pricing,” Journal of Political
Economy, vol. 104, no. 3 (June 1996):443–487.
7Daniel Kahneman and Amos Tversky, “Prospect Theory: An Analysis of Decisions under Risk,” Econometrica, vol. 47, no. 2 (March
1979):263–292.
8Roger Ibbotson and Peng Chen, “The Supply of Stock Market Returns,” Ibbotson Associates, 2001.
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The 2001 update reaches the same conclusion and an even more bearish forecast.

10Benjamin Graham and David Dodd, Security Analysis (New York: McGraw-Hill, 1934).
11Clifford S. Asness, “Stocks versus Bonds: Explaining the Equity Risk Premium,” Financial Analysts Journal, vol. 56, no. 2 (March/ April
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is probably no more than 3 percent. International evidence from Canada, France, Germany, Japan,
and the United Kingdom also support this claim. Known upward biases in analysts’ earnings forecasts
are corrected in making the estimates. Possible reasons why the historical method might have
overstated the expected equity risk premium in recent years are discussed.

Cochrane, John H. 1997. “Where Is the Market Going? Uncertain Facts and Novel Theories.” Economic
Perspectives, Federal Reserve Bank of Chicago, vol. 21, no. 6 (November/December):3–37.

This paper summarizes the statistical evidence on average stock return and surveys economic theories
that try to explain it. Standard models can only justify a low equity risk premium, whereas new models
that can explain the 8 percent historical equity premium drastically modify the description of stock market
risk. The author concludes that low forecast stock returns do not imply that the investor should change
his portfolio unless he is different from the average investor in risk exposure, attitude, or information.

Constantinides, George M. 1990. “Habit Formation: A Resolution of the Equity Premium Puzzle.” Journal of
Political Economy, vol. 98, no. 3 ( June):519–543.

Constantinides introduces habit persistence in an effort to explain the ERP puzzle. This model
assumes that an investor’s utility is affected by both current and past consumption and that a small
drop in consumption can generate a large drop in consumption net of the subsistence level. The author
shows that the historical equity premium can be explained if past consumption generates a subsistence
level of consumption that is about 80 percent of the normal consumption rate.

———. 2002. “Rational Asset Prices.” Journal of Finance, vol. 57, no. 4 (August):1567–1591. 
This article examines the extent to which historical asset returns can be explained by relaxing the
assumptions of the traditional asset pricing model. Constantinides reviews statistical evidence on
historical equity returns and premiums and discusses the limitations of existing theories. The author
suggests that it is promising to try to explain the equity risk premium by integrating the notions of
incomplete market, life-cycle issues, borrowing constraints, and limited stock participation (i.e.,
stockholdings are concentrated in the hands of the wealthiest few), along with investors’ deviation
from rationality.

Constantinides, George M., John B. Donaldson, and Rajnish Mehra. 2002. “Junior Can’t Borrow: A New
Perspective on the Equity Premium Puzzle.” Quarterly Journal of Economics, vol. 117, no. 1 (February):269–296.

As the correlation of equities with personal income changes over the life of the investor, so does the
attractiveness of equities to that investor. The young, who should borrow to smooth consumption and
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to invest in equities, can’t do so. Therefore, equities are priced almost exclusively by middle-aged
investors, who find equities to be unattractive. (Middle-aged investors have a shorter time horizon
and also prefer bonds because they smooth consumption in retirement, as wages do when one is
working.) The result is a decreased demand for equities and an increased demand for bonds relative
to what it would be in a perfectly competitive market. Thus, equities are (on average, over time)
underpriced and bonds are overpriced, producing a higher equity risk premium than predicted by
Mehra and Prescott (1985).

Cornell, Bradford. 1999. The Equity Risk Premium. New York: Wiley.

The literature on the equity risk premium is extensively reviewed and somewhat popularized in this
book. The conclusion is that the equity risk premium will be lower in the future than it was in the past.
A premium of 3.5–5.5 percent over Treasury bonds and 5–7 percent over Treasury bills is projected.

Dichev, Ilia D. 2007. “What Are Stock Investors’ Actual Historical Returns? Evidence from Dollar-Weighted
Returns.” American Economic Review, vol. 97, no. 1 (March):386–401. [added April 2008, abstract by Bruce D.
Phelps, CFA]

For the NYSE and Amex, the author finds that dollar-weighted returns are 1.9 percent per year lower
on average than value-weighted (or buy-and-hold) returns. For the NASDAQ, dollar-weighted
returns are 5.3 percent lower. Similar results hold internationally. Because actual investor returns are
lower than published returns, empirical measurements of the equity risk premium and companies’ cost
of equity are potentially overstated.

Diermeier, Jeffrey J., Roger G. Ibbotson, and Laurence B. Siegel. 1984. “The Supply of Capital Market Returns.”
Financial Analysts Journal, vol. 40, no. 2 (March/April):74–80.

Stock total returns must equal dividend yields plus the growth rate of dividends, which cannot, in the
long run, exceed the growth rate of the economy. If infinite-run expected dividend growth exceeded
infinite-run expected economic growth, then dividends would crowd out all other economic claims.
Net new issues, representing new capital (transferred from the labor market) that is needed so the
corporate sector can grow, may cause the dividend growth rate to be slower than the GDP growth
rate. Thus, the equity risk premium equals the dividend yield (minus new issues net of share buybacks),
plus the GDP growth rate, minus the riskless rate.

As far as we know, this is the first direct application of the dividend discount model of John Burr
Williams (writing in the 1930s) and Myron Gordon and Eli Shapiro (in the 1950s) to the question
of the equity risk premium for the whole equity market as opposed to an individual company. The
“supply side” thread thus begins with this work.

Dimson, Elroy, Paul Marsh, and Mike Staunton. 2002. Triumph of the Optimists: 101 Years of Global Investment
Returns. Princeton, NJ: Princeton University Press.

This book provides a comprehensive examination of returns on stocks, bonds, bills, inflation, and
currencies for 16 countries over the period from 1900 to 2000. This evidence suggests that the high
historical equity premium obtained for the United States is comparable with that of other countries.
The point estimate of the historical equity premium for the United States and the United Kingdom
is about 1.5 percent lower than reported in previous studies, and the authors attribute the difference
to index construction bias (for the United Kingdom) and a longer time frame (for the United States).
The prospective risk premium that investors can expect going forward is also discussed. The estimated
geometric mean premium for the United States is 4.1 percent, 2.4 percent for the United Kingdom,
and 3.0 percent for the 16-country world index. Implications for individual investors, investment
institutions, and companies are carefully explored.
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———. 2003. “Global Evidence on the Equity Risk Premium.” Journal of Applied Corporate Finance, vol. 15,
no. 4 (Summer):27–38.

This article examines the historical equity risk premium for 16 countries using data from 1900 to
2002. The geometric mean annualized equity risk premium for the United States was 5.3 percent,
and the average risk premium across the 16 countries was 4.5 percent. The forward-looking risk
premium for the world’s major markets is likely to be around 3 percent on a geometric mean basis and
about 5 percent on an arithmetic mean basis.

———. 2006. “The Worldwide Equity Premium: A Smaller Puzzle.” Working paper.
This paper is an updated version of Dimson, Marsh, and Staunton (2003). Using 1900–2005 data for
17 countries, the authors show that the annualized equity premium for the rest of the world was 4.2
percent, not too much below the U.S. equity premium of 5.5 percent over the same period.

The historical equity premium is decomposed into dividend growth, multiple expansion, the dividend
yield, and changes in the real exchange rate. Assuming zero change in the real exchange rate and no
multiple expansion, and a dividend yield 0.5–1 percent lower than the historical mean (4.49 percent),
the authors forecast a geometric equity premium on the world index around 3–3.5 percent and 4.5–5
percent on an arithmetic mean basis.

Elton, Edwin J. 1999. “Presidential Address: Expected Return, Realized Return and Asset Pricing Tests.” Journal
of Finance, vol. 54, no. 4 (August):1199–1220.

At one time, researchers felt they had to (weakly) defend the assumption that expected returns were
equal to realized returns. Now, they just make the assumption without defending it. This practice
embeds the assumption that information surprises cancel to zero; evidence, however, shows they do
not. The implications of this critique are applied to asset-pricing tests, not to the equity risk premium.

Fama, Eugene F., and Kenneth R. French. 1999. “The Corporate Cost of Capital and the Return on Corporate
Investment.” Journal of Finance, vol. 54, no. 6 (December):1939–1967.

The authors use Compustat data to estimate the internal rate of return (IRR) of the capitalization-
weighted corporate sector from 1950 to 1996. This IRR, 10.72 percent, is assumed to have been the
nominal weighted average cost of capital (WACC). By observing the capital structure and assuming
a corporate debt yield 150 bps above Treasuries, and making the usual tax adjustment to the cost of
debt, a nominal expected equity total return of 12.8 percent is derived, which produces an equity risk
premium of 6.5 percent. The cash flow from the “sale” of securities in 1996 is a large proportion of
the total cash flow studied, so the sensitivity of the result to the 1996 valuation is analyzed. Because
the period studied is long, the result is not particularly sensitive to the exit price.

———. 2002. “The Equity Premium.” Journal of Finance, vol. 57, no. 2 (April):637–659.
This paper compares alternative estimates of the unconditional expected stock return between 1872
and 2000, and provides explanation to the low expected return estimates derived from fundamentals
such as dividends and earnings for the 1951–2000 period. The authors conclude that the decline in
discount rates largely causes the unexplained capital gain of the last half-century.

Faugère, Christophe, and Julian Van Erlach. 2006. “The Equity Premium: Consistent with GDP Growth and
Portfolio.” Financial Review, vol. 41, no. 4 (November):547–564. [added April 2008; abstract by Stephen Phillip
Huffman, CFA]

Two macroeconomic equity premium models are derived and tested for consistency with historical
data. The first model illustrates that the long-term equity premium is directly related to per capita
growth in GDP. The second model, based on a portfolio insurance strategy of buying put options,
illustrates that debtholders are paying stockholders an insurance premium, which is essentially the
equity premium.
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Fisher, Lawrence, and James H. Lorie. 1964. “Rates of Return on Investments in Common Stocks.” Journal of
Business, vol. 37, no. 1 ( January):1–21.

This paper presents the first comprehensive data on rates of return on investments in common stocks
listed on New York Stock Exchange over the period from 1926 to 1960. The authors show that the
annually compounded stock return was 9 percent with reinvestment of dividend for tax-exempt
institutions during this period.

Geweke, John. 2001. “A Note on Some Limitations of CRRA Utility.” Economic Letters, vol. 71, no. 3 ( June):
341–345.

This paper points out that the equity premium calculated from the standard growth model in Mehra
and Prescott (1985) is quite sensitive to small changes in distribution assumptions. As such, it is
questionable to use this kind of growth model to interpret observed economic behavior.

Goyal, Amit, and Ivo Welch. 2006. “A Comprehensive Look at the Empirical Performance of Equity Premium
Prediction.” Working paper.

This paper examines a wide range of variables that have been proposed by economists to predict the
equity premium. The authors find that the prediction models have failed both in sample and out of
sample using data from 1975 to 2004 and that out-of-sample predictions of the models are
unexpectedly poor. They conclude that “the models would not have helped an investor with access
only to the information available at the time to time the market” (p. 1).

Grinold, Richard, and Kenneth Kroner. 2002. “The Equity Risk Premium.” Investment Insights, Barclays Global
Investors, vol. 5, no. 3 ( July):1–24.

The authors examine the four components of the expected equity risk premium separately (income
return, expected real earnings growth, expected inflation, and expected repricing) and suggest a current
risk premium of about 2.5 percent. The authors argue that neither the “rational exuberance” view (5.5
percent equity risk premium) and “risk premium is dead” (zero or negative premium) view can be
justified without making extreme and/or irrational assumptions.

The authors also forcefully attack the “puzzle” literature by arguing that literature on the equity risk
premium puzzle is too academic and is dependent on unrealistic asset-pricing models.

Ibbotson, Roger G., and Peng Chen. 2003. “Long-Run Stock Returns: Participating in the Real Economy.”
Financial Analysts Journal, vol. 59, no. 1 ( January/February):88–98.

If one simply uses the dividend discount model to forecast stock returns, the forecast violates M&M
dividend invariance because the current dividend yield is much lower than the average dividend yield
over the period from which historical earnings growth rates were taken. Applying M&M
intertemporally, lower dividend payouts should result in higher earnings growth rates. The solution
is to add, to the straight dividend discount model estimate, an additional-growth term of 2.28 percent
as well as using a current-dividend number of 2.05 percent, which is what the dividend yield would
have been in 2000 if the dividend payout ratio had equaled the historical average of 59.2 percent. The
equity risk premium thus estimated is about 4 percent (geometric) or 6 percent (arithmetic), about
1.25 percent lower than the straight historical estimate.

Ibbotson, Roger G., and Rex A. Sinquefield, 1976. “Stocks, Bonds, Bills and Inflation: Year-by-Year Historical
Returns (1926–74).” Journal of Business, vol. 49, no. 1 ( January):11–47. (Updated in Stocks, Bonds, Bills and
Inflation: 2006 Yearbook ; Chicago: Morningstar, 2006.) 

Total equity returns consist of a stationary part (the equity risk premium) and a nonstationary part
(the interest rate component, which consists of a real interest rate plus compensation for expected
inflation). The estimator of the future arithmetic mean equity risk premium is the past arithmetic
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mean premium, which is currently about 7 percent. To this is added the current interest rate, 4.8
percent (on 20-year Treasury bonds). The sum of these, about 12 percent, is the arithmetic mean
expected total return on equities. This method is justified by the assertion that in the long run, investors
should and do conform their expectations to what is actually realizable. As a result, the historical
equity risk premium reflects equilibrium at all times and forms the proper estimator of the future
equity risk premium. (Note that the 2006 update discusses other methods rather than supporting a
doctrinaire “future equals past” interpretation of historical data.)

Jagannathan, Ravi, Ellen R. McGrattan, and Anna Scherbina. 2000. “The Declining U.S. Equity Premium.”
Quarterly Review, Federal Reserve Bank of Minneapolis, vol. 24, no. 4 (Fall):3–19.

The IRR equating expected future dividends from a stock portfolio with the current price is the
expected total return on equities; subtracting the bond yield, one arrives at the equity risk premium.
This number is estimated at historical points in time and is shown to have declined over the sample
period (1926–1999). The expected total return on equities is about the same in the 1990s as it was in
the 1960s, but the equity risk premium is smaller because bond yields have increased. The equity risk
premium in 1999 is –0.27 percent for the S&P 500, –0.05 percent for the “CRSP portfolio,” and 2.71
percent for the “Board of Governors stock portfolio” (a broad-cap portfolio with many small stocks
that pay high dividend yields). The analysis is shown to be reasonably robust when tested for sensitivity
to the dividend yield being too low because of share repurchases and the bond yield being too high.
If dividend growth is assumed equal to GNP growth, instead of being 1.53 percentage points lower
as it was historically, then the equity risk premium based on the S&P 500 rises to 1.26 percent.

Jorion, Philippe, and William N. Goetzmann. 1999. “Global Stock Markets in the Twentieth Century.” Journal
of Finance, vol. 54, no. 3 ( June):953–980.

The U.S. equity market experience in the 20th century is an unrepresentative sample of what can and
does happen. The high equity risk premium observed globally is mostly a result of high equity returns
in the United States (with a 4.3 percent real capital appreciation return), which had a large initial weight
in the GDP-weighted world index. All other surviving countries had lower returns (with a median real
capital appreciation return of 0.8 percent), and there were many nonsurviving countries. Although the
large capitalization of the United States was in a sense the market’s forecast of continued success,
investors did not know in advance that they would be in the highest-returning country or even in a
surviving one. Nonsurvival or survival with poor returns should be factored in when reconstructing the
history of investor expectations (and should conceivably be factored into current expectations too). This
finding contrasts with that of Dimson, Marsh, and Staunton (2002, 2003, 2006).

Kocherlakota, Narayana R. 1996. “The Equity Premium: It Is Still a Puzzle.” Journal of Economic Literature, vol. 34,
no. 1 (March):42–71.

After reviewing the literature on modifications of investor risk preference and on market friction, the
author suggests that the ERP puzzle is still unsolved. Kocherlakota concludes that the equity risk
premium puzzle should be solved by discovering the fundamental features of goods and asset markets
rather than patching existing models.

Kritzman, Mark P. 2001. “The Equity Risk Premium Puzzle: Is It Misspecification of Risk?” Economics and
Portfolio Strategy (15 March), Peter L. Bernstein, Inc.

Investors do not know when they are going to need their money back (for consumption), so the
terminal-wealth criterion used by Mehra and Prescott (1985) to frame the ERP puzzle greatly
understates the risk of equities (but not of bonds). In addition, some investors face risk from “breaching
a threshold” that is not captured by classical utility theory. Thus, a much higher equity risk premium
is justified by utility theory than is proposed by Mehra and Prescott.
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Longstaff, Francis A., and Monika Piazzesi. 2004. “Corporate Earnings and the Equity Premium.” Journal of
Financial Economics, vol. 74, no. 3 (December):401–421.

Most studies assume that aggregate dividends equal aggregate consumption. This article argues that
separating corporate cash flow from aggregate consumption is critical because “corporate cash flows
have historically been far more volatile and sensitive to economic shocks than has aggregate
consumption” (p. 402). The authors show that the equity premium consists of three components,
identified by allowing aggregate dividends and consumption to follow distinct dynamic processes. The
first component is called the consumer-risk premium, which is the Mehra and Prescott (1985) equity
risk premium proportional to the variance of consumption growth. The second component is the event-
risk premium, which compensates for downward jumps. And the third component is the corporate-
risk premium, which is proportional to the covariance between the consumption growth rate and the
“corporate fraction” (defined as the ratio of aggregate dividends to consumption). Using a risk aversion
parameter of 5, the three components are 0.36 percent, 0.51 percent, and 1.39 percent, summing to a
total equity premium of 2.26 percent. The authors admit that their model does not solve the ERP
puzzle completely and suggest that the ultimate resolution may lie in the integration of their model
with other elements, such as habit formation or investor heterogeneity in incomplete markets.

Lundblad, Christian. 2007. “The Risk Return Tradeoff in the Long Run: 1836–2003.” Journal of Financial
Economics, vol. 85, no. 1 ( July):123–150. [added April 2008; abstract by Yazann S. Romahi, CFA]

Although the risk–return trade-off is fundamental to finance, the empirical literature has offered
mixed results. The author extends the sample considerably and analyzes nearly two centuries of both
U.S. and U.K. market returns and finds a positive and statistically significant risk–return trade-off in
line with the postulated theory.

Mankiw, N. Gregory. 1986. “The Equity Premium and the Concentration of Aggregate Shocks.” Journal of
Financial Economics, vol. 17, no. 1 (September):211–219.

This article shows that one cannot judge the appropriateness of the equity premium from aggregate
data alone, as Mehra and Prescott (1985) did. In an economy where aggregate shocks are not dispersed
equally throughout the population, the equity premium depends on the concentrations of these
aggregate shocks in particular investors and can be made arbitrarily large by making the shock more
and more concentrated.

Mankiw, N. Gregory, and Stephen P. Zeldes. 1991. “The Consumption of Stockholders and Non-Stockholders.”
Journal of Financial Economics, vol. 29, no. 1 (March):97–112.

This article examines whether the consumption of stockholders differs from that of nonstockholders
and whether this difference helps to explain the historical equity risk premium. It shows that aggregate
consumption of stockholders is more highly correlated with the stock market and is more volatile
than the consumption of nonstockholders. A risk aversion parameter of 6 (relative to the magnitude
of 30–40 in Mehra and Prescott 1985) can explain the size of the equity premium based on
consumption of stockholders alone.

McGrattan, Ellen R., and Edward C. Prescott. 2000. “Is the Stock Market Overvalued?” Quarterly Review,
Federal Reserve Bank of Minneapolis (Fall):20–40.

Standard macroeconomic growth theory (Cobb–Douglas, etc.) is used to value the corporate sector in
the United States. The current capitalization-to-GDP ratio of 1.8 is justified, so the market is not
overvalued. “[T]heory . . . predicts that the real returns on debt and equity should both be near 4 percent”
(p. 26). Thus, the predicted equity risk premium is small.
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———. 2001. “Taxes, Regulations, and Asset Prices.” NBER Working Paper #8623.
This paper shows that the large run-up in equity value relative to GDP between 1962 and 2000 is
mainly caused by (1) large reductions in individual tax rates, (2) increased opportunities to hold equity
in a nontaxed pension plan, and (3) increases in intangible and foreign capital. The authors argue that
the high equity risk premium documented by Mehra and Prescott (1985) is not puzzling after these
three factors are accounted for. However, in the future, one should expect no further gains from tax
policy; the currently expected real return on equities is about 4 percent, down from 8 percent in the
early postwar period.

———. 2003. “Average Debt and Equity Returns: Puzzling?” American Economic Review, vol. 93, no. 2
(May):392–397.

This article shows that the realized equity premium in the last century was less than 1 percent after
accounting for taxes, regulations, and diversification costs. The authors also argue that Treasury bills
“provide considerable liquidity services and are a negligible part of individuals’ long-term debt
holdings” (p. 393). Long-term savings instruments replace short-term government debt in their equity
premium calculation.

Mehra, Rajnish. 2003. “The Equity Premium: Why Is It a Puzzle?” Financial Analysts Journal, vol. 59, no. 1
( January/February):54–69.

The ERP puzzle literature is easily misunderstood because of its difficulty. Here, the puzzle is stated in
language that is accessible to most finance practitioners. First, empirical facts regarding the returns and
risks of major asset classes are presented. Then, the theory responsible for the “puzzle” is summarized.
Modern asset pricing theory assumes that economic agents pursue and, on average, get fair deals. When
one follows this line of reasoning to its conclusion, using the tools of classic growth and real business
cycle theory, an equity risk premium of at most 1 percent emerges. An extensive discussion reveals why
this is the case and addresses various attempts made by other authors to resolve the puzzle.

Mehra, Rajnish, and Edward C. Prescott. 1985. “The Equity Premium: A Puzzle.” Journal of Monetary Economics,
vol. 15, no. 2 (March):145–161.

In this seminal work, Mehra and Prescott first document the “equity premium puzzle” using a
consumption-based asset-pricing model in which the quantity of risk is defined as the covariance of
excess stock return with consumption growth and the price of risk is the coefficient of relative risk
aversion. Because of the low risk resulting from the smooth historical growth of consumption, the 6
percent equity risk premium in the 1889–1978 period can only be explained by a very high coefficient
of risk aversion in the magnitude of 30 to 40. Risk aversion parameters observed in other aspects of
financial behavior are around 1. Such a risk aversion parameter is consistent with at most a 1 percent
equity risk premium, and possibly one as small as 0.25 percent.

Note that Mehra and Prescott assumed that consumption was equal to aggregate dividends. Because
consumption is very smooth and dividends are not as smooth, this comparison may be troublesome.

Philips, Thomas K. 1999. “Why Do Valuation Ratios Forecast Long-Run Equity Returns?” Journal of Portfolio
Management, vol. 25, no. 3 (Spring):39–44.

In this article, the Edwards–Bell–Ohlson equation,
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where P is price, B is book value, ROE is return on book equity, r is the expected return on equity, and
i is the time increment, is first used to derive closed-form expressions for the expected return on
equities, stated in terms of both dividends and earnings. Then, the GDP growth rate is introduced as
an indicator of earnings growth. Share repurchases are considered to be a part of dividends. This setup
leads to the following conclusions: (1) The expected return increases monotonically with book-to-
price ratio (B/P), E/P, and D/P; (2) if a corporation’s return on equity equals its cost of capital (expected
return), then its price-to-book ratio (P/B) should be 1 and its expected return should equal E/P. The
analysis suggests that nominal total expected equity returns shrank from almost 14 percent in 1982
to 6.5 percent in 1999 (a larger decline than can be explained by decreases in unanticipated inflation).
This decrease in expected return was accompanied by very high concurrent actual returns that were
misread by investors as evidence of an increase in the expected return. Going forward, investors will
not get an increased return.

Rietz, Thomas A. 1988. “The Equity Risk Premium: A Solution.” Journal of Monetary Economics, vol. 22, no. 1
( July):117–131.

Rietz suggests that the ERP puzzle can be solved by incorporating a very small probability of a very
large drop in consumption. In such a scenario, the risk-free rate is much lower than the equity return.
In an article published in the same issue, Mehra and Prescott argued that Rietz’s model requires a 1
in 100 chance of a 25 percent decline in consumption to reconcile the equity premium with a risk
aversion parameter of 10. However, the author says, the largest consumption decline in the last 100
years was only 8.8 percent. Campbell, Lo, and MacKinlay (see Note 3) point out that “the difficulty
with Rietz’s argument is that it requires not only an economic catastrophe, but one which affects stock
market investors more seriously than investors in the short-term debt instruments” (p. 311).

But during the Great Depression, the stock market fell by 86 percent from peak to trough and
dividends fell by about half; consumption by stockholders over that period thus probably fell by much
more than 8.8 percent. Aggregate consumption at that time included many lower-income people,
especially farmers, whose consumption was not directly affected by falling stock prices.

Shiller, Robert J. 2000. Irrational Exuberance. Princeton, NJ: Princeton University Press.
This influential book provides a wealth of historical detail on the equity risk premium. Using 10 years
of trailing real earnings (see, originally, Graham and Dodd) to estimate normalized P/Es, Shiller
concludes that the market is not only overpriced but well outside the range established by previous
periods of high stock prices.

Siegel, Jeremy J. 1999. “The Shrinking Equity Premium.” Journal of Portfolio Management, vol. 26, no. 1 (Fall):10–19.
In contrast to Siegel (2002), analysis of dividend and earnings multiples suggests a real return (not an
equity risk premium) of only 3.1–3.7 percent for stocks, lower than the then-current real TIPS yield.
Although then-current high prices suggest higher-than-historical earnings growth, investors are likely
to realize lower returns than in the past. (Incidentally, past achieved returns are lower than index
returns because of transaction costs and lack of diversification.) On the positive side, the Jorion and
Goetzmann (1999) finding that world markets returned a real capital gain of only 0.8 percent from
1921 to the present, compared with 4.3 percent in the United States, is misstated because the analysis
is of the median portfolio, not the average. The GDP-weighted average is only 0.28 percent short of
the U.S. return and is higher than the U.S. return if converted to dollars (although Jorion and
Goetzmann point out that the large initial size of the United States causes the annualized world index
return to lie within 1 percent of the U.S. return by construction).
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———. 2002. Stocks for the Long Run. 3rd ed. New York: McGraw-Hill.
Siegel argues for a U.S. equity risk premium of 2–3 percent, about half of the historic equity risk
premium. He expects a future real return on equity of about 6 percent, justified by several positive
factors. Siegel considers an equity risk premium as low as 1 percent but clearly sees that stocks must
yield more than inflation-indexed bond yields (3.5 percent at the time of the book). He turns to earnings
yield arguments to answer the question of how much more. A Tobin’s q greater than 1 in 2001 leads
Siegel to see the earnings yield as understated. In addition, the overinvestment in many technology
companies led to a drop in the cost of productivity-enhancing investments, which allows companies
to buy back shares or raise dividends. In technology, an excess supply of capital, overbuilding, and a
subsequent price collapse provide a technological base to benefit the economy and future shareholder
returns. Also, the United States is still seen as an entrepreneurial nation to attract a growing flow of
investment funds seeking a safe haven, leading to higher equity prices. Furthermore, short-run room
for growth in corporate profits is another positive factor for future real return enhancement. 

———. 2005. “Perspectives on the Equity Risk Premium.” Financial Analysts Journal, vol. 61, no. 6 (November/
December):61–73.

This article reviews and discusses the ERP literature as follows: (1) a summary of data used in equity
premium calculation and their potential biases, (2) a discussion of academic attempts to find models
to fit the data, (3) the practical applications of some proposed models, and (4) a discussion of the
future equity risk premium.

Siegel, Jeremy J., and Richard H. Thaler. 1997. “Anomalies: The Equity Premium Puzzle.” Journal of Economic
Perspectives, vol. 11, no. 1 (Winter):191–200.

Proposed resolutions of the ERP puzzle fall into two categories: (1) observations that the stock market
is riskier, or the equity risk premium is smaller, than generally thought, and (2) different theoretical
frameworks that would make the observed risk aversion rational. Neither approach has been
“completely successful” in explaining why, if stocks are so rewarding, investors don’t hold more of them.

Weil, Philippe. 1989. “The Equity Premium Puzzle and the Risk-Free Rate Puzzle.” Journal of Monetary
Economics, vol. 24, no. 3 (November):401–421.

A critique of the power utility function used by Mehra and Prescott (1985) is the tight link between
risk aversion and intertemporal substitution. This article shows that the ERP puzzle cannot be solved
by simply separating risk aversion for intertemporal substitution.

Weitzman, Martin L. “Prior-Sensitive Expectations and Asset-Return Puzzles.” Forthcoming. American
Economic Review.

This article presents one unified Bayesian theory that explains the ERP puzzle, risk-free rate puzzle,
and excess volatility puzzle. The author shows that Bayesian updating of unknown structural
parameters introduces a permanent thick tail to posterior expectation that can account for, and even
reverse, major asset-return puzzles.

Welch, Ivo. 2000. “Views of Financial Economists on the Equity Premium and Professional Controversies.”
Journal of Business, vol. 73, no. 4 (October):501–537.

This paper presents the results of a comprehensive survey of 226 financial economists. The main
findings are: (1) the average arithmetic 30-year equity premium forecast is about 7 percent; (2) short-
term forecasts are lower than the long-term forecast, in the range of 6–7 percent; (3) economists
perceive that their consensus is about 0.5–1 percent higher than it actually is.
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———. 2001. “The Equity Premium Consensus Forecast Revisited.” Working paper, Yale University.
The equity premium forecast in this 2001 survey declined significantly compared with the 1998 survey.
The one-year forecast is 3–3.5 percent, and the 30-year forecast stands at 5–5.5 percent.
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