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Abstract

The extensive literature that investigates whether analysts’ earnings forecasts are biased

and/or inefficient has produced conflicting evidence and no definitive answers to either

question. This paper shows how two relatively small but statistically influential asymmetries in

the tail and the middle of distributions of analysts’ forecast errors can exaggerate or obscure

evidence consistent with analyst bias and inefficiency, leading to inconsistent inferences. We

identify an empirical link between firms’ recognition of unexpected accruals and the presence

of the two asymmetries in distributions of forecast errors that suggests that firm reporting

choices play an important role in determining analysts’ forecast errors.
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1. Introduction

Four decades of research have produced an array of empirical evidence and a set
of behavioral and incentive-based theories that address two fundamental questions:
Are analysts’ forecasts biased? And Do analysts underreact or overreact to
information in prior realizations of economic variables? This empirical literature
has long offered conflicting conclusions and is not converging to a definitive answer
to either question. On the one hand, theories that predict optimism in forecasts are
consistent with the persistent statistical finding in the literature of cross-sectional
negative (i.e., bad news) mean forecast errors as well as negative intercepts from
regressions of forecasts on reported earnings. On the other hand, such theories are
inconsistent both with the finding that median forecast errors are most often zero
and with the fact that the percentage of apparently pessimistic errors is greater than
the percentage of apparently optimistic errors in the cross-section. A similar
inconsistency is found in the literature on analyst over/underreaction to prior
realizations of economic variables, including prior stock returns, prior earnings
changes, and prior analyst forecast errors. Here, again, empirical evidence supports
conflicting conclusions that analysts overreact to prior news, underreact to prior
news, and both underreact and overreact as a function of the sign of prior economic
news. Further reflecting the lack of consensus in the literature, a handful of studies
fail to reject unbiasedness and efficiency in analyst forecasts after ‘‘correcting’’
methodological flaws or assuming nonstandard analyst loss functions.1

The accumulation of often inconsistent results concerning analyst rationality and
incentives makes it difficult for researchers, practitioners, and policy makers to
understand what this literature tells us. This motivates us to reexamine the body of
evidence with the goal of identifying the extent to which particular theories for
apparent errors in analysts’ forecasts are supported by the data. Such an exercise is
both appropriate and necessary at this juncture as it can, among other things, lead to
modified theories that will be tested using the new and unique hypotheses they
generate.
We extend our analysis beyond a synthesis and summary of the findings in the

literature by identifying the role of two relatively small asymmetries in the cross-
sectional distributions of analysts’ forecast errors in generating conflicting statistical
evidence. We note that the majority of conclusions concerning analyst-forecast
rationality in the literature are directly or indirectly drawn from analyses of these
distributions. The first asymmetry is a larger number and a greater magnitude of
observations that fall in the extreme negative relative to the extreme positive tail of
the forecast error distributions (hereafter, the tail asymmetry). The second
asymmetry is a higher incidence of small positive relative to small negative forecast
errors in cross-sectional distributions (hereafter, the middle asymmetry). The
individual and combined impact of these asymmetries on statistical tests leads to
three important observations. First, differences in the manner in which researchers
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1A representative selection of evidence and theory relevant to both the bias and over/underreaction

literatures is discussed in the body of the paper.
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implicitly or explicitly weight observations that fall into these asymmetries
contribute to inconsistent conclusions concerning analyst bias and inefficiency.
Second, a variety of econometric techniques and data adjustments fail to eliminate
inconsistencies in inferences across different statistical indicators and conditioning
variables. Such techniques include using indicator variables or data partitions in
parametric tests, applying nonparametric methods, and performing data truncations
and transformations. Third, econometric approaches that choose loss functions that
yield consistent inferences—essentially by attenuating the statistical impact of
observations that comprise the asymmetries—will not provide definitive answers to
the question of whether analysts’ forecasts are biased and inefficient. This is because
at this stage in the literature too little is known about analysts’ actual loss functions,
and such methods thus leave unresolved the question of why the asymmetries in
forecast error distributions are present.
We present statistical evidence that demonstrates how the two asymmetries in

forecast error distributions can indicate analyst optimism, pessimism, or unbiased-
ness. We also show how observations that comprise the asymmetries can contribute
to, as well as obscure, a finding of apparent analyst inefficiency with respect to prior
news variables, including prior returns, prior earnings changes, and prior forecast
errors. For example, our empirical evidence explains why prior research that relies
on parametric statistics always finds evidence of optimistic bias as well as apparent
analyst underreaction to prior bad news for all alternative variables chosen to
represent prior news. It also explains why evidence of apparent misreaction to good
news is not robust across parametric statistics or across prior news variables, and
why the degree of misreaction to prior bad news is always greater than the degree of
misreaction to prior good news, regardless of the statistical approach adopted or the
prior information variable examined.
Finally, while our analysis does not lead to an immediately obvious solution to

problems of inferences in the literature, it does reveal a link between the reported
earnings typically employed to benchmark forecasts and the presence of the two
asymmetries in distributions of forecast errors. Specifically, we find that extreme
negative unexpected accruals included in reported earnings go hand in hand with
observations in the cross-section that generate the tail asymmetry. We also find that
the middle asymmetry in distributions of forecast error is eliminated when the
reported earnings component of the earnings surprise is stripped of unexpected
accruals. This evidence suggests benefits to refining extant cognitive- and incentive-
based theories of analyst forecast bias and inefficiency so that they can account for
an endogenous relation between forecast errors and manipulation of earnings
reports by firms. The evidence also highlights the importance of future research into
the question of whether reported earnings are, in fact, the correct benchmark for
assessing analyst bias and inefficiency. This is because common motivations for
manipulating earnings can give rise to the appearance of analyst forecast errors of
exactly the type that comprise the two asymmetries if unbiased and efficient forecasts
are benchmarked against manipulated earnings. Thus, it is possible that some
evidence previously deemed to reflect the impact of analysts’ incentives and cognitive
tendencies on forecasts is, after all, attributable to the fact that analysts do not have
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the motivation or ability to completely anticipate earnings management by firms in
their forecasts.
This paper’s emphasis is on fleshing out salient characteristics of forecast error

distributions with an eye toward ultimately explaining how they arise. The analysis
highlights the importance of new research that explains the actual properties of
forecast error data and cautions against the application of econometric fixes that
either fit the data to specific empirical models or fit specific empirical models to the
data without strong a priori grounds for doing so. Our findings also represent a step
toward understanding what analysts really aim for when they forecast, which is
useful for developing more appropriate null hypotheses in tests of analysts’ forecast
rationality, and sounder statistical test specifications, as well as the identification of
first-order effects that may require control when testing hypotheses that predict
analyst forecast errors.
In the next section we describe our data and present evidence of the sensitivity of

statistical inferences concerning analyst optimism and pessimism to relatively small
numbers of observations that comprise the tail and middle asymmetries. Section 3
extends the analysis to demonstrate the impact of the two forecast error asymmetries
on inferences concerning analyst over/underreaction conditional on prior realiza-
tions of stock returns and earnings changes, as well as on serial correlation in
consecutive-quarter forecast errors. Section 4 presents evidence of a link between
biases in reported earnings and the two asymmetries and discusses possible
explanations for this link as well as the implications for interpreting evidence from
the literature and for the conduct of future research. A summary and conclusions are
provided in Section 5.

2. Properties of typical distributions of analysts’ forecast errors and inferences

concerning analysts’ optimism, pessimism, and unbiasedness

2.1. Data

The empirical evidence in this paper is drawn from a large database of consensus
quarterly earnings forecasts provided by Zacks Investment Research. The Zacks
earnings forecast database contains approximately 180,000 consensus quarterly
forecasts for the period 1985–1998. For each firm quarter we calculate forecast errors
as the actual earnings per share (as reported in Zacks) minus the consensus earnings
forecast outstanding prior to announcement of quarterly earnings, scaled by the
stock price at the beginning of the quarter and multiplied by 100. Our results are
insensitive to alternative definitions of forecasts such as the last available forecast or
average of the last three forecasts issued prior to quarter-end. Inspection of the data
revealed a handful of observations that upon further review indicated data errors.
These observations had no impact on the basic features of cross-sectional
distributions of errors that we describe, but they were nevertheless removed before
carrying out the statistical tests reported in this paper. Empirical results obtained
after removing these observations were virtually identical to those obtained when the
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distributions of quarterly forecast errors were winsorized at the 1st and 99th
percentiles, a common practice for mitigating the possible effects of data
errors followed in the literature. (To enhance comparability with the majority
of studies cited below, all test results reported in the paper are based on the
winsorized data.)
Lack of available price data reduced the sample size to 123,822 quarterly forecast

errors. The data requirements for estimating quarterly accruals further reduced the
sample on which our tabled results are based to 33,548 observations.2 For the sake of
brevity we present only results for this reduced sample. We stress, however, that the
middle and tail symmetries we document below are present in the full sample of
forecast errors and that the proportion of observations that comprise these
asymmetries is roughly the same as that for the reduced sample. Moreover, the
descriptive evidence and statistical findings relevant to apparent bias and inefficiency
in analyst forecasts presented in this section and the next are qualitatively similar
when we do not impose the requirement that data be available to calculate
unexpected accruals.3

2.2. The impact of asymmetries in the distribution of forecast errors on inferences

concerning bias

One of the most widely held beliefs among accounting and finance academics is
that incentives and/or cognitive biases induce analysts to produce generally
optimistic forecasts (see, e.g., reviews by Brown (1993) and Kothari, 2001). This
view is repeatedly reinforced when studies that employ analysts’ forecasts as a
measure of expected earnings present descriptive statistics and refer casually to
negative mean forecast errors as evidence of the purportedly ‘‘well-documented’’
phenomenon of optimism in analyst forecasts.4 The belief is even more common
among regulators (see, e.g., Becker, 2001) and the business press (see, e.g., Taylor,
2002). In spite of the prevalent view of analyst forecast optimism, summary statistics
associated with forecast error distributions reported in Panel A of Table 1 raise
doubts about this conclusion.
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2As described in Section 4, we use a quarterly version of the modified Jones model to estimate accruals.

For the purposes of sensitivity tests, we also examine a measure of unexpected accruals that excludes

nonrecurring and special items (see, Hribar and Collins, 2002), and use this adjusted measure in

conjunction with Zacks’ consensus forecast estimates and actual reported earnings, which also exclude

such items. All the results involving unexpected accruals reported in the paper are qualitatively unaltered

using this alternative measure.
3The results are also qualitatively similar when data from alternative forecast providers (I/B/E/S and

First Call) are employed, indicating that the findings we revisit in this study are not idiosyncratic to a

particular data source (see, Abarbanell and Lehavy, 2002).
4The perception is also strengthened in a number of studies that place analyst forecasts and reported

earnings numbers (i.e., the two elements that comprise the forecast error) on opposite sides of a regression

equation. These studies uniformly find significant intercepts and either casually refer to them as consistent

with analyst optimism or emphasize them in supporting their prediction of analyst bias. Evidence

presented below, however, indicates a nonlinear relation between forecasts and earnings, which

contributes to nonzero intercepts in OLS regressions.

J. Abarbanell, R. Lehavy / Journal of Accounting and Economics 36 (2003) 105–146 109



As can be seen in Panel A, the only statistical indication that supports the
argument for analyst optimism is a fairly large negative mean forecast error of
�0.126. In contrast, the median error is zero, suggesting unbiased forecasts, while
the percentage of positive errors is significantly greater than the percentage of
negative errors (48% vs. 40%), suggesting apparent analyst pessimism.

ARTICLE IN PRESS

Table 1

Descriptive statistics on quarterly distributions of forecast errors (Panel A), the tail asymmetry (Panel B),

and the middle asymmetry (Panel C), 1985–1998

Panel A: Statistics on forecast error distributions

Number of observations 33,548

Mean �0.126
Median 0.000

% Positive 48%

% Negative 40%

% Zero 12%

Panel B: Statistics on the ‘‘tail asymmetry’’ in forecast error distributions

P5 �1.333
P10 �0.653
P25 �0.149
P75 0.137

P90 0.393

P95 0.684

Panel C: Statistics on the ‘‘middle asymmetry’’ in forecast error distributions

Range of forecast errors Ratio of positive to negative

forecast errors

% of total number of

observations

(1) (2) (3)

Overall 1.19 100

Forecast errors=0 12

[�0.1, 0) & (0, 0.1] 1.63� 29

[�0.2, �0.1) & (0.1, 0.2] 1.54� 18

[�0.3, �0.2) & (0.2, 0.3] 1.31� 10

[�0.4, �0.3) & (0.3, 0.4] 1.22� 7

[�0.5, �0.4) & (0.4, 0.5] 1.00 5

[�1, �0.5) & (0.5, 1] 0.83� 11

[Min, �1) & (1, Max] 0.40� 9

This table provides descriptive statistics on quarterly distributions of forecast errors for the period of

1985–1998. Analyst earnings forecasts and actual realized earnings are provided by Zacks Investment

Research. Panel A provides the mean, median, and frequencies of quarterly forecast errors. Panel B

provides percentile values of forecast error distributions. Panel C reports the ratio of positive to negative

forecast errors for observations that fall into increasingly larger and nonoverlapping symmetric intervals

moving out from zero forecast errors. For example, the forecast error range of [�0.1, 0) & (0, 0.1] includes

all observations that are greater than or equal to �0.1 and (strictly) less than zero and observations that
are greater than zero and less than or equal to 0.1. Forecast error is reported earnings minus the last

consensus forecast of quarterly earnings issued prior to earnings announcement scaled by the beginning-

of-period price.
�A test of the difference in the frequency of positive to negative forecast errors is statistically significant

at or below a 1% level.
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To better understand the causes of this inconsistency in the evidence of analyst
biases among the summary statistics, we take a closer look at the distribution of
forecast errors. Panel A of Fig. 1 presents a plot of the 1st through the 100th
percentiles of the pooled quarterly distributions of forecast errors over the sample
period. Moving from left to right, forecast errors range from the most negative to the
most positive.
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Fig. 1. Percentile values of quarterly distributions of analyst forecast errors (Panel A) and histogram of

forecast errors for observations within forecast errors of �1 to +1 (Panel B). Panel A depicts percentile

values of quarterly distributions of analyst forecast errors. Panel B presents percentage of forecast error

values in histogram intervals for observations within a forecast error of �1% to +1% of the beginning-of-

period stock price. Forecast error equals reported earnings minus the consensus forecast of quarterly

earnings issued prior to earnings announcement scaled by the beginning-of-period price (N ¼ 33; 548).
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One distinctive feature of the distribution is that the left tail (ex-post bad news) is
longer and fatter than the right tail, i.e., far more extreme forecast errors of greater
absolute magnitude are observed in the ex-post ‘‘optimistic’’ tail of the distribution
than in the ‘‘pessimistic’’ tail. We refer to this characteristic of the distribution as the
tail asymmetry. Although Fig. 1 summarizes the distribution of observations over the
entire sample period, unreported results indicate that a tail asymmetry is present in
each quarter represented in the sample. To get a sense of the magnitude of the
asymmetry, we return to Panel B of Table 1, where the 5th percentile (extreme
negative forecast errors) is nearly twice the size observed for the 95th percentile
(�1.333 vs. 0.684). Alternatively, we find that 13% of the observations fall below a
negative forecast error of �0.5, while only 7% fall above a positive error of an equal
magnitude (not reported in the table).
Closer visual inspection of the data reveals a second feature of the distribution

depicted in Panel B of Fig. 1—a higher frequency of small positive forecast errors
versus small negative errors. Specifically, the figure presents the frequencies of
forecast errors that fall in fixed subintervals of 0.025 within the range of �1 to +1.
Clearly, the incidence of small positive relative to small negative errors increases as
forecast errors become smaller in absolute magnitude. We refer to this property of
the distribution as the middle asymmetry.5 Statistics on the magnitude of the middle
asymmetry are reported in Panel C of Table 1. This panel presents the ratio of
positive (i.e., apparently pessimistic) errors to negative errors for observations that
fall into increasingly larger and nonoverlapping symmetric intervals moving out
from zero forecast errors. Consistent with the visual evidence in Panel B of Fig. 1,
this ratio increases for smaller, symmetric intervals of forecast errors, reaching 1.63
in the smallest interval examined (significantly different from 1, as well as
significantly different from the ratios calculated for the larger intervals).6 Another
distinguishing feature of the distribution seen in Panel C of Table 1 and evident in
both Panels A and B of Fig. 1 is the large number of exactly zero observations
(12%). Depending on one’s previous exposure to the data or instincts about the task
of forecasting, the magnitude of the clustering at exactly zero may not seem
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5The visual evidence in Panel B of Fig. 1 is consistent with specific circumstances in which analysts have

incentives to produce forecasts that fall slightly short of reported earnings (see, e.g., Degeorge et al., 1999;

Matsumoto, 2002; Brown, 2001; Burgstahler and Eames, 2002; Bartov et al., 2000; Dechow et al., 2003;

Abarbanell and Lehavy, 2003a, b). However, prior studies have not considered the impact of observations

that comprise the middle asymmetry on inferences concerning the general tendency of analysts to produce

biased and/or inefficient forecasts.
6An analysis of unscaled forecast errors confirms that rounding down a greater number of negative than

positive forecast errors to a value of zero when errors are scaled by price does not systematically induce the

middle asymmetry (see, Degeorge et al., 1999). Similarly, there is no obvious link between the presence of

the middle asymmetry and round-off errors induced by the application of stock-split factors to consensus

forecast errors discussed in Baber and Kang (2002) and Payne and Thomas (2002). Abarbanell and

Lehavy (2002) present evidence confirming the presence of the middle asymmetry in samples confined to

firms with stock-split factors of less than 1.
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surprising. Nevertheless, the large number of forecasts of exactly zero has important
impacts on statistical inferences.7

The statistics presented above indicate that the tail asymmetry pulls the mean
forecast error toward a negative value, supporting the case for analyst optimism.
But, as shown in Panel C of Table 1, the excess of small positive over small negative
errors associated with the middle asymmetry is largely responsible for a significantly
higher overall incidence of positive to negative forecast errors in the distribution,
thus supporting the case for analyst pessimism. Finally, a zero median forecast error,
which supports an inference of analyst unbiasedness, reflects the countervailing
effects of the middle asymmetry and tail asymmetries. A rough calculation
pertaining to the nonzero forecast errors in the interval between [�0.1, 0) and (0,
0.1] gives a sense of these effects. There are 9662 observations in this region. If
nonzero forecast errors were random, we would expect 4831 forecasts to be positive,
when in fact 5928 are positive, indicating that small errors in the distribution of
absolute magnitude less than or equal to 0.1 contribute 1097 more observations to
the right of zero than would be expected if the distribution was symmetric. This
region of the forecast error distribution contains 29% of all observations but
contributes more than 42% of the total number of pessimistic errors in excess of
optimistic errors and represents roughly 3.3% of the entire distribution. Their
impact offsets, all else being equal, the contribution of approximately 2.5% of
negative observations in excess of what would be expected if the distribution of
errors were symmetric, arising from the tail asymmetry (relative to the extreme decile
cutoffs of a fitted normal distribution). Because 12% of the forecast error sample has
a value of exactly zero, the relative sizes of the tail and middle asymmetries are each
sufficiently small (and offsetting) to ensure that the median error remains at zero.
The evidence in Table 1 and Fig. 1 yields two important implications for drawing

inferences about the nature and extent of analyst bias. First, depending on which
summary statistic the researcher chooses to emphasize, support can found for
analyst optimism, pessimism, and even unbiasedness. Second, if a researcher relies
on a given summary statistic to draw an inference about analyst bias, a relatively
small percentage of observations in the distribution of forecast errors will be
responsible for his or her conclusion. This is troublesome because extant hypotheses
that predict analyst optimism or pessimism typically do not indicate how often the
phenomenon will occur in the cross-section and often convey the impression that
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7Because many factors can affect the process that generates the typical distribution of forecast errors,

there is no reason to expect them to be normally or even symmetrically distributed. Supplemental analyses

unreported in the tables reject normality on the basis of skewness and kurtosis. It is interesting to note,

however, that kurtosis in the forecast error distribution does not align with the typical descriptions of

leptokurtosis (high peak and fat tails) or platykurtosis (flat center and/or shoulders). Relative to decile

cutoffs of the fitted normal distribution, we find that the most extreme negative decile of the actual

distribution contains only 5% of the observations and the most extreme positive decile contains only 2.5%

of the observations. Thus, even though the extreme negative tail is roughly twice the size of the extreme

pessimistic tail, extreme observations are actually underrepresented in the distribution relative to a normal,

especially in the positive tail. The thinner tails and shoulders of the distribution highlight the role of

peakedness as a source of deviation from normality, a fact that is relevant to assessing the appropriateness

of statistics used by researchers to draw inferences about analyst forecast bias.
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bias will be pervasive in the distribution (see, studies suggesting that analysts are
hard-wired or motivated to produce optimistic forecasts, e.g., Affleck-Graves et al.
(1990), Francis and Philbrick (1993), and Kim and Lustgarten (1998), or that
selection biases lead to hubris in analysts’ earnings forecasts, e.g., McNichols and
O’Brien, 1997).8

Some studies have explicitly recognized the disproportional impact of extreme
negative forecast errors on conclusions drawn in the literature, but for the most part
they have had little influence on general perceptions. For example, Degeorge et al.
(1999) predict a tendency for pessimistic errors to occur but recognize the common
perception that analyst forecasts are optimistic; they note in passing that extreme
negative forecast errors are responsible for an optimistic mean forecast in their
sample. Some studies also tend to deal with this feature of the data in an ad hoc
manner. Keane and Runkle (1998), for example, recognize the impact of extreme
negative forecast errors on statistical inferences concerning analyst forecast
rationality and thus eliminate observations from their sample based on whether
reported earnings contain large negative special items. However, Abarbanell and
Lehavy (2002) show that there is a very high correlation between observations found
in the extreme negative tail of forecast error distributions and firms that report large
negative special items, even when special items are excluded from the reported
earnings benchmark used to calculate the forecast error. Thus, by imposing rules
that eliminate observations from their sample based on the size of negative special
items, Keane and Runkle (1998) effectively truncate the extreme negative tail of
forecast error distributions, and in so doing nearly eliminate evidence of mean
optimism in their sample.
Some researchers are less explicit in justifying the removal of observations from

the distribution of forecast errors when testing for forecast rationality, or are
unaware that they have done so in a manner that results in sample distributions that
deviate substantially from the population distribution. For example, many studies
implicitly limit observations in their samples to those that are less extreme by
choosing ostensibly symmetric rules for eliminating them, such as winsorization or
truncations of values greater than a given absolute magnitude.9 It should be evident
from Panel A of Fig. 1 that such rules inherently mitigate the statistical impact of the
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8A notable exception is the attribution of optimism in analysts’ earnings forecasts to incentives to

attract and maintain investment banking relationships (see, e.g., Lin and McNichols, 1998; Dugar and

Nathan, 1995). Evidence consistent with this argument is based on fairly small samples of firms issuing

equity. We emphasize that all the qualitative results in this paper are unaltered after eliminating

observations for which an IPO or a seasoned equity offering took place within 1 year of the date of a

forecast. Furthermore, the number of observations removed from the sample for this reason represents a

very small percentage of those in each of the quarters in our sample period.
9For example, Kothari (2001) reports that Lim (2001) excludes absolute forecast errors of $10 per share

or more, Degeorge et al. (1999) delete absolute forecast errors greater than 25 cents per share, Richardson

et al. (1999) delete price-deflated forecast errors that exceed 10% in absolute value, and Brown (2001)

winsorizes absolute forecast errors greater than 25 cents per share (which implies a much larger tail

winsorization than typically undertaken to remove possible data errors). While none of these procedures,

when applied to our data, completely eliminates the tail asymmetry, all of them substantially attenuate to

varying degrees its statistical impact on our tests.
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tail asymmetry and arbitrarily transform the distribution, frequently without a
theoretical or institutional reason for doing so.10

One might justify truncating data on the grounds that the disproportional impact of
the extreme tail makes it difficult detect general tendencies, or that such ‘‘errors’’ may
not accurately reflect factors relevant to analysts’ objective functions (see, e.g.,
Abarbanell and Lehavy, 2003b; Gu and Wu, 2003; Keane and Runkle, 1998). However,
it is possible for researchers to ‘‘throw the baby out with the bathwater’’ if they assume
that these observations do not reflect the effects of incentives or cognitive biases, albeit
in a more noisy fashion than other observations in the distribution. Another concern
that arises from transforming the distribution of errors without justification is that it
may suppress one feature of the data (e.g., the tail asymmetry), leaving another unusual
but more subtle feature of the distribution (e.g., the middle asymmetry) to dominate an
inference that forecasts are generally biased or to offset the other and yield an inference
that forecasts are generally unbiased. This is an important issue because there has been a
tendency in the literature on forecast rationality for new hypotheses to crop up
motivated solely by the goal of explaining ‘‘new’’ empirical results. For example, after
truncating large absolute values of forecast errors, Brown (2001) finds that the mean and
median forecasts in recent years indicate a shift away from analyst optimism and toward
analyst pessimism. Increasing pessimism as a function of market sentiment as reflected
in changes in price level or changes in analyst incentives has also been a subject of
growing interest in the behavioral finance literature. Clearly, when data inclusion rules
that systematically reduce the tail asymmetry are applied, empirical evidence in support
of increasing or time-varying analyst pessimism will be affected by the size and
magnitude of the remaining middle asymmetry.
Perhaps the most unsatisfying aspect of the evidence presented in Table 1 is the

fact that general incentive and behavioral theories of analyst forecast errors are not
sufficiently developed at this stage to predict that when forecast errors are extreme
they are more likely to be optimistic and when forecast errors are small they are more
likely to be pessimistic. That is, individual behavioral and incentive theories for
analyst forecast errors do not account for the simultaneous presence of the two
asymmetries that play such an important role in generating evidence consistent with
analyst bias and, as we show in the next section, analyst forecast inefficiency with
respect to prior information (see Abarbanell and Lehavy, 2003a, for an exception).

3. The effect of the two asymmetries on evidence of apparent analyst misreaction to

prior stock returns, prior earnings changes, and prior forecast errors

In this section, we demonstrate how observations that comprise the tail and
middle asymmetries in forecast error distributions conditional on prior realizations of
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10For example, in our data an arbitrary symmetric truncation of the distribution at the 10th and the

90th percentiles reduces the measure of skewness in the remainder of the distribution to a level that does

not reject normality and results in a mean forecast error near zero among the remaining observations. A

similar effect occurs with an arbitrary one-sided truncation of the negative tail at a value as low as the 3rd

percentile.

J. Abarbanell, R. Lehavy / Journal of Accounting and Economics 36 (2003) 105–146 115



economic variables contribute to inconsistent inferences concerning the efficiency of
analysts’ forecasts. One important message of the ensuing analysis is that the
likelihood that a forecast error observation falls into one or the other asymmetry
varies by the sign and magnitude of the prior news. This feature of the data links the
empirical literature on analyst inefficiency to the heretofore separate literature on
analyst bias. This is because observations that comprise the two asymmetries and
lead—depending on the statistic relied on—to inconsistent inferences concerning
analyst bias also contribute to conflicting inferences concerning whether analysts
underreact, overreact, or react efficiently to prior news.
We consider realizations of three economic variables: prior period stock returns,

prior period earnings changes, and prior period analyst forecast errors. These three
variables are those most often identified in previous studies of analyst forecast
efficiency.11 Consistent with the previous literature, we define prior abnormal returns
(PrAR) as equal to the return between 10 days after the last quarterly earnings
announcement to 10 days prior to the current quarterly earnings announcement
minus the return on the value-weighted market portfolio for the same period.12 Prior
earnings changes (PrEC) are defined as the prior quarter seasonal earnings change
(from quarter t � 5 to quarter t � 1) scaled by the price at the beginning of the
period, and prior forecast errors (PrFE) are the prior quarter’s forecast error.
The remainder of this section proceeds as follows: we first present evidence on the

existence of the tail and middle asymmetries in distributions of forecast errors
conditional on the sign of prior news variables. We then analyze the role of the
asymmetries in producing indications of analyst inefficiency in both summary
statistics and regression coefficients and discuss the robustness of these findings.
Next, we show the disproportionate impact of observations that comprise the
asymmetries in generating evidence of serial correlation in analyst forecast errors.
Finally, we discuss the shortcomings of econometric ‘‘fixes’’ that intentionally or
unintentionally ameliorate the impact of one or both asymmetries on inferences
concerning analyst forecast rationality.

3.1. The tail and middle asymmetries in forecast error distributions conditional on

prior news variables

Tests of analyst forecast efficiency typically partition distributions of forecast
errors based on the sign of the prior news to capture potential differences in analyst
reactions to prior good versus prior bad news. Accordingly, before we review the
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11Studies that examine the issue of current period forecast efficiency with respect to prior period

realization of returns or earnings (e.g., Abarbanell, 1991; Easterwood and Nutt, 1999) commonly frame

the question in terms of whether analysts over- or underreact to prior news. In contrast, studies that

examine the issue of current period forecast efficiency with respect to analysts’ own past forecast errors are

generally limited to the question of whether there is significant serial correlation in lagged forecast errors,

without regard to how the sign and magnitude of prior forecast errors affect that correlation.
12All reported results are qualitatively similar when prior abnormal returns are measured between 10

days after the last quarterly earnings announcement to either 30 days prior or 1 day prior to the current

quarter earnings announcement.
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statistical evidence, we first examine the features of forecast error distributions
conditional on the sign of prior news variables. Panels A–C of Fig. 2, which depict
the percentiles of the distributions of forecast errors conditional on the sign of each
of the three prior news variables, show that prior bad news partitions are
characterized by larger tail asymmetries than prior good news partitions for all
prior news variables.
Panels A–C of Fig. 3—which depict the frequencies of forecast errors that fall in

fixed subintervals of 0.025 within the range of �0.5 to +0.5 for PrAR, PrEC, and
PrFE, respectively—show that prior good news partitions are characterized by larger
middle asymmetries than prior bad news partitions for all three prior news
variables.13

Together, Figs. 2 and 3 suggest that distributions of forecast errors conditional on
the sign of prior news retain the characteristic asymmetries found in the
unconditional distributions in Section 2. However, the likelihood of a subsequent
forecast error falling into the middle asymmetry is greater following prior good
news, while the likelihood of a forecast error falling into the tail asymmetry is greater
following prior bad news.14 Below we investigate the impact of the variation in the
size of the asymmetries in distributions of forecast errors conditional on the sign of
news on inferences about analyst inefficiency that are drawn from summary statistics
(Section 3.1.1) and regression coefficients (Section 3.1.2).

3.1.1. Inferences about analyst efficiency from summary statistics

Panel A of Table 2 shows how the two asymmetries impact summary statistics,
including means, medians, and the percentages of negative to positive forecast errors
in distributions of forecast errors conditional on the sign of prior news. We begin
with the case of prior bad news. Prior bad news partitions for all three variables
produce significantly negative mean forecast errors (�0.195 for PrAR, �0.291 for
PrEC, and �0.305 for PrFE), supporting an inference of analyst underreaction (i.e.,
the mean forecast is too high following bad news). The higher percentages of
negative than positive forecast errors in the bad news partitions of each variable
(e.g., 50% vs. 40% for negative PrEC) are also consistent with a tendency for
analysts to underreact to prior bad news. The charts in Figs. 2 and 3 foreshadow
these results. The relatively larger tail asymmetry in prior bad news partitions drives
parametric means to large negative values. Similarly, the larger negative relative to
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13The concentration of small (extreme) errors among positive (negative) prior returns news is not

induced by scaling by prices that are systematically higher (lower) following a period of abnormal positive

(negative) returns, since the middle and tail asymmetries are still present in distributions of unscaled

forecast errors and errors deflated by forecasts.
14Abarbanell and Lehavy (2003a) report the same patterns in forecast error distributions conditional on

classification of ranked values of stock recommendations, P/E ratio, and market-to-book ratios into high

and low categories. It is certainly possible that some form of irrationality or incentive effect leads to

different forecast error regimes on either side of a demarcation point of zero, and therefore coincidentally

sorts the two asymmetries that are located on either side of a zero. However, the continued presence of

relatively small but statistically influential asymmetries in the conditional distributions may overwhelm the

researcher’s ability to detect these incentive or behavioral factors, or may give the false impression that

such a factor is pervasive in the distribution when it is not.
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positive tails account for greater overall frequencies of negative than positive errors,
consistent with underreaction to bad news for all three variables. This is so even
though prior bad news distributions of forecast errors for PrAR and PrEC are
characterized by middle asymmetries, which, all else equal, tend to push the ratio of
positive to negative errors toward values greater than 1.
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Fig. 2. Forecast error equals reported earnings minus consensus forecast of quarterly earnings issued prior

to earnings announcement scaled by the beginning-of-period price. Prior market-adjusted return is the

return between 10 days after the last quarterly earnings announcement to 10 days prior to current

quarterly earnings announcement minus the return on the value-weighted market portfolio for the same

period. Prior earnings changes are defined as the prior quarter seasonal earnings change (from quarter

t � 5 to quarter t � 1) scaled by the beginning-of-period price.
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Fig. 3. Histogram of forecast errors by sign of prior abnormal returns (Panel A), prior earnings changes

(Panel B), and prior forecast errors (Panel C). This figure presents the percentage of forecast error values

in histogram intervals for observations within forecast error of �0.5 to +0.5 by sign of prior abnormal

return (Panel A), prior earnings changes (Panel B), and prior forecast errors (Panel C). Forecast error is

reported earnings minus the last consensus forecast of quarterly earnings issued prior to earnings

announcement scaled by the beginning-of-period price. Prior abnormal return is the return between 10

days after the last quarterly earnings announcement to 10 days prior to current quarterly earnings

announcement minus the return on the value-weighted market portfolio for the same period. Prior

earnings changes are defined as the prior quarter seasonal earnings change (from quarter t � 5 to quarter

t � 1) scaled by the beginning-of-period price.
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Table 2

Mean, median, and frequency of forecast errors (Panel A), and ratio of positive to negative forecast errors in symmetric regions for bad (Panel B) and good

(Panel C) prior news variables

Panel A: Mean, median, and frequency of forecast errors by sign of prior news variables

Statistic Sign of prior abnormal return Sign of prior earnings changes Sign of prior forecast errors

Negative Positive Negative Positive Negative Positive

(1) (2) (3) (4) (5) (6)

Mean �0.195� �0.041�,# �0.291� �0.036�,# �0.305� 0.017�,#

Median 0.000 0.028 �0.015 0.020 �0.043 0.042

% Zero forecast errors 13% 12% 10% 14% 10% 11%

% Positive forecast

errors

42% 54% 40% 52% 36% 59%

% Negative forecast

errors

45% 34% 50% 34% 54% 30%

N 16,940 13,833 11,526 21,062 12,999 15,415

Panel B: Ratio of positive to negative forecast errors for negative realizations of prior news

Range of forecast errors Negative prior abnormal return Negative prior earnings changes Negative prior forecast errors

Ratio of positive to

negative FE

% of total Ratio of positive to

negative FE

% of total Ratio of positive to

negative FE

% of total

(1) (2) (3) (4) (5) (6)

Overall 0.94 100 0.81 100 0.66 100

Forecast errors=0 13 10 10

[�0.1, 0) & (0, 0.1] 1.39 27 1.26 21 0.94 23

[�0.2, �0.1) & (0.1, 0.2] 1.27 17 1.15 17 0.94 17

[�0.3, �0.2) & (0.2, 0.3] 0.99 10 0.93 11 0.75 10

[�0.4, �0.3) & (0.3, 0.4] 0.96 7 0.93 8 0.72 7

[�0.5, �0.4) & (0.4, 0.5] 0.73 5 0.74 6 0.59 5

[�1, �0.5) & (0.5, 1] 0.60 11 0.56 14 0.52 14

[Min, �1) & (1, Max] 0.29 10 0.28 14 0.24 14
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Panel C: Ratio of positive to negative forecast errors for positive realizations of prior news

Range of forecast errors Positive prior abnormal return Positive prior earnings changes Positive prior forecast errors

Ratio of positive to

negative FE

% of total Ratio of positive to

negative FE

% of total Ratio of positive to

negative FE

% of total

(1) (2) (3) (4) (5) (6)

Overall 1.58 100 1.53 100 1.99 100

Forecast errors=0 12 14 11

[�0.1, 0) & (0, 0.1] 1.86 31 1.82 33 2.33 33

[�0.2, �0.1) & (0.1, 0.2] 1.89 18 1.85 18 2.42 19

[�0.3, �0.2) & (0.2, 0.3] 1.85 10 1.66 9 2.22 10

[�0.4, �0.3) & (0.3, 0.4] 1.70 6 1.49 6 2.03 7

[�0.5, �0.4) & (0.4, 0.5] 1.52 5 1.28 4 1.70 4

[�1, �0.5) & (0.5, 1] 1.25 10 1.17 9 1.44 10

[Min, �1) & (1, Max] 0.62 8 0.58 7 0.83 6

Panel A provides statistics on forecast errors (FE) by sign of prior abnormal return, prior earnings changes, and prior forecast errors. Panel B (Panel C)

reports the ratio of positive to negative forecast errors for observations that fall into increasingly larger and nonoverlapping symmetric intervals moving out

from zero forecast errors for negative (positive) prior abnormal returns, prior earnings changes, and prior forecast errors. Prior abnormal return is the return

between 10 days after the last quarterly earnings announcement to 10 days prior to current quarterly earnings announcement minus the return on the value-

weighted market portfolio for the same period. Prior earnings changes are defined as the prior quarter seasonal earnings change (from quarter t � 5 to quarter

t � 1) scaled by beginning-of-period price. Forecast error is reported earnings minus the last consensus forecast of quarterly earnings issued prior to earnings

announcement scaled by price.
�Significantly different than zero at a 1% level or better.
#Mean forecast error for positive prior news variables is significantly different than mean forecast error for negative prior news variables at a 1% level or

better.
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The impact of the tail asymmetry on the inference of underreaction to prior
bad news can be seen in Panel B of Table 2, which presents the number of
observations in increasingly larger nonoverlapping symmetric intervals starting from
zero for the three prior bad news partitions. Even though large errors in the intervals
[min, �1) and (1, max] make up a relatively small percentage of the observations in
the bad news distributions of PrAR, PrEC, and PrFE (10%, 14%, and 14%,
respectively), errors of these absolute magnitudes comprise 3.45 (=1/0.29) 3.57
(=1/0.28), and 4.17 (=1/0.24) bad news observations for every good news
observation, respectively.
Apparent consistency across summary statistical indicators of analyst under-

reaction to prior bad news does not carry over to the case of prior good news. The
mean error for the good news partitions of PrAR and PrEC reported in columns 2
and 4 of Panel A of Table 2 are negative, consistent with analyst overreaction (i.e.,
the mean forecast is too high following good news), but is positive in the case of good
news PrFE, suggesting underreaction. These mixed parametric results are attribu-
table to the fact that tail asymmetries, although relatively small compared to their
bad news counterparts, are still sufficiently large to produce negative mean errors for
both prior good news partitions of PrAR and PrEC (see Fig. 2). However, they are
not large enough to generate a negative median for these variables because, as seen in
Panel C of Table 2, there is an even greater frequency of small positive errors
associated with middle asymmetries in the good news partitions than for
unconditional distributions (e.g., the ratio of positive errors to negative errors is
1.86 in the interval [�0.1, 0), (0, 0.1] of the PrAR partition but only 1.63 in that same
interval of the unconditional distribution). The middle asymmetries are thus
sufficiently large to offset relatively small tail asymmetries in these good news
partitions, leading to indications of underreaction to good news in nonparametric
statistics.15

3.1.2. Inferences about analyst efficiency from regression analysis

While means, medians, and ratios of positive to negative forecast errors are viable
statistics from which to draw inferences of analyst inefficiency, most studies rely on
slopes of regressions of forecast errors on prior news variables. The most persistent
findings from such regressions are significant positive slope coefficients that are
consistent with overall analyst underreaction to prior news realizations. To examine

ARTICLE IN PRESS

15 In this study, as in any study that partitions prior news variables by sign, we treat all prior variables as

if they were interchangeable for the purposes of drawing inferences concerning a general tendency toward

analyst inefficiency. Clearly, partitioning on the sign of news is likely to lead to misclassification in the case

of prior earnings news, since the average firm is not likely to have an expected change of zero. Moreover,

both prior earnings changes and prior forecast errors entail the use of an earnings benchmark, which, as

discussed in the next section, introduces another potential problem of classification associated with

potential time-series correlations induced by earnings management. These are interesting issues worthy of

further consideration. However, they do not preclude an analysis of how the tail and middle asymmetries

in forecast error distributions have combined to generate inconsistent indications of analyst inefficiency in

the existing literature. If anything, these issues further strengthen the case for adopting the approach of

identifying salient features of distributions of forecast errors in an effort to develop more precise

hypotheses and design more appropriate empirical tests.
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the effect of the two asymmetries on this inference, we first estimate the slope
coefficients for separate OLS and rank regressions of forecast errors on PrAR,
PrEC, and PrFE. After applying White corrections suggested by the regression
diagnostics, the estimates, as shown in the first row of Table 3, confirm that
the typical finding reported in the prior literature of overall underreaction holds
for all three prior news variables in our sample, inasmuch as all three coefficients
are positive and reliably different from zero. Similarly, rank regressions
produce significant positive slope coefficients in the case of all three prior news
variables.
Next, we compare the inferences from regression slope coefficients estimated by

the sign of prior news to assess their consistency with the parametric and
nonparametric evidence presented in Panel A of Table 2 and the preceding
regression results for the overall samples. These results are presented in Table 3.
Consistent with regression results for the overall sample, prior bad news partitions of
all three variables produce OLS and rank slope coefficients that are significantly
positive, indicating once again analyst underreaction to prior bad news. These results
are consistent with indications of underreaction in both the parametric and
nonparametric summary statistics associated with all three bad news partitions
reported in Panel A of Table 2. In sharp contrast, however, regression results for the
prior good news partitions generate inconsistent indications across both OLS and
rank regression slope coefficients and across prior news variables. The OLS slope
coefficient is positive but insignificant in the case of good news PrAR and PrFE,
resulting in a failure to reject efficiency in these cases, but it is reliably negative for

ARTICLE IN PRESS

Table 3

Slope coefficients from OLS and rank regressions of forecast errors on prior news variables

Explanatory variable

Prior abnormal return Prior earnings changes Prior forecast errors

OLS Ranked OLS Ranked OLS Ranked

Overall 0.744 0.162 0.819 0.160 0.238 0.253

o0.01 o0.01 o0.01 o0.01 o0.01 o0.01

Prior bad news 1.602 0.213 2.306 0.130 0.231 0.265

o0.01 o0.01 o0.01 o0.01 o0.01 o0.01

Prior good news 0.089 0.199 �0.835 0.157 0.045 0.170

0.28 o0.01 0.01 o0.01 0.11 o0.01

This table reports slope coefficient estimates from OLS and rank regressions of forecast errors on prior

abnormal return, prior earnings changes, and prior forecast errors with the White-corrected p-values. Prior

abnormal return is the return between 10 days after the last quarterly earnings announcement to 10 days

prior to current quarterly earnings announcement minus the return on the value-weighted market

portfolio for the same period. Prior earnings changes are defined as the prior quarter seasonal earnings

change (from quarter t � 5 to quarter t � 1) scaled by beginning-of-period price. Forecast error is reported

earnings minus the last consensus forecast of quarterly earnings issued prior to earnings announcement

scaled by price.
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the good news PrEC variable, consistent with analyst overreaction to prior good
earnings news. That is, OLS performed on the prior good news partitions of forecast
errors produces no evidence of apparent analyst underreaction observed both in the
overall samples and in the prior bad news partitions. In contrast, and adding to the
ambiguity, rank regressions do produce reliably positive slope coefficients consistent
with underreaction for all three prior good news variables. This finding is also
consistent with the rank regression results for both the overall samples and the prior
bad news partitions for all three prior news variables that suggest analyst
underreaction.
It is evident from the foregoing collection of parametric and nonparametric results

that it is difficult to draw a clear inference regarding the existence and nature of
analyst inefficiency with respect to prior news. These results are a microcosm of
similar inconsistencies found in the literature on analyst efficiency with respect to
prior news, examples of which are discussed below. In keeping with our goal of
assessing the extent, to which theories that predict systematic errors in analysts
forecasts are supported by the evidence, we next delve further into the robustness of
specific findings concerning analyst-forecast efficiency. As in the case of inferences on
bias in analysts’ forecasts, we find inconsistencies and a lack of robustness of
evidence, which are linked to the relative size of the two asymmetries present in
forecast error distributions.

3.2. How robust is evidence of analyst underreaction to bad news?

To further isolate the disproportional influence of the asymmetries on statistics,
we examine the relation between forecast errors and prior news variables in finer
partitions of the prior news variables. Our goal is to demonstrate that while the
statistical indications of analyst underreaction to prior bad news are largely
consistent in Tables 2 and 3, the phenomenon is not robust in the distribution of
forecast errors. Fig. 4 depicts the percentiles of the distributions of forecast errors for
the lowest, highest, and the combined distribution of the 2nd through the 9th decile
of each prior news variable. One pattern evident in all of the panels is that the most
extreme prior bad news decile is always associated with the most extreme negative
forecast errors.
The effect of this association is evident in Fig. 5, which summarizes the mean and

median forecast errors by decile of prior news for all three variables: The largest
negative mean error by far is produced in the 1st decile of all prior news variables.
This finding helps explain why overall bad news partitions of prior news yield
parametric means that are always consistent with analyst underreaction.16

To gauge the effect of observations in the lowest prior news decile (which, as seen
in Fig. 4, are associated with extreme negative forecast errors), we reestimate the
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16Furthermore, in unreported results we find that OLS regressions by individual deciles produce

significant positive coefficients in only the 1st decile among all deciles associated with prior bad news for all

three prior variables. The combination of greater (lower) variation in the independent variable and a

strong linear (nonlinear) relation between prior news and forecast errors in the first decile (other deciles)

contribute to these results, as we discuss later.
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OLS regressions for the overall sample after excluding observations in this decile
(unreported in the tables). We find that removing the 1st decile of prior news results
in declines in the overall coefficients from values of 0.744, 0.819, and 0.238, to values
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Fig. 4. The tail asymmetry in forecast errors within selected deciles of prior news variables. This figure

depicts percentiles of quarterly distributions of analysts’ forecast errors that fall in selected deciles (lowest,

highest, and the combined distribution of the 2nd through the 9th decile) of prior abnormal returns (Panel

A) prior earnings changes (Panel B) and prior forecast errors (Panel C). Forecast error equals reported

earnings minus consensus forecast of quarterly earnings issued prior to earnings announcement scaled by

the beginning-of-period price. Prior market-adjusted return is the return between 10 days after the last

quarterly earnings announcement to 10 days prior to current quarterly earnings announcement minus the

return on the value-weighted market portfolio for the same period. Prior earnings changes are defined as

the prior quarter seasonal earnings change (from quarter t � 5 to quarter t � 1) scaled by the beginning-of-

period price.
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of 0.380, �0.559, and 0.194, for PrAR, PrEC, and PrFE, respectively, and t-statistics
are significantly reduced in each case. Removal of individual deciles 2–9 before
reestimating the regressions leads to virtually no change in the coefficients for all
three prior news variables, whereas removal of the 10th decile actually leads to
increases in the coefficients for all three variables. Notably, the disproportionate
influence of extreme forecast error observations associated with extreme prior news
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Fig. 5. Mean and median forecast errors by decile ranking of prior abnormal return (Panel A), prior

earnings changes (Panel B), and prior forecast errors (Panel C). This figure depicts mean and median

forecast errors for portfolios ranked on the basis of prior abnormal return (Panel A), prior earnings

changes (Panel B), and prior forecast errors (Panel C). Prior abnormal return is the return between 10 days

after the last quarterly earnings announcement to 10 days prior to current quarterly earnings

announcement minus the return on the value-weighted market portfolio for the same period. Prior

earnings changes are defined as the prior quarter seasonal earnings change (from quarter t � 5 to quarter

t � 1) scaled by the beginning-of-period price. Forecast error is reported earnings minus the last consensus

forecast of quarterly earnings issued prior to earnings announcement scaled by price.
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is an effect that is not specifically predicted by extant behavioral or incentive-based
theories of analyst inefficiency.17

The middle asymmetry also contributes, albeit more subtly than the tail
asymmetry, to producing OLS regression coefficients that are consistent with
underreaction to bad news. As seen in the first row of Panels A–C of Table 4
(‘‘Overall’’), which presents the ratio of positive to negative forecast errors by deciles
of all three prior news variables, the percentage of positive errors increases as prior
news improves. Consider, for example, in Panel A, the evidence for the first 5 deciles
of PrAR, which only pertain to prior bad news realizations. The steadily increasing
rate of small positive errors as PrAR improves will contribute to a positive slope
coefficient in OLS regressions of forecast errors on prior bad news, reinforcing an
inference of underreaction from this statistic. The concern raised by evidence in the
remaining rows of Panel A of Table 4 is that less extreme prior bad news generates
increasingly higher incidences of small positive versus small negative forecast
errors—that is, observations that represent exactly the opposite of analyst
underreaction.
Finally, recall that nonparametric statistics, including percentages of negative

errors, rank regression slopes, and medians, also provide consistent indications of
analyst underreaction to bad news. The nonparametric evidence in Panel A of
Table 4 suggests however that this finding is also not as robust as it first appears. In
the case of PrAR, for example, only the two most extreme negative deciles are
associated with a reliably higher frequency of negative errors, which would not be
expected if analyst underreaction to bad news was a pervasive phenomenon. In fact,
there is a monotonic increase in the rate of positive to negative errors in the deciles
that contain bad news realizations, with the 3rd decile containing a statistically equal
number of each, and deciles 4–6 containing a reliably greater number of positive than
negative errors.18 Thus, observations that form the tail asymmetry, which is most
pronounced in extreme bad news PrAR, even have a disproportional impact on some
nonparametric evidence of underreaction to bad news, including indications from
medians, percentages of negative errors, and rank regressions.19
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17 It is not well recognized that the inference of underreaction to prior bad news generated by the

parametric tests favored in the literature is common to all prior news variables and is always driven by the

concentration of extreme negative errors associated with extreme prior bad news. This conclusion can be

drawn from studies investigating over/underreaction to prior returns (see, e.g., Brown et al., 1985; Klein,

1990; Lys and Sohn, 1990; Abarbanell, 1991; Elgers and Murray, 1992; Abarbanell and Bernard, 1992;

Chan et al., 1996) and studies investigating over/underreaction to prior earnings changes (see, e.g., De

Bondt and Thaler, 1990; Abarbanell and Bernard, 1992; Easterwood and Nutt, 1999).
18The 6th decile of PrAR includes small negative, small positive, and a limited number of zero

observations. The demarcation point of zero occurs in the 4th decile of PrEC, reflecting a greater

likelihood of positive earnings changes than negative earnings changes. The demarcation occurs in the 5th

decile of PrFE, reflecting both a high percentage of zero prior forecast errors as well as the higher incidence

overall of positive versus negative errors associated with the middle asymmetry. As suggested in footnote

15, simply partitioning prior news at the value of zero (as is done in the literature) may not lead to

appropriate comparisons with respect to analyst efficiency across prior news variables in all situations.
19Recall that rank regressions of forecast errors and prior news produce large positive and significant

slope coefficients, consistent with underreaction to bad news prior returns even though the incidence of

positive errors is equal to or greater than the incidence of negative forecast errors in all but the most
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Table 4

Ratio of small positive to small negative forecast errors in symmetric regions by decile ranking of prior

abnormal return (Panel A), prior earnings changes (Panel B), and prior forecast error (Panel C)

Range of forecast errors Lowest 2 3 4 5 6 7 8 9 Highest

Panel A: Ratio of small positive to small negative forecast errors and percentage of total decile observations

within deciles of prior abnormal return

Overall 0.66 0.78 0.97 1.08 1.17 1.27 1.33 1.39 1.76 2.12

[�0.1, 0) & (0, 0.1] 1.39 1.12 1.35 1.51 1.53 1.61 1.66 1.75 1.84 2.43

24% 30% 32% 34% 35% 36% 38% 36% 34% 31%

[�0.2, �0.1) & (0.1, 0.2] 1.11 1.16 1.26 1.24 1.49 1.53 1.46 1.54 2.41 2.60

18% 19% 21% 19% 20% 21% 20% 20% 21% 21%

[�0.3, �0.2) & (0.2, 0.3] 0.75 0.83 0.99 1.15 1.14 1.31 1.72 1.56 2.02 2.64

10% 11% 11% 11% 12% 12% 11% 12% 12% 11%

Panel B: Ratio of small positive to small negative forecast errors and percentage of total decile observations

within deciles of prior earnings changes

Overall 0.75 0.77 0.86 0.91 1.16 1.53 1.83 1.87 1.83 1.45

[�0.1, 0) & (0, 0.1] 1.52 1.30 1.18 1.14 1.38 2.10 2.36 2.07 2.00 1.98

16% 21% 28% 41% 56% 54% 45% 33% 25% 18%

[�0.2, �0.1) & (0.1, 0.2] 1.25 1.15 1.11 1.08 1.29 1.57 2.24 2.54 2.20 1.91

13% 19% 21% 23% 19% 20% 24% 25% 22% 15%

[�0.3, �0.2) & (0.2, 0.3] 0.97 0.98 0.91 0.79 0.93 1.19 2.03 2.17 1.98 2.19

9% 12% 13% 12% 7% 9% 11% 13% 13% 11%

Panel C: Ratio of small positive to small negative forecast errors and percentage of total decile observations

within deciles of prior forecast errors

Overall 0.53 0.58 0.70 0.74 1.32 2.25 2.06 1.91 1.95 1.82

[�0.1, 0) & (0, 0.1] 1.10 0.90 0.91 0.87 1.50 3.02 2.22 2.05 2.09 1.65

8% 15% 24% 37% 65% 58% 46% 33% 24% 13%

[�0.2, �0.1) & (0.1, 0.2] 1.27 0.94 0.88 0.90 1.16 2.17 2.68 2.59 2.75 1.99

10% 17% 23% 25% 18% 21% 24% 25% 23% 16%

[�0.3, �0.2) & (0.2, 0.3] 0.90 0.71 0.69 0.64 1.28 1.69 2.16 2.66 2.20 2.32

9% 12% 14% 11% 7% 8% 10% 14% 15% 13%

This table reports the ratio of small positive to small negative forecast errors for observations that fall into

increasingly larger and nonoverlapping symmetric intervals moving out from zero forecast errors and the

percentage of observations that fall in these intervals of the total nonzero forecast errors in that decile.

Prior abnormal return is the return between 10 days after the last quarterly earnings announcement to 10

days prior to current quarterly earnings announcement minus the return on the value-weighted market

portfolio for the same period. Prior earnings changes are defined as the prior quarter seasonal earnings

change (from quarter t � 5 to quarter t � 1) scaled by the beginning-of-period price. Forecast error is

reported earnings minus the last consensus forecast of quarterly earnings issued prior to earnings

announcement scaled by price.

(footnote continued)

extreme deciles of bad news PrAR. This occurs because the most negative ranks of PrAR are paired with

the most negative forecast errors, which when combined with the increasing incidence of pessimistic errors

as bad news becomes less extreme (in principle, overreaction), accounts for an overall positive association

in the rank slope coefficient that is consistent with apparent underreaction.
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3.3. How robust is the evidence of misreaction to prior good news?

As seen in Tables 2 and 3, evidence can be found for either analyst underreaction
or overreaction to prior good news, depending on the statistical approach and/or
prior variable on which the researcher focuses. Our goal in this section is to examine
the robustness of parametric evidence of analyst overreaction and nonparametric
evidence of analyst underreaction to good news.
In Panel A of Fig. 4, the most extreme prior good news decile in the case of PrAR

does not display a tail asymmetry substantially different from the combined deciles
2–9. In contrast, in the case of PrEC (in Panel B) the most extreme positive decile
actually exhibits the second largest degree of tail asymmetry inasmuch the combined
inner decile distribution (deciles 2–9) has a considerably smaller tail asymmetry. In
the case of PrFE, depicted in Panel C, the most extreme positive decile displays a
slightly greater degree of tail asymmetry than the combined deciles 2–9. Thus,
although the tail asymmetry is always present in extreme prior good news deciles,
there is considerable variation in the degree of tail asymmetry across extreme good
news realizations of prior news variables—a phenomenon that once again is not
contemplated by general incentive and behavioral theories.
The statistical impact of variation in the degree of tail asymmetries in extreme

good news deciles across prior variables is reflected in the mean forecast errors by
decile presented in Fig. 5. Notably, as seen in Panel B, the relatively large tail
asymmetry associated with extreme good news PrEC leads to a negative mean error
in the 10th decile (i.e., overreaction), which aligns with the large tail asymmetry
observed in Panel B of Fig. 4. In contrast, mean forecast errors for the good news
PrEC deciles 5–9 are small and in many cases significantly positive (i.e., consistent
with underreaction) because the tail asymmetry associated with these observations is
small. The disproportional influence of the 10th decile of PrEC is also evident in
regression results. In addition to being responsible for the only overall prior good
news partition that produces a significant OLS slope coefficient, it is the only
individual decile comprising good news for any variable that produces a significant
slope coefficient (unreported in the tables). We note that removal of the 10th decile
from the overall regression of forecast errors on PrEC leads to an increase in the
slope coefficient from a value of 0.819 to 3.17, with a corresponding increase in the
t-statistic. That is, the strong negative association between forecast errors and prior
good news in this decile, which contributes disproportionately to the finding of
overreaction to good news, also introduces severe nonlinearity in the overall
regression.20
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20The increasing rate of small positive errors as good news becomes more extreme contributes to

positive slope coefficients in OLS regressions of forecast errors on prior good news. This is analogous to

the impact of increasing rates of positive errors as bad news becomes less extreme, an effect more evident

when the most extreme decile of good news is removed. The concern here, however, is that more extreme

prior news leads to higher incidences of less extreme positive forecast errors—a phenomenon that is not

only counterintuitive but is not predicted by extant incentive and behavioral theories of analyst

inefficiency.
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The most extreme good news PrEC decile is, therefore, largely responsible for the
negative slope coefficient and the negative mean observed for good news PrEC

partitions, suggesting the dominant influence of a small number of observations
from the left tail of the distribution of forecast errors in producing parametric
evidence of overreaction to good news prior earnings changes. Easterwood and Nutt
(1999) refer to regression results that indicate a combination of underreaction to bad
news and overreaction to good news as generalized optimism. From the evidence
presented thus far it is clear that a small number of extreme negative forecast error
observations associated with both extreme bad and extreme good news PrEC

realizations are largely responsible for this finding. The question of the robustness of
the finding of generalized optimism is magnified in the case of statistical indications
of overreaction to good news because, as was reported in Table 2, good news PrAR

and PrFE do not generate consistent parametric evidence of generalized optimism,
even in the extreme deciles. This lends a ‘‘razor’s edge’’ quality to the result that
hinges on whether there is a sufficiently large number of extreme bad and good news
realizations associated with extremely negative forecasts.21 Furthermore, ambiguity
in interpreting the evidence is introduced because there is no extant behavioral or
incentive theory of analyst inefficiency that predicts that, when overreaction occurs,
it will be concentrated among extreme prior news and come in the form of extreme
analyst overreaction.
Finally, just as in the case of prior bad news, the presence of asymmetries also raises

questions about the robustness of nonparametric evidence of analyst misreaction to
prior good news. Recall from Section 3.1.1 that, in contrast to parametric statistics,
nonparametric statistics suggested analyst underreaction to prior good news for all
three prior news variables. The evidence in Tables 2 and 4 indicates that large middle
asymmetries reinforce nonparametric indications of underreaction—in particular, the
increasing relation between the magnitude of good news and the likelihood of small
positive forecast errors, a relation that is monotonic in the case of PrAR and PrFE.
Thus, the middle asymmetry, and its variation with the magnitude of prior good news,
has a disproportionate impact on the inference of underreaction to good news from
nonparametric statistics, including indications from medians, percentages of negative
errors, and rank regressions. Notably, the percentage of positive forecast errors is
substantially larger than the percentage of negative errors even in the most extreme
PrEC decile. That is, the decile largely responsible for producing the only statistical
evidence that analysts overreact to good news displays a strong tendency for errors
that are consistent with underreaction.

3.4. The tail and middle asymmetries and serial correlation in analysts’ forecasts

The preceding results indicate that regression evidence of underreaction is
disproportionately influenced by apparent extreme underreaction to extreme bad
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21Easterwood and Nutt (1999) eliminate the middle third of the prior earnings news distribution before

estimating OLS slope coefficients, which provide the statistical support for their conclusion that analysts

underreact to bad news and overreact to good news. Clearly, this test design gives even greater weight to

observations that comprise the tail asymmetry.
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prior news and is also impacted by the increase in the middle asymmetry as prior
news improves. The asymmetries have important impacts on alternative (to
regression) tests of analyst inefficiency in the literature. For example, as mentioned
earlier, the analysis of the relation between current and prior forecast errors is
typically not couched in terms of over- or underreaction to signed prior news, but
rather in terms of overall serial correlation in lagged analyst forecast errors (see, e.g.,
Brown and Rozeff, 1979; Mendenhall, 1991; Abarbanell and Bernard, 1992; Ali et al.,
1992; Shane and Brous, 2001; Alford and Berger, 1999). These studies focus almost
exclusively on parametric measures of serial correlation and primarily on the first
lag, or consecutive period errors.
Table 5 presents the Pearson and Spearman correlation between consecutive

quarterly forecast errors for the overall sample and within each of the deciles of
current forecast errors. The mean correlations for the entire sample are statistically
significant, with yearly averages of 0.15 and 0.22, respectively. Note that the first
decile, which includes the observations in the extreme left tail that are associated
with the tail asymmetry, produces the greatest Pearson and Spearman correlations of
0.17 and 0.19, respectively. In contrast, the correlations in all other deciles are much
smaller and most often statistically insignificant in the case of the Pearson measure.
It is interesting to note that if distributions of forecast errors were symmetric, then
forming deciles on the basis of current forecast errors (a procedure only followed in
Table 5) would be expected to attenuate, relative to the overall sample serial
correlation, the estimated correlation in every decile. However, the facts that
correlation is not attenuated in the most extreme negative forecast error decile (in
fact, it is larger than the overall correlation) and that the Pearson correlation is
insignificant in the most extreme positive forecast error decile are additional
indications of the important role the tail asymmetry plays in the findings of serial
correlation. We note that when the deciles are formed based on prior forecast errors
(that is they are sorted on the independent variable, as is done in all other tests
performed in the paper) we still find that Pearson correlations are highest in the most
extreme negative forecast error decile.22

Finally, we note that the strongest Spearman correlations in the table, other than
the most extreme negative decile of current forecast errors, are found in deciles 6 and
7, i.e., those with a high concentration of current and prior small pessimistic forecast
errors. The evidence is also inconsistent with what would be expected based on
forming deciles on current forecast errors, where correlation in the middle deciles
would be driven to zero. The higher correlations in deciles 6 and 7 are found whether
deciles are formed on current or prior forecast errors. The evidence suggests the need
for further exploration into the role of observations in the middle asymmetry in
producing estimated serial correlation consistent with apparent analyst under-
reaction to their own forecast errors.
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22 It is also interesting to note from columns 4 and 5 that the first decile is not only associated with the

largest mean values for current forecast errors, but is also associated with the largest mean value among

the prior (i.e., lagged) forecast error deciles.

J. Abarbanell, R. Lehavy / Journal of Accounting and Economics 36 (2003) 105–146 131



3.5. Summary and implications of the tail and middle asymmetries on inferences of

analyst efficiency

An important conclusion from the analysis of conditional forecast error
distributions is that the sign of prior news variables sorts observations from the
tail and middle asymmetries in a manner that (1) reinforces the inference of
underreaction found in parametric statistics for all prior bad news partitions, an
inference that is largely the result of the dominant impact of the tail asymmetry; and
(2) can create offsetting or reinforcing effects that contribute to producing conflicting
signs of means and regression slope coefficients within and across different prior
good news partitions of the variables. Thus, the presence of middle and tail
asymmetries in conditional distributions of forecast errors helps explain why
evidence of underreaction to bad news appears to be so robust in the literature while
evidence of under- and overreaction to good news is not. Attenuation of means and
slope coefficients due to the relatively greater impact of the middle asymmetry in
good news distributions of forecast errors also helps explain why, in every study to
date that employs parametric tests and concludes that analysts’ forecasts are
inefficient, the magnitude of misreaction to bad news is always found to be greater
than the magnitude of misreaction to good news.
It is tempting to infer from the insignificance of slope coefficients pertaining to

regressions of forecast errors on prior news generated for some good news partitions
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Table 5

Serial correlation in consecutive-period forecast errors

Decile ranking of

forecast errors

Pearson

correlation in

consecutive

forecast errors

Spearman

correlation in

consecutive

forecast errors

Mean forecast

errors

Mean prior quarter

forecast errors

(1) (2) (3) (4) (5)

Lowest 0.17# 0.19# �2.08 �0.79
2 0.04& 0.07# �0.44 �0.26
3 0.03 0.06# �0.17 �0.12
4 0.06# 0.05& �0.06 �0.04
5 0.06# 0.03& 0.00 �0.07
6 �0.01 0.09# 0.03 0.04

7 0.01 0.08# 0.08 0.04

8 �0.02 0.04& 0.15 �0.01
9 0.00 0.04& 0.29 0.02

Highest 0.00 0.04& 0.90 �0.12

Overall 0.15# 0.22# �0.13 �0.13

This table reports the Pearson and Spearman correlation coefficients and means of current and prior

quarter forecast errors within deciles of the ranked (current) forecast error distribution. Forecast error is

reported earnings minus the last consensus forecast of quarterly earnings issued prior to earnings

announcement scaled by beginning-of-period price.
#(&) Represents a statistically significant correlation at a 1% (5%) level.
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reported in Table 3 and in all inner deciles of distributions of all prior news variables
that, apart from cases of extreme prior news, analysts produce efficient forecasts (see,
footnote 16). However, the sensitivity of statistical findings in prior good news
partitions documented above suggests that we exercise caution in reaching this
conclusion. Results in Fig. 4 and Table 4, along with unreported results, verify that
all decile partitions of PrAR and PrEC are characterized by both middle and tail
asymmetries, and that every good (bad) news decile of PrFE is characterized by a
middle (tail) asymmetry. While it is possible that failure to reject zero slope
coefficients in the inner deciles is the result of a general tendency for analyst forecasts
to be efficient when prior news is not extreme, we must concede the possibility that
the lower variation in the independent variable and small numbers of observations
associated with tail and middle asymmetries within deciles combine to produce
nonlinearities and lower power in a manner that obscures evidence of analyst
inefficiency. That is, slicing up the data into greater numbers of partitions does not
appear to eliminate the potential impact of both asymmetries in influencing
inferences concerning the existence and nature of analyst inefficiency in parametric
tests.23

The evidence in this section reveals how asymmetries can produce and potentially
obscure indications of analyst inefficiency, depending on the statistical approach
adopted by the researcher. Next, we describe examples of procedures that (perhaps
unintentionally) mitigate the impact of observations that comprise the asymmetries,
but may not necessarily shed new light on the question of whether analysts’ forecasts
are efficient.

3.6. Data transformations, nonlinear statistical methods, and alternative loss functions

Apart from partitioning forecast errors in parametric tests and applying nonpara-
metric tests, some studies implicitly or explicitly adjust the underlying data in order to
attenuate the disproportional impacts and nonlinearities induced by the tail asymmetry.
Two such approaches are truncating and winsorizing forecast errors. As in the case of
inferences concerning bias discussed in Section 2, the effects of arbitrary truncations on
inferences concerning analyst under- and overreaction can be significant. Keane and
Runkle (1998), for example, argue that evidence of misreaction to prior earnings news
is overstated as a result of uncontrolled cross-correlation in forecast errors. However,
they explicitly state that their finding of efficiency—after applying GMM to control for
bias in standard errors induced by cross-correlation—rests on having first imposed a
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23Severe heteroscedasticity in the decile regression residuals are consistent with this argument. In

addition, while we do not advocate arbitrary truncations of the data to mitigate the impact of the

asymmetries we find that small symmetric truncations of tail observations within decile distributions

similar to those described in the previous section for the unconditional distribution of forecast errors result

in significant slope coefficients in many of the inner deciles of prior returns and prior earnings changes.

Because small truncations of extreme observations reduce the number of observations in each decile and

further reduce variation in the independent variable, it is possible that the statistical significance of the

coefficients after truncation in these cases reflects the presence of analyst inefficiency and/or the

elimination of the offsetting impact of the tail asymmetry in a manner that allows the middle asymmetry to

dominate an inference of inefficiency.
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sample selection criterion that results in the truncation of large forecast error
observations in the extreme negative tail of the distribution. Their argument for doing
so is that the Compustat reported earnings used to benchmark forecasts for such
observations includes large negative transitory items that analysts do not forecast.
Abarbanell and Lehavy (2002) show that tail asymmetries also characterize
distributions of forecast errors based on the earnings reported by commercial forecast
data sources such as I/B/E/S, Zacks, and First Call, which are, in principle, free of such
special items. They also report a high correlation between the observations that fall into
the extreme negative tail of the distribution of forecast errors calculated with
Compustat-reported earnings and those that fall into the extreme negative tail of
distributions calculated with earnings provided by forecast data services. Thus, it
remains to be seen whether the finding of analyst forecast rationality continues to hold
when GMM procedures are applied to untruncated distributions of forecast error
based on ‘‘cleaned’’ reported earnings numbers rather than truncated distributions of
forecast errors based on Compustat earnings.24

An alternative to arbitrarily truncating a subset of observations is to transform the
entire distribution of forecasts, a common procedure used to eliminate nonlinea-
rities, stabilize variances, or induce a normal distribution of forecast errors to avoid
violating the assumptions of the standard linear model. For example, log and power
transformations mitigate skewness and the disproportionate impact of extreme
observations when the dependent variable is forecast errors. However, each type of
transformation alters the structure of the data in a unique way, and it is possible for
different transformations to yield different inferences concerning analyst inefficiency.
That is, transformations of distributions of forecast error are not likely to lead to
greater consensus in the literature unless strong a priori grounds for preferring one
transformation to another can be agreed upon. Such grounds can only be found by
gaining a better understanding of what factors are responsible for creating relevant
features of the untransformed data—an understanding that in turn would require
more exacting theories than have thus far been produced as well as more institutional
research into the analysts’ actual forecasting task.
Finally, instead of adapting the data to fit the model the researcher may choose to

adapt the model to fit the data. Disproportionate variation in the degree of tail
asymmetry as a function of the sign and magnitude of prior news suggests, at a
minimum, that parametric tests of analyst inefficiency should be adapted to allow for
the nonlinear relationship between forecast errors and prior news. For example, after
Basu and Markov (2003) replaced the quadratic assumption in their standard OLS
regression with a linear loss function assuming that analysts minimize absolute
forecast errors, they found little evidence to support analyst inefficiency. Imposing
this loss function has an effect similar to truncating extreme observations, since such
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24We note that although arbitrarily truncating the dependent variable (e.g., Keane and Runkle, 1998)

may seem to be a more egregious form of biasing a test, the evidence presented earlier suggests that

arbitrarily truncating observations in the middle of the distribution of the prior earnings news (e.g.,

Easterwood and Nutt, 1999) can also create problems when researchers draw inferences about the

tendency for analysts to misreact to prior news, inasmuch as this procedure can further accentuate the

already disproportionate impact of the tail asymmetry.
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observations are given less weight in the regression (as opposed to being removed
outright from the distribution).25

Clearly there is something to be learned from examining how inferences change under
different assumed loss functions. However, at this stage in the literature, the approach
will have limited benefits for a number of reasons. First, while a logical case can be made
for one loss function that leads to the failure to reject unbiasedness and efficiency, an
equally strong case for a loss function that leads to a rejection of unbiasedness and
efficiency can also be made, without either assumption being inconsistent with existing
empirical evidence of how analysts are compensated. In such cases, the conclusion about
whether analyst forecasts are rational will hinge on which assumption best describes
analysts’ true loss function—a subject about which we know surprisingly little.26

Second, it is possible that some errors are actually partially explained by cognitive or
incentive factors that are coincidental with or are exacerbated by other factors that give
rise to the same errors the researcher underweights by assuming a given loss function.
Finally, although assuming a given loss function—like the choice of alternative test
statistics or data truncations—may lead to a statistical inference consistent with
rationality, such an approach ignores the empirical fact that the two notable
asymmetries are present in the distribution. Given their influence on inferences,
providing compelling reasons for these asymmetries is a prerequisite for judging whether
and in what circumstances incentives or cognitive biases induce analyst forecast errors.
In the next section we take a step toward understanding how the asymmetries in

forecast error distributions arise by identifying a link between the presence of
observations that comprise the two asymmetries and unexpected accruals included in
the reported earnings used to benchmark forecasts. This link suggest the possibility
that some ‘‘errors’’ in the distribution of forecast errors may arise only because the
forecast was inappropriately benchmarked with reported earnings, when in fact the
analyst had targeted a different earnings number.

4. Linking bias in reported earnings to apparent bias and inefficiency in analyst

forecasts

4.1. Accounting conservatism and unexpected accruals

Abarbanell and Lehavy (2003a) argue that an important factor affecting the
recognition of accounting accruals is the conservative bent of GAAP. Because
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25Note that, as discussed earlier, there may be greater difficulty detecting irrationality (alternatively, a

greater likelihood of failing to reject efficiency) using regression analysis once procedures that attenuate

the impact of left tail observations are introduced because the middle asymmetry is still present.
26The fact that the evidence of misreaction to even extreme good news is mixed for different definitions

of prior news and different parametric statistics presents a challenge to adapting behavioral theories to

better fit the data. Unless we can identify a common cognitive factor that explains why differences in

apparent misreaction depend on the extremeness of prior news, the empirical case for any form of

generalized bias or inefficiency will hinge on a relatively small number of observations comprising the tail

and middle asymmetries that are not predicted by the theory.
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conservative accounting principles facilitate the immediate recognition of economic
losses but restrict the recognition of economic gains, the maximum amount of
possible income-decreasing accruals that a typical firm can recognize in a given
accounting period will be larger than the maximum amount of income-increasing
accruals (see, e.g., Watts, 2003). Table 6 provides evidence that supports this
intuition.
The table presents selected summary statistics associated with cross-sectional

distributions of firms’ quarterly unexpected accruals over the sample period.27 The
mean unexpected accrual over the sample period is �0.217. While the distribution is
negatively skewed, the median is 0.023 and the percentage of positive and negative
unexpected accruals is nearly equal. It is evident from Table 6 that, while the
unexpected accrual distribution is relatively symmetric in the middle, it is
characterized by a longer negative than positive tail. For example, the magnitude
of the average values at the 25th and 75th percentiles is nearly identical. However,
symmetric counterpart percentiles outside these values begin to diverge by relatively
large amounts, beginning with a comparison of the values at the 10th and 90th
percentiles. The differences become progressively larger with comparisons of
counterpart percentiles farther out in the tails. For example, the average 5th and
3rd percentile values are approximately 1.17 times larger than the average 95th and
97th percentiles, and the average value of the 1st percentile is 1.30 times larger than
the average value of the 99th percentile. We stress that, although the percentile
values of unexpected accruals vary from quarter to quarter, the basic shape of the
distribution is similar in every quarter.

4.2. Linking unexpected accruals to asymmetry in tails of forecast error distributions

The measure of unexpected accruals we employ is based on historical relations
known prior to the quarter for which earnings are forecast. Although the term
‘‘unexpected’’ is used, it is possible—in fact likely—that analysts will acquire new
information about changes in the relations between sales and accruals that occurred
during the quarter before they issue their last forecast for a quarter. Nevertheless, we
can use the measure of unexpected accruals to identify, ex-post, cases in which
significant changes in accrual relations did take place, and then assess whether the
evidence is consistent with analysts’ issuing a final forecast of earnings for the
quarter either unaware of some of these changes or unmotivated to forecast them.
If analysts’ forecasts do not account for the fact that some firms will recognize

accruals placing them in the extreme negative tails of the distribution of unexpected
accruals, then there will be a direct link between the negative tail of this distribution
and the extreme negative tail of the forecast error distribution. The conjectured link
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27Unexpected accruals reported in the tables are the measure produced by the modified Jones model

applied to quarterly data (see Appendix A for calculations). To facilitate comparison with our forecast

error measure, we express unexpected accruals on a per share basis scaled by price and multiplied by 100.

As indicated earlier, the qualitative results are unaltered when we employ the unmodified Jones model and

other estimation techniques found in the literature, including one that excludes nonrecurring and special

items.
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is depicted in Fig. 6. The figure shows mean forecast errors in intervals of (+/�)
0.5% centered on the percentiles of unexpected accruals. For example, the mean
forecast error corresponding to the Xth percentile of unexpected accruals is
computed using observations that fall in the interval of X�0.5 to X+0.5 percentiles
of the unexpected accruals distribution.
It is clear from Fig. 6 that extreme negative forecast errors are associated with

extreme negative unexpected accruals. That is, the evidence suggests a direct
connection between the tail asymmetry in the forecast error distribution
(documented in earlier sections) and an asymmetry in tails of the unexpected
accrual measure.28 This link continues to be observed even when we employ
consensus earnings estimates and reported earnings that are, in principle, stripped of
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Table 6

Descriptive statistics on quarterly distributions of unexpected accrual, 1985–1998

Unexpected accrual

Number of observations 33,548

Mean �0.217
Median 0.023

Standard deviation 5.600

Skewness �1.399
Kurtosis 16.454

% Positive 50.8

% Negative 49.2

% Zero 0.0

P1 �20.820
P3 �11.547
P5 �8.386
P10 �4.574
P25 �1.349
P75 1.350

P90 4.185

P95 7.148

P97 9.891

P99 15.945

This table reports descriptive statistics on quarterly distributions of unexpected accruals. Unexpected

accruals are calculated using the modified Jones model as described in the appendix (expressed as

unexpected accrual per share scaled by price and multiplied by 100).

28Another example of this link relates to the evidence on serial correlation in forecast errors presented

earlier. Recall from Table 5 that the most extreme prior forecast error decile is also associated with the

most negative mean current forecast errors. In unreported results we find that this decile is also

characterized by the largest negative lagged and current unexpected accruals observed for these deciles

(whether forecast error deciles are formed on the current or prior forecast errors). Thus, consecutive

quarters of large, negative unexpected accruals go hand-in-hand with consecutive quarters of extreme

negative forecast error observations that, in turn, are associated with high levels of estimated serial

correlation.
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nonrecurring items and special charges (because Zacks indicates that analysts do not
attempt to forecast these items), and a measure of unexpected accruals that
also strips such items (see, Hribar and Collins, 2002). This suggests that an
association exists between extreme negative accruals deemed ‘‘special or nonrecur-
ring’’ and extreme negative accruals that do not fit this description. One possible
reason for this association is that firms take an ‘‘unforecasted earnings bath,’’
recognizing operating expenses larger than justified by the firm’s actual performance
for the period at the same time as they recognize large discretionary or
nondiscretionary negative transitory operating and nonoperating items (see,
Abarbanell and Lehavy, 2003b).
A second explanation for the association between large negative unexpected

accruals and large negative forecast errors is that all the models of unexpected
accruals examined in this study are prone to misclassifying nondiscretionary accruals
as discretionary in periods when firms are recognizing large, negative transitory
items. Combining the misclassification argument with a cognitive based argument
that analysts react too slowly to extreme current performance would account for the
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Fig. 6. Linking unexpected accruals and the asymmetry in tails of forecast error distributions. This figure

depicts percentiles of unexpected accruals and mean forecast errors (gray area) in intervals of (+/�) 0.5%
around unexpected accruals percentiles. For example, the mean forecast errors corresponding to the Xth

percentile of unexpected accruals is computed using observations that fall in the interval of X�0.5 to
X+0.5 percentiles of the unexpected accruals distribution. Forecast error equals reported earnings minus

consensus forecast of quarterly earnings issued prior to earnings announcement scaled by the beginning-

of-period price. Unexpected accruals are the measure produced by the modified Jones model as described

in the appendix (expressed as percentage of unexpected accrual per share scaled by price and multiplied by

100).
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observed link between unexpected accruals and forecast errors. While a more
detailed analysis is beyond the scope of this paper, the evidence in Fig. 6 sheds
additional light on the question of misclassification. It is seen in the figure that the
largest percentiles of positive unexpected accruals are actually associated with fairly
large negative mean forecast errors. The upside down U-shape that characterizes
mean forecast errors over the range of unexpected accruals is inconsistent with a
straightforward misclassification argument.29 This is because if extreme positive
unexpected accruals reflected misclassification in the case of firms that experience
strong current performance, these would be the same cases in which analysts’
forecasts would tend to underreact to extreme current good news and issue forecasts
that fall short of reported earnings. The association between firm recognition of large
negative transitory items and large negative operating items and the association
between forecast errors and unexpected accruals are empirical phenomena that
clearly deserve further exploration.

4.3. Linking unexpected accruals and the asymmetry in the middle of forecast error

distributions

Table 7 provides evidence suggesting that unexpected accruals are also asso-
ciated with the middle asymmetry in forecast error distributions. Column 2 presents
a comparison of the ratio of positive to negative errors in narrow intervals centered
on a zero forecast error (as reported in Panel B of Table 1) to the analogous
ratio when forecast errors are based on reported earnings after ‘‘backing out’’
the realization of unexpected accruals for the quarter. In sharp contrast to the
results reported in Table 1, the results in Table 7 indicate that after controlling
for unexpected accruals, the number of small positive forecast errors never exceeds
the number of small negative forecast errors in any interval. For example, the
ratio of good to bad earnings surprises in the interval between [�0.1, 0) and (0, 0.1]
is 1.63 (a value reliably different from 1) when errors are computed using earnings
as reported by the firm, compared to 0.95 (statistically indistinguishable from 1)
when errors are based on reported earnings adjusted for unexpected accruals.
Thus, as in the case of the tail asymmetry, there is an empirical link between
firms’ recognition of unexpected accruals and the middle asymmetry. Given the
impact of the tail and middle asymmetries on inferences concerning analyst bias
and inefficiency described in Sections 2 and 3, researchers should take into
account the role of unexpected accruals in the reported earnings typically used to
benchmark forecast.
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29The plot of median forecast errors around unexpected accrual percentiles also displays an upside down

U-shape. However, as one might expect from the summary statistics describing the forecast error

distributions in Table 1, the magnitude of these median errors is much smaller than mean errors, and large

negative median forecast errors are only found in the most extreme positive and negative unexpected

accrual percentiles.
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4.4. Explanations for a link between asymmetries in forecast error distributions and

unexpected accruals

One general explanation for the link between unexpected accruals and the
presence of asymmetries in forecast error distributions is that incentive or judgment
factors that affect analysts’ forecasts are exacerbated when estimates of unexpected
accruals are likely to be unusual. For example, it is possible that cases of
underreaction that appear to be concentrated among firms with the most extreme
bad news reflect situations in which analysts have the weakest (strongest) incentives
to lower (inflate) forecasts or suffer from cognitive obstacles that prevent them from
revising their forecasts downward. At the same time, it has been argued in the
accounting literature that unexpected accrual models produce biased downward
estimates in exactly the same circumstances, i.e., when firms are experiencing
extremely poor performance (see, e.g., Dechow et al., 1995).30 This combination of
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Table 7

Linking unexpected accruals and the asymmetry in the middle of forecast error distributions

Range of forecast errors Ratio of positive to negative

forecast errors based on reported

earnings

Ratio of positive to negative

forecast errors based on earnings

adjusted for unexpected accruals

(1) (2) (3)

Overall 1.19� 0.96�

[�0.1, 0) & (0, 0.1] 1.63� 0.95

[�0.2, �0.1) & (0.1, 0.2] 1.54� 0.97

[�0.3, �0.2) & (0.2, 0.3] 1.31� 1.09

[�0.4, �0.3) & (0.3, 0.4] 1.22� 0.97

[�0.5, �0.4) & (0.4, 0.5] 1.00 0.99

[�1, �0.5) & (0.5, 1] 0.83� 0.95�

[Min, �1) & (1, Max] 0.40� 0.95�

This table provides the ratio of positive to negative forecast errors for observations that fall into

increasingly larger and nonoverlapping symmetric intervals moving out from zero forecast errors. For

example, the forecast error range of [�0.1, 0) & (0, 0.1] includes all observations that are greater than or

equal to �0.1 and (strictly) less than zero and observations that are greater than zero and less than or
equal to 0.1. Forecast error is reported earnings minus the last consensus forecast of quarterly earnings

issued prior to earnings announcement scaled by the beginning-of-period price. Earnings before

unexpected accruals (used to compute the forecast error ratios in column 3) are calculated as the difference

between reported earnings and the empirical measure of unexpected accruals.
�A test of the difference in the frequency of positive to negative forecast errors is statistically significant at

or below a 1% level.

30The controversy over bias in unexpected accrual estimates relates to the issue of whether they truly

reflect the exercise of discretion on the part of management. The conclusion that such measures are flawed

is generally based on results from misclassification tests in which the maintained assumption is that

historical data have not been affected by earnings management. This assumption can be challenged on

logical grounds and, somewhat circularly, on the grounds that no evidence in the empirical literature

supports this assumption.
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potentially unrelated factors could account for the fact that extreme negative
unexpected accruals accompany analysts’ final forecasts for quarters characterized
by prior bad news. Analogously, a higher incidence of small positive versus small
negative errors as news improves is consistent with a greater likelihood of a fixed

amount of judgment-related underreaction or incentive-based inflation of forecasts
the better the prior news. The fact that unexpected accruals also appear to be related
to the presence of the middle asymmetry may be coincidental to a slight tendency for
unexpected accrual estimates to be positive in cases of firms experiencing high
growth and positive returns (see, e.g., McNichols, 2000).31

Clearly there is a long list of possible combinations of unrelated factors that can
simultaneously give rise to the two asymmetries in forecast error distributions and
their apparent link to unusual unexpected accruals, which makes it difficult to
pinpoint their source. Nevertheless, researchers still have good reason to consider
these empirical facts when developing empirical test designs, choosing test statistics,
and formulating and refining analytical models. One important reason is that if
analysts’ incentives or errors in judgment are responsible for systematic errors, it
should be recognized that these factors appear to frequently produce very specific
kinds of errors; i.e., small positive and extreme negative errors. To date, however,
individual incentive and cognitive-based theories do not identify the economic
conditions, such as extreme good and bad prior performance, that would be more
likely to trigger or exacerbate incentive or judgment issues in a manner leading to
exactly these types of errors. These explanations are also not easily reconciled with
an apparent schizophrenia displayed by analysts who tend to slightly underreact to
extreme good prior news with great regularity, but overreact extremely in a limited
number of extreme good news cases. Finally, current behavioral and incentive-based
theories do not account for actions undertaken by firms that produce reported
earnings associated with forecast errors of the type found in the tail and middle
asymmetries. Until such theories begin to address these issues it is not clear how
observations that fall into the observed asymmetries should be treated in statistical
tests of general forms of analyst irrationality. The identification of specific types of
influential errors and their link to unexpected accruals documented in this paper
provides a basis or expanding and refining behavioral and incentive theories of
forecast errors.
A second reason for focusing on the empirical properties of forecast error

distributions and their link to unexpected accruals is because it supports an
alternative perspective on the cause of apparent forecast errors; i.e., the possibility
that analysts either lack the ability or motivation to forecast discretionary biases in
reported earnings. If so, then earnings manipulations undertaken to beat forecasts or
to create reserves (e.g., earnings baths) that are not anticipated in analysts’ forecasts
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31McNichols (2000) argues that a positive association between unexpected accruals and growth reflects

a bias in unexpected accrual models, but she does not perform tests to distinguish between this hypothesis

and the alternative that high-growth firms are more likely to recognize a positive discretionary accrual to

meet an earnings target, as argued in Abarbanell and Lehavy (2003a). We note that the presence of the

middle asymmetry among firms with prior bad news returns and earnings changes is inconsistent with the

misclassification argument.
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may in part account for concentrations of small positive and large negative
observations in distributions of forecast errors.32 This suggests that evidence
previously inferred to indicate systematic errors in analysts’ forecasts might actually
reflect the inappropriate benchmarking of forecasts.33 An important implication of
this possibility is that researchers may be formulating and testing new incentive and
cognitive theories or turning to more advanced statistical methods and data
transformations in order to explain forecast errors that are apparent, not real.

5. Summary and conclusions

In this paper we reexamine the evidence in the literature on analyst-forecast
rationality and incentives and assess the extent to which extant theories for analysts’
forecast errors are supported by the accumulated empirical evidence. We identify
two relatively small asymmetries in cross-sectional distributions of forecast error
observations and demonstrate the important role they play in generating statistical
results that lack robustness or lead to conflicting conclusions concerning the
existence and nature of analyst bias and inefficiency with respect to prior news. We
describe how inferences in the literature have been affected, but these examples by no
means enumerate all of the potential problems faced by the researcher using earnings
surprise data. Our examples do demonstrate how some widely held beliefs about
analysts’ proclivity to commit systematic errors (e.g., the common belief that
analysts generally produce optimistic forecasts) are not well supported by a broader
analysis of the distribution of forecast errors. After four decades of research on the
rationality of analysts’ forecasts it is somewhat disconcerting that the most definitive
statements observers and critics of earnings forecasters appear willing to agree on are
ones for which there is only tenuous empirical support.
We stress that the evidence presented in this paper is not inconsistent with forecast

errors due to analysts’ errors in judgment and/or the effects of incentives. However,
it does suggest that refinements to extant incentive and cognitive-based theories of
systematic errors in analysts’ forecasts may be necessary to account for the joint

existence of both a tail asymmetry and a middle asymmetry in cross-sectional
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32Abarbanell and Lehavy (2003b) offer theoretical, empirical, and anecdotal support for the assumption

that analysts may not be motivated to account for or capable of anticipating earnings management in their

forecasts. Based on this assumption they develop a framework in which analysts always forecast

unmanaged earnings and firms undertake extreme income-decreasing actions or manipulations that leave

reported earnings slightly above outstanding forecasts to inform investors of their private information.

They describe a setting in which neither analysts nor managers behave opportunistically and investors are

rational, where the two documented asymmetries in forecast error distributions arise and are

foreshadowed by the sign and magnitude of stock returns before the announcement of earnings. In

their setting, prior news predicts biases in the reported earnings benchmark, not biases in analysts’

forecasts.
33Gu and Wu (2003) offer a variation on this argument suggesting that the analysts forecast the median

earnings of the firm’s ex-ante distribution, which also suggests that for some firms ultimate reported

earnings (reports that differ from median earnings) are not the correct benchmark to use to assess whether

analysts’ forecasts are biased.
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distributions of forecast errors. At the very least, researchers attempting to assess the
descriptiveness of such theories should be mindful of the disproportionate impact of
relatively small numbers of observations in the cross-section on statistical
inferences.34

The evidence we present also highlights an empirical link between unexpected
accruals embedded in the reported earnings benchmark to forecasts and the presence
of the tail and middle asymmetries in forecast error distributions. Such biases in
reported earnings benchmarks may point the way toward expanding and refining
incentive and cognitive-based theories of analyst errors in the future. However, these
results also raise questions about whether analysts are expected or motivated to
forecast discretionary manipulations of reported earnings by firms. Thus, these
results also highlight the fact that research to clarify the true target at which analyst
forecasts are aimed is a prerequisite to making a compelling case for or against
analyst rationality. Organizing our thinking around the salient properties of forecast
error distributions and how they arise has the potential to improve the chaotic state
of our current understanding of analyst forecasting and the errors analysts may or
may not systematically commit.

Appendix A. The calculation of unexpected accruals

Our proxy for firms’ earnings management, quarterly unexpected accruals, is
calculated using the modified Jones (1991) model (Dechow et al., 1995); see Weiss
(1999) and Han and Wang (1998) for recent applications of the Jones model to
estimate quarterly unexpected accruals. All required data (as well as earnings
realizations) are taken from the 1999 Compustat Industrial, Full Coverage, and
Research files.
According to this model, unexpected accruals (scaled by lagged total assets) equal

the difference between the predicted value of the scaled expected accruals (NDAP)
and scaled total accruals (TA). Total accruals are defined as

TAt ¼ ðDCAt � DCLt � DCasht þ DSTDt � DEPtÞ=At�1;

where DCAt is the change in current assets between current and prior quarter, DCLt

the change in current liabilities between current and prior quarter, DCasht the change
in cash and cash equivalents between current and prior quarter, DSTDt the change in
debt included in current liabilities between current and prior quarter, DEPt the
current-quarter depreciation and amortization expense, and At the total assets.
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34For example, given the recent attention in the literature to incentive factors that give rise to small,

apparently pessimistic forecast errors (see footnote 5), it is important that researchers testing general

behavioral theories understand that the middle asymmetry has the ability to produce evidence consistent

with cognitive failures or, potentially, to obscure it. Similarly, the tail asymmetry has played a role in

producing both parametric and nonparametric evidence that supports incentive-based theories of bias and

inefficiency. However, such theories identify no role for extreme news or extreme forecast errors in

generating predictions and do not acknowledge or recognize their crucial role in providing support for

hypotheses.
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The predicted value of expected accruals is calculated as

NDAPt ¼ a1ð1=At�1Þ þ a2ðDREVt � DRECtÞ þ a3PPEt;

where DREVt is the change in revenues between current and prior quarter scaled by
prior quarter total assets, DRECt the change in net receivables between current and
prior quarter scaled by prior quarter total assets, and PPEt the gross property plant
and equipment scaled by prior quarter total assets.
We estimate the firm-specific parameters, a1; a2; and a3; from the following

regression using firms that have at least ten quarters of data:

TAt�1 ¼ a1ð1=At�2Þ þ a2DREVt�1 þ a3PPEt�1 þ et�1:

The modified Jones model resulted in 35,535 firm-quarter measures of quarterly
unexpected accruals with available forecast errors on the Zacks database.
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This paper examines whether the quality of stock analysts’ forecasts is related to 
conflicts of interest from their employers’ investment banking (IB) and brokerage 
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frequency of quarterly earnings per share (EPS) forecasts and relative optimism in long-
term earnings growth (LTG) forecasts. Using a unique dataset that contains the annual 
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to be unrelated to conflict magnitudes, after controlling for forecast age, firm resources 
and analyst characteristics. Second, relative optimism in LTG forecasts and the revision 
frequency of quarterly EPS forecasts are positively related to the importance of brokerage 
business to analysts’ employers. Additional tests suggest that the frequency of quarterly 
forecast revisions is positively related to analysts’ trade generation incentives. Our 
findings suggest that reputation concerns keep analysts honest with respect to short-term 
earnings forecasts but not long-term growth forecasts. In addition, conflicts from 
brokerage appear to play a more important role in shaping analysts’ forecasting behavior 
than has been previously recognized. 
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Analyst Conflicts and Research Quality 
 

 
1. Introduction 

In April 2003, ten of the largest Wall Street firms reached a landmark settlement 

with the New York State Attorney General, the U.S. Securities and Exchange 

Commission (SEC), and other federal and state securities regulators on the issue of 

conflicts of interest faced by sell-side analysts. The firms agreed to pay a record $1.4 

billion in penalties to settle government charges that their analysts had routinely issued 

optimistic stock research in order to win investment banking (IB) business from the 

companies they covered. Regulators cited the behavior of analysts such as Jack Grubman, 

perhaps the most influential telecom stock analyst during the late 1990s stock market 

boom. In November 1999, Grubman, then an analyst with Salomon Smith Barney, raised 

his rating on AT&T stock from a ‘hold’ to a ‘strong buy’ in an apparent bid to court 

AT&T’s large IB business (see Gasparino (2002)).1  

The settlement forced the participating securities firms to make structural changes 

in the production and dissemination of equity research (see Smith, Craig and Solomon 

(2003)). For example, analysts are no longer allowed to accompany investment bankers 

in making sales presentations, and securities firms are required to maintain separate 

reporting and supervisory structures for their research and IB operations. Firms must tie 

an analyst’s pay to the quality and accuracy of his research rather than to the amount of 

IB business the research generates. In addition, an analyst’s written report on a company 

must disclose whether his firm conducts IB business with the researched company.2  Of 

the total settlement amount, $430 million is earmarked for providing investors with stock 

research from independent research firms. 

                                                 
1Other instances of alleged conflicts of interest were commonplace. One example involved Phua Young, a 
Merrill Lynch analyst who followed Tyco International, Ltd. Merrill reportedly hired Young in September 
1999 at the suggestion of Dennis Kozlowski, Tyco’s then-CEO. Whereas the previous Merrill analyst had 
been highly critical of Tyco, Young embraced his role as a cheerleader for the company. See Maremont and 
Bray (2004). 
 
2Throughout the paper, we refer to an analyst’s employer as a ‘firm’ and a company followed by an analyst 
as a ‘company’. 
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The settlement was fundamentally grounded on the premise that analysts who are 

free from potential conflicts of interest produce superior, unbiased stock research. In this 

paper, we provide empirical evidence on whether the quality of analysts’ research is 

related to the magnitude of their conflicts of interest. We focus on an important product 

of analyst research: forecasts of corporate earnings per share (EPS) and earnings growth. 

We address four questions. First, how is the accuracy of analysts’ quarterly EPS forecasts 

related to the magnitude of conflicts with IB or brokerage business? Second, are conflicts 

related to the bias in quarterly forecasts? Third, how are conflicts related to the revision 

frequency of quarterly forecasts? And finally, what is the relation between analyst 

conflicts and the relative optimism in long-term earnings growth (LTG) forecasts?  

Answers to these questions are important not only to regulators and academics, 

but also to a broad range of stock market participants. Retail and institutional investors 

alike use analyst reports to form expectations about the future prospects of a company. In 

fact, institutional investors seem to rely so much on analysts’ opinions that they generally 

avoid investing in stocks without analyst coverage (see, e.g., O’Brien and Bhushan 

(1990)). Prior academic studies have found that analysts’ earnings forecasts and stock 

recommendations have investment value (see, e.g., Givoly and Lakonishok (1979), 

Stickel (1991), Womack (1996), Barber, Lehavy, McNichols and Trueman (2001), 

Jegadeesh, Kim, Krische and Lee (2004), and Loh and Mian (2006)). Moreover, analysts 

are widely quoted in the news media on major corporate events, and their 

pronouncements on television can lead stock prices to respond within seconds (see Busse 

and Green (2002)). 

To conduct our empirical analysis, we assemble a unique dataset that contains the 

revenue breakdown for analyst employers (most of which are private firms not subject to 

the usual disclosure requirements for publicly-traded companies) into revenues from IB, 

brokerage, and other businesses. This information allows us to examine in detail the 

relation between the quality of analyst research and potential conflicts arising from IB 

and brokerage businesses. We perform univariate and panel regression analyses using a 

sample of more than 170,000 quarterly EPS forecasts and more than 38,000 LTG 

forecasts for about 7,400 U.S. public companies during the January 1994 to March 2003 
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time period. These forecasts were issued by about 3,000 analysts employed by 39 

publicly-traded securities firms and 124 private securities firms.  

Prior academic research has focused on conflicts faced by analysts in the context 

of pre-existing underwriting relationships.3 For instance, Lin and McNichols (1998) and 

Michaely and Womack (1999) find that analysts employed by underwriters in security 

offerings tend to be more optimistic than other analysts about the prospects of the issuing 

company. Kadan, Madureira, Wang, and Zach (2009) document that recommendations of  

analysts whose employers have underwriting relationships with the covered companies 

are less optimistic and more informative following the enactment of recent U.S. conflict-

of-interest regulations. Our paper contributes to this line of research in several ways. 

First, our approach takes into account both actual as well as potential conflicts from IB 

activities. As long as an analyst’s employer has an IB business, even if the employer does 

not currently do business with the followed company, it might aspire to do so in the 

future. Second, we examine the conflict of interest arising from IB in general, rather than 

solely from security offerings. In addition to offering underwriting services, an 

investment bank can offer advisory services on mergers and corporate restructuring. 

Third, while prior academic research, the news media, and regulators have generally 

focused on conflicts from IB business, our data allow us to examine conflicts from 

brokerage business as well. As discussed in Section 2 below, IB and brokerage operations 

are two distinct sources of potential conflicts of interest, and they may influence analyst 

behavior in different ways. 

Fourth, the prior empirical finding that underwriter analysts tend to be more 

optimistic than other analysts is consistent with two alternative interpretations: (a) 

underwriter analysts issue optimistic reports on companies to reward them for past IB 

business or to curry favor to win future IB business, and (b) companies select 

underwriters whose analysts already have favorable views of their stocks to begin with. 

The second interpretation recognizes that underwriter choice is endogenous and that 

underwriter analyst optimism by itself does not necessarily imply a conflict of interest. 

We sidestep this issue of endogeneity by broadening the focus beyond the existence of 

                                                 
3 See Ramnath, Rock, and Shane (2006) and Mehran and Stulz (2007) for excellent reviews of the literature 
on analyst conflicts. 
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underwriting relations between analyst employers and followed companies. Specifically, 

we capture the overall importance of IB and brokerage businesses to analyst employers 

by measuring the percentages of total annual revenues derived from these businesses. 

Unlike measures based on underwriting relations between analysts’ employers and 

followed companies, the percentages of total revenues from IB or brokerage businesses 

are arguably exogenous in that they would be largely unaffected by an individual 

analyst’s forecasting behavior. Finally, our approach yields substantially larger sample 

sizes than those used in prior research, leading to greater statistical reliability of the 

results. 

Several papers study analyst conflicts using methods that are somewhat related to 

our approach. For example, Barber, Lehavy, and Trueman (2007) find that 

recommendation upgrades (downgrades) by brokerage houses that have IB business 

under-perform (outperform) similar recommendations by non-IB brokerages and 

independent research firms. Cowen, Groysberg and Healy (2006) find that full-service 

securities firms, which have both IB and brokerage businesses, issue less optimistic 

forecasts and recommendations than do non-IB brokerage houses. Finally, Jacob, Rock 

and Weber (2008) find that short-term earnings forecasts made by investment bank 

analysts are more accurate and less optimistic than those made by analysts at independent 

research firms. We extend this line of research by quantifying the reliance of a securities 

firm on IB and brokerage businesses. This is an important feature of our paper for at least 

two reasons. First, given that many securities firms operate in multiple lines of business, 

it can be difficult to unambiguously classify them according to business lines. By 

separately measuring the magnitudes of both IB and brokerage conflicts in each firm, our 

approach avoids the need to rely on a classification scheme. Second, since the focus of 

this research is on the consequences of analysts’ conflicts, measuring the magnitude of 

conflict, and not simply its existence, is important. Our conclusions sometimes differ 

from classification-based studies. 

Our main findings can be summarized as follows. We find no evidence that the 

accuracy or bias in individual analysts’ quarterly EPS forecasts is related to the 

magnitude of their IB or brokerage conflicts, after controlling for forecast age, firm 

resources, analyst experience and analyst workloads. This result also holds for 
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technology stocks and during the late-1990s stock market boom, settings in which 

analysts may have faced particularly severe conflicts. The result holds for both publicly-

traded and private analyst employers, and it is robust to the use of alternate measures of 

conflict magnitude. However, we find that the importance of brokerage conflicts is 

positively related to both the level of LTG forecasts and the revision frequency of 

quarterly EPS forecasts. In further tests, we find that greater brokerage conflicts make it 

less likely that forecast revisions are intended to provide investors with timely and 

accurate information. That is, trade-generation motives appear to drive forecast revisions 

to a greater degree as brokerage conflicts increase. 

Our findings provide two important insights into the forecasting behavior of 

analysts who face potential conflicts of interest. First, while analysts do not appear to 

systematically respond to conflicts by biasing short-term (quarterly EPS) forecasts, they 

do appear to succumb to conflicts when making long-term earnings growth forecasts. 

This difference may be because analysts are more concerned about a possible loss of 

reputation from issuing easily-refuted short-term forecasts than from issuing long-term 

growth forecasts. Second, despite obvious instances of abuse that have been reported in 

the media, we find no systematic relationship between the magnitude of IB conflicts and 

several aspects of analysts’ forecasting behavior. Brokerage conflicts, on the other hand, 

appear to play a more important role in shaping analysts’ forecasting behavior than has 

been previously recognized.4 

The remainder of the paper is organized as follows. Section 2 discusses the 

potential effects of conflicts of interest on analyst forecasts. Section 3 describes our 

sample and data. Section 4 presents our main empirical results. Section 5 examines two 

alternative explanations of our results on forecast revision frequency. Section 6 presents 

                                                 
4 In a companion paper (Agrawal and Chen (2008)), we find that analysts with greater IB and brokerage 
conflicts issue more positive stock recommendations, particularly during the late-1990s stock bubble. But 
the reactions of stock prices and trading volumes to recommendation revisions suggest that investors adjust 
for these biases by discounting the opinions of more conflicted analysts, even during the bubble. 
Furthermore, the one-year investment performance of recommendation revisions is unrelated to conflict 
magnitudes, suggesting that the marginal investor is not systematically misled by analyst advice. In related 
research, Malmendier and Shanthikumar (2007) show that while small investors appear to naively follow 
optimistic recommendations by underwriter analysts, institutions appear to rationally discount 
recommendations for underwriting bias. 
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additional results from two partitions of the sample: the technology sector versus other 

industry sectors; and the late 1990s versus other time periods. Section 7 concludes. 

 

2. Potential effects of conflicts of interest 

This section discusses the potential effects of conflicts of interest on four aspects 

of analysts’ behavior and performance: accuracy, bias, and revision frequency of 

quarterly EPS forecasts, and optimism in long-term earnings growth projections. Section 

2.1 deals with IB conflicts, and Section 2.2 deals with brokerage conflicts. 

 

2.1 Investment banking conflicts 

 The most widely-discussed type of analyst conflict arises from the fact that 

securities firms can use optimistic research to try to win or keep lucrative underwriting 

business.5 Several academic studies have reported evidence of analyst optimism in the 

context of existing underwriting relationships. For example, Dugar and Nathan (1995) 

and Lin and McNichols (1998) find that analysts whose employers have underwritten 

seasoned equity offerings issue more favorable earnings forecasts and stock 

recommendations about clients than do non-underwriter analysts. Dechow, Hutton, and 

Sloan (2000) document a positive bias in underwriter analysts’ long-term growth (LTG) 

forecasts for firms conducting seasoned equity offerings. Michaely and Womack (1999) 

find that underwriter analysts in initial public offerings are generally more optimistic in 

recommending a client firm’s stock than are non-underwriter analysts, but underwriter 

recommendations exhibit particularly poor long-run stock performance. And O’Brien, 

McNichols and Lin (2005) find that underwriter analysts in equity offerings are slower to 

downgrade stocks - but faster to upgrade them - than non-underwriter analysts. 

 Securities firms seek not only to maintain the goodwill of existing IB clients, but 

also to attract new corporate clients. Corporate managers may award underwriting or 

merger advisory mandates to securities firms that issue consistently optimistic earnings 

forecasts. This incentive implies that EPS forecasts of analysts subject to pressure from 

                                                 
5Ljungqvist, Marston and Wilhelm (2006, 2009) find that while optimistic recommendations do not help 
the analyst’s firm win the lead underwriter or co-manager positions in general, they do help the firm win 
the co-manager position in deals where the lead underwriter is a commercial bank. 
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IB should exhibit a positive bias relative to forecasts of analysts at independent firms. 

Likewise, the long-term (three to five year) earnings growth estimates of analysts at IB 

firms should be rosier than the growth projections of independent analysts. 

 Alternatively, pressure from IB business can lead to a pessimistic bias in analyst 

forecasts. A widely-held belief among market participants is that corporations often seek 

to meet or beat analysts’ quarterly estimates, regardless of the absolute level of 

performance. Whether or not a company meets its quarterly estimates can serve as a rule 

of thumb by which boards of directors and investors evaluate managers (see, e.g., 

Degeorge, Patel, and Zeckhauser (1999) and Farrell and Whidbee (2003)). Indeed, 

Bartov, Givoly, and Hayn (2002) find that companies that exceed the threshold set by 

analyst estimates subsequently experience higher abnormal stock returns. Chan, Karceski, 

and Lakonishok (2007) document that the frequency of non-negative earnings surprises 

has grown in recent years, particularly for growth firms and for analysts employed by 

firms with no IB business. Therefore, ‘lowering the bar’ with pessimistic forecasts, 

especially near the earnings announcement date, may be a way for conflicted analysts to 

win favor with potential IB clients. 

 If optimistic or pessimistic forecast biases are important, then, ceteris paribus, the 

overall accuracy of conflicted analysts should be lower than that of independent analysts. 

However, there are at least three mitigating forces that can reduce bias among analysts at 

large investment banks. First, compared to an independent research firm, an investment 

bank may provide an analyst with an environment that is more conducive to making high-

quality forecasts. Possible advantages include access to greater resources and research 

support (Clement (1999)) and to information generated by the underwriting and due 

diligence process (Michaely and Womack (1999)). Second, firms with large IB 

operations can attract analysts with better forecasting ability. As Hong and Kubik (2003) 

find, more accurate analysts tend to move to more prestigious securities firms, which are 

more likely than small, regional firms to have significant IB operations. 

 Finally, reputation concerns can reduce analysts’ response to IB conflicts. As in 

the model of Bolton, Freixas, and Shapiro (2007), financial intermediaries that provide 

misleading advice to investors can suffer a loss of market share in the presence of 

competition from other information providers. Indeed, empirical evidence suggests that 
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optimism in lead underwriters’ stock recommendations is mitigated when a larger 

number of unaffiliated analysts cover the same stock (see Sette (2011)). It therefore 

stands to reason that an analyst who wants to avoid the risk of a tarnished reputation or 

loss of career prospects will be less inclined to issue biased and misleading earnings 

forecasts. Overall, then, the effect of IB conflicts on EPS and LTG forecasting behavior 

can be expected to depend on multiple and sometimes opposing forces. It is the net effect 

of these forces that we seek to understand in our empirical analysis below. 

 

2.2 Brokerage conflicts 

 When a securities firm has significant brokerage operations, its analysts face 

direct or indirect incentives to use their research to generate trading commissions.6 For 

example, an analyst may be able to increase his firm’s trading volume by issuing 

optimistic projections.7 A new earnings forecast that is particularly positive should lead 

to trading by both new investors and current shareholders, provided that investors ascribe 

at least some information content to the forecast. On the other hand, since short-sale 

constraints can prevent most investors from reacting to negative information unless they 

already hold a stock, a negative forecast should generate trading from a narrower set of 

investors.8 

 An analyst can also increase trading volume by revising his earnings forecasts 

frequently. Analysts’ forecast revisions have been shown to increase share trading 

volume (see, e.g., Ajinkya, Atiase, and Gift (1991)) and to significantly affect stock 

                                                 
6Some brokerage firms acknowledge explicitly tying their analysts’ compensation to the magnitude of 
trading commission revenues that their research generates. See, for example, the case of Soleil Research, 
Inc., discussed in Vickers (2003). 
 
7Carleton, Chen and Steiner (1998) find that brokerage analysts appear to inflate their stock 
recommendations. Jackson (2005) shows theoretically that analysts’ incentives for trade generation can 
lead to an optimistic forecast bias. Hayes (1998) develops a model to analyze how commission-based 
incentives and short-sale constraints can affect analysts’ information gathering decisions. Ljungqvist, et al. 
(2007) find that analysts employed by larger brokerages issue more optimistic recommendations and more 
accurate earnings forecasts. 
 
8Numerous regulations in the United States increase the cost of selling shares short (see Dechow, Hutton, 
Meulbroek and Sloan (2001)). Furthermore, traditional mutual funds that qualify as SEC-registered 
investment companies cannot derive more than 30% of their profits from short sales. Thus, it is not 
surprising that the vast majority of stock trades are regular purchases and sales rather than short sales. For 
example, over the 1994-2001 period, short sales comprised only about ten percent of the annual New York 
Stock Exchange trading volume (see NYSE (2002)). 
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prices apart from earnings news, dividends, or other corporate announcements (see, e.g.,  

Stickel (1991)). From one perspective, a positive relation between trading volume and the 

frequency of forecast revisions can be beneficial to investors. For example, if revising 

forecasts is a costly, then analysts whose compensation is tied (directly or indirectly) to 

commission revenue may be more willing to issue timely revisions that reflect his 

changing earnings expectations. Indeed, previous work has established a link between 

analysts’ forecasting frequency and their ultimate accuracy (see, e.g., Stickel (1992) and 

Clement and Tse (2003)). 

 However, the prospect of boosting commissions may lead an analyst to revise his 

forecasts too frequently even when there is little or no new information. This perverse 

‘churning’ behavior, despite being anticipated by rational investors, could be profitable 

for an analyst if investors assign a positive probability of genuine information content to 

the revisions.9 If churning incentives are important, then one would expect that, relative 

to independent analysts, conflicted analysts will revise their forecasts more frequently 

and substantially and yet will not end up being more accurate. 

 As in the case of IB conflicts, concerns about loss of reputation can limit abusive 

analyst behavior stemming from brokerage conflicts. The importance of reputational 

concerns may depend on market conditions, on the time period in question, and on 

characteristics of analysts and their employers. Hence, the net relation between the 

magnitude of brokerage conflicts and the quality of LTG or quarterly EPS forecasts is 

ultimately an empirical issue. 

 

3. Sample and data 

 We obtain data on revenues of analyst employers from annual filings made with 

the SEC. Under Section 17 of the Securities Exchange Act of 1934, all registered broker-

dealer firms in the United States, whether public or private, are required to file annual 

audited financial reports with the SEC. The requisite filings, referred to as x-17a-5 

filings, must contain a statement of financial condition (balance sheet), a statement of 

                                                 
9Irvine (2004), using transactions data from the Toronto Stock Exchange, documents that a brokerage 
firm’s market share of trading in a stock tends to increase when its analyst issues a forecast further away 
from the consensus. He also finds, however, that greater forecast bias by itself does not increase market 
share. 
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income, a statement of changes in financial condition, and a statement detailing net 

capital requirements. 

Our sample construction begins with the set of all broker-dealer firms listed in the 

May 2003 version of Thomson Financial’s I/B/E/S Broker Translation File, which 

contains 1,257 entries. Of these entries, 159 correspond to forecast-issuing firms that 

chose to withhold their names from the Broker Translation File. For each of the 

remaining 1,098 firms with names available, we conduct a manual keyword search for x-

17a-5 forms using Thomson Financial’s Global Access database and the public reading 

room of the SEC. Electronic form filing was first mandated by the SEC in 1994, so the 

availability of x-17a-5 filings before 1994 is extremely limited. Therefore, we restrict our 

sample to the 1994-2003 time period. 

Out of the 1,098 firms for which we have names, 318 firms did not file an x-17a-5 

form with the SEC during our sample period, either because they were based in a 

jurisdiction outside of the U.S. or because they were not active broker-dealers during the 

period. The filings for an additional 81 firms were not available electronically through 

Global Access. Finally, because the revenue breakdown of broker-dealers is a key data 

item used in this study, we exclude 454 firms for which this data is not available. These 

firms chose to withhold the income statement portion of their x-17a-5 filings from the 

public under the SEC’s confidential treatment provision.10 

Because broker-dealer firms enter our sample only when they choose to publicly 

disclose their income statements, we face a potential sample selection bias if firms’ 

tendency toward disclosure is systematically related to the nature of the firms’ conflicts 

of interest. But this bias does not appear to be serious for our purposes for two reasons. 

First, the average levels of forecast characteristics of interest in this study (i.e., the bias, 

error, and revision frequency of quarterly EPS forecasts and the level of LTG estimates) 

are similar between private securities firms that either report or withhold their revenue 

breakdown information. Second, we conduct all of our main tests separately for forecasts 

issued by private broker-dealers and those issued by publicly-traded broker-dealers. 

                                                 
10Under the Securities Exchange Act, broker-dealers are permitted to obtain confidential treatment of the 
income statement portion of an x-17a-5 filing if disclosure of the income statement to investors could harm 
the firm’s business condition or competitive position. 
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There is no selection bias for the latter sub-sample because all publicly-traded firms are 

required to disclose their income statements in annual 10-K filings. The results for the 

two groups of firms are very similar. 

The above selection procedure yields a sample of 245 firms. We further eliminate 20 

instances in which the same firm appears in the Broker Translation File under multiple 

names or codes. Thus, for 225 unique firms we have data on total revenue and its key 

components for at least one year during the sample period. 

We augment the sample by identifying all broker-dealer firms in I/B/E/S that were 

publicly-traded on the New York Stock Exchange (NYSE), American Stock Exchange 

(AMEX), or Nasdaq. Of the 44 firms identified as publicly traded, 21 firms do not 

disclose revenue information in their x-17a-5 filings. For these 21 firms, we use annual 

10-K filings to gather financial data on revenues, revenue components, and balance-sheet 

items. Thus, the sample of firms for which we have revenue breakdown11 data includes 

246 broker-dealers, of which 44 are publicly traded. Of these, 163 broker-dealers 

(including 39 public companies) issued at least one forecast on I/B/E/S during our 

sample period. 

Table 1 shows descriptive statistics for our sample of broker-dealers, analysts, and 

forecasts. Panel A describes the size and revenue breakdown for broker-dealers for the 

2002 fiscal year. The first three columns are for the full sample, and the next three 

columns are for the sub-sample of publicly-traded firms. The median securities firm is 

quite small, with total revenue of only $3.25 million. The majority of firms have no IB 

revenue. The median revenue from brokerage commissions is $1.6 million. Not 

surprisingly, the publicly-traded securities firms in the sample are much larger, with 

median IB revenue of $31 million and median brokerage commission revenue of $50 

million. 

Panel B of Table 1 reports statistics, both for the full sample of firms and for the sub- 

sample of publicly-traded firms, on the fraction of total revenue coming from either IB 

or brokerage commission. For the full sample of all firm-years, about half of the typical 

                                                 
11Securities firms report revenue breakdown into revenues from investment banking, from brokerage, and 
from other businesses. The last category includes asset management, proprietary trading, market making, 
and margin lending. 
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firm’s total revenue comes from brokerage; the revenue from IB is negligible. The 

fraction of IB (brokerage) revenue ranges from 0 to 1 with a median of .004 (.488) and 

mean of .112 (.506). For the sub-sample of publicly-traded securities firms, the 

corresponding range for the IB (brokerage) revenue fraction is from 0 (.005) to .913 

(.999) with a median of .114 (.362) and mean of .137 (.393). Thus, compared to private 

securities firms, publicly-traded firms derive a substantially greater proportion of their 

revenue from IB. 

We obtain forecasts and reported earnings per share (EPS) numbers from the I/B/E/S 

U.S. Detail History File for the time period from January 1, 1994 to June 30, 2003. All 

EPS forecast and reported EPS numbers are converted to primary EPS numbers using the 

dilution factors provided by I/B/E/S. Our sample includes all quarterly EPS and LTG 

forecasts made by individual analysts working for broker-dealer firms for which we have 

revenue information; it excludes forecasts made by analyst teams. 

In Panel C, characteristics of EPS and LTG forecasts are reported for the entire 

sample period. Following much of the literature on analysts’ earnings forecasts, we 

compute forecast bias as the difference between actual EPS and forecasted EPS, divided 

by the stock price twelve months before quarter-end. We define forecast inaccuracy as 

the absolute value of forecast bias. Bias, inaccuracy, and forecast age are all computed 

from an analyst’s latest forecast for a company during a quarter. The median EPS 

forecast is slightly pessimistic, but the magnitude of the pessimism is not large—roughly 

1.3 cents on a $50 stock for forecasts made over the one-month or three-month period 

before quarter-end. The median forecast inaccuracy is much larger, about 5.5 cents on a 

$50 stock for both forecast periods. For long-term earnings growth projections, the 

median forecast level is strikingly high, about 16% per year.12 Over the three (six) month 

period preceding quarter-end, the median analyst following a company issues just one 

quarterly EPS forecast; the mean number of forecasts is 1.3 (1.7). 

Panel D reports characteristics of individual analysts and their employers. The 

number of analysts employed by the analyst’s firm, number of companies covered, and 

number of I/B/E/S industry groups covered, are all measured over the calendar year in 

                                                 
12I/B/E/S defines a long-term growth forecast as the expected annual growth in operating earnings over a 
company’s next full business cycle, usually a period of three to five years. 
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which forecasts occur. We exclude analysts that are present in the EPS detail file in 1983 

(the first year for which quarterly EPS forecasts are available through I/B/E/S) because 

we cannot fully observe the employment histories of these analysts. Overall, analysts in 

our sample do not appear to cover companies for long periods of time. The median 

company-specific forecasting experience of an analyst is about 1.1 years; her median 

general forecasting experience is about three years.13 The median analyst works for a 

securities firm that employs 61 analysts and tracks nine companies in two different four-

digit I/B/E/S S/I/G14 industry groups. 

Appendix Table A.1 lists, for fiscal year 2002, the largest analyst employers as well 

as the largest employers with either no IB or no brokerage business. As Panel A shows, 

Adams, Harkness, & Hill, Inc. is the largest employer in our sample without any IB 

business. The firm employs 23 analysts and has total revenue of about $62 million, all of 

which consists of brokerage commissions.15 

Analyst research is typically financed via a firm’s brokerage business. Consequently, 

almost all sell-side analysts are employed by firms with at least some commission 

revenue. Analyst employers with no such revenue tend to be tiny boutique firms. Panel B 

indicates that there were only two such firms in 2002. Both firms were start-ups. One 

employed eight analysts, the other employed one. Finally, Panel C lists the five largest 

employers of analysts. Not surprisingly, these firms are among the most prominent and 

well-capitalized Wall Street securities firms. Merrill Lynch is the largest employer, 

employing 231 forecast-issuing analysts. Of Merrill Lynch’s total 2002 revenues of 

$18.6 billion, $2.4 billion is from IB, $4.7 billion from brokerage commissions, and the 

rest from other businesses such as asset management and proprietary trading. 

 

                                                                                                                                                 
 
13Analyst experience appears to be short for several reasons. First, we only measure experience issuing 
quarterly EPS forecasts. Any additional experience issuing LTG forecasts or stock recommendations is not 
included in our measure. Second, securities firms hired a number of new analysts during the late 1990s 
stock market boom, a time period included in our sample. Third, company-specific forecasting experience 
is low because of large turnover in the portfolio of stocks followed by an analyst. This happens particularly 
after analysts change employers, which occurs quite frequently. 
 
14Sector / Industry / Group code. 
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4. Empirical results 

 We present our results on forecast accuracy in section 4.1, forecast bias in section 

4.2, the level of LTG forecasts in section 4.3 and revisions in quarterly forecasts in 

section 4.4.  

 

4.1. Forecast accuracy 

 We begin with univariate comparisons of forecast accuracy. Table 2 compares 

quarterly EPS forecast inaccuracy for analysts employed at firms with and without 

significant IB (or brokerage) business. We define a broker-dealer firm to have significant 

(insignificant) IB business if, at the end of the preceding fiscal year, its IB revenue as a 

percentage of its total revenue was in the top (bottom) quartile among all broker-dealers 

in the sample. A similar definition applies for brokerage commission business. All of the 

univariate comparisons are conducted at the level of the company. In other words, for 

each company in each quarter, we compute the mean forecast error for each type of 

securities firm; we then compare the resulting sets of matched pairs. Only the latest 

forecast made by an analyst during a quarter is used in the computation. 

Panel A shows results for forecasts issued over the period of one month prior to 

quarter-end. Each set of two rows in the panel shows the mean and median values of our 

forecast accuracy measure for firms without and with significant IB (or brokerage) 

business. These are followed by a row showing p-values for differences between the two 

rows. The rows labeled 1 and 2 are for firms without and with significant IB business. 

The rows labeled 3 and 4 are for firms without and with significant brokerage business. 

Rows 5 and 6 and rows 7 and 8 conduct comparisons between firms with and without a 

particular type of business, conditional on the absence of the other type of business. The 

basic message from Panel A is that forecasts of analysts employed by firms with 

significant brokerage business (row 4) are somewhat less accurate than forecasts made by 

the control group of analysts (row 3). This finding holds even if IB business is 

insignificant (row 6 versus row 5). 

                                                                                                                                                 
15Commission revenue slightly exceeds total revenue, which includes a loss from the firm’s proprietary 
trading activities. 
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Panel B shows corresponding results for forecasts made over the three-month 

period prior to quarter-end. Here, the results for firms with versus without significant 

brokerage operations mirror those in Panel A. In addition, analysts employed by firms 

with significant IB but no significant brokerage business (row 8) make forecasts that are 

somewhat more accurate than forecasts made by the control group of analysts (row 7). 

We next conduct regression analyses linking forecast inaccuracy to our measures 

of conflict severity. In these regressions, we include variables that have been found in 

prior research (e.g., Mikhail, Walther and Willis (1997), Clement (1999), and Jacob, Lys 

and Neale (1999)) to affect analysts’ forecast accuracy, such as forecast age, employer 

size, forecasting experience, and workload. Since the publicly-traded and private 

securities firms in our sample likely differ in ways that are not fully captured by size, we 

also control for public versus private status. Our basic model is the following: 

 

(1) NAFEijt = b0 + b1 IBit + b2 COMit + b3 AGEijt + b4 SIZEit + b5 CEXPijt  

+ b6 GEXPit + b7 NCOSit + b8 NINDit + b9 PUBLICit + eijt, 

where the subscripts denote analyst i following company j for year-quarter t and the 

variables are defined as follows: 

NAFE = Normalized absolute forecast error = forecast inaccuracy, as defined in section 

3, 

IB (or COM) = IB (or commission) revenue as a percentage of total revenues of an 

analyst’s employer,  

AGE = Number of days between forecast date and earnings release, 

SIZE = Natural log of one plus the number of analysts employed by a firm in year t,  

CEXP = An analyst’s company-specific forecasting experience = Number of years an 

analyst has been following the company, 

GEXP = General experience as analyst = Number of years an analyst has been issuing 

forecasts to I/B/E/S, 

NCOS = Number of companies followed by an analyst over the calendar year,  

NIND = Number of different 4-digit I/B/E/S S/I/G industries followed by an analyst over 

the calendar year, 
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PUBLIC =1, if a securities firm is publicly-traded on NYSE, AMEX or NASDAQ, 0 

otherwise, and 

e = the error term. 

 The main explanatory variables of interest in equation (1) are our measures of 

conflicts faced by an analyst, IB and COM. These variables are measured at the level of a 

securities firm. We implicitly assume that from the perspective of an individual analyst, 

IB and COM are given, exogenous quantities that cannot be affected directly by the 

choice of a forecast. We use three alternative econometric approaches to estimate 

equation (1). The first approach is a pooled OLS regression, where t-statistics are 

computed using White’s (1980) correction for heteroskedasticity. The unit of observation 

in the regression is an analyst-company-year-quarter (e.g., the Salomon analyst following 

IBM for the quarter ended March 2003). Our second approach follows Fama and 

MacBeth (1973), where we estimate cross-sectional regressions for each year-quarter and 

make inferences based on the time-series of coefficient estimates.16 In both of these 

approaches, we include industry dummies as well as the natural logarithm of the followed 

company’s market capitalization one year prior to quarter end. Finally, in the third 

approach, we estimate panel regressions where we treat company-year-quarter effects as 

fixed, because we are only interested in determining whether a particular analyst 

characteristic (namely, independence) is related to forecast inaccuracy. By focusing on 

differences across analysts following a given company for a given year-quarter (e.g., the 

March 2003 quarter for Microsoft), this approach avoids the need to control for 

characteristics of the company and the time period in question.17 The regressions exclude 

a small number of observations for which an employer’s total revenues are zero or 

negative due to securities trading losses. 

Table 3 shows the results of our regressions on forecast inaccuracy. For each of 

the three estimation approaches, the table shows two variants of model (1): one excluding 

the PUBLIC dummy variable and the other including it. Panel A (B) shows results for 

                                                 
16In the Fama-MacBeth regressions reported in Tables 3 and 5, we exclude three quarters that have an 
insufficient number of observations to perform the estimation. 
 
17See Wooldridge (2002) for an exposition of the fixed effects panel regression model. This approach has 
been employed by several studies of analyst forecasts (see, e.g., Clement (1999) and Agrawal, Chadha and 
Chen (2006)). 
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forecasts made within one month (three months) before quarter-end. Notably, the 

coefficients of the IB and COM variables are statistically indistinguishable from zero in 

all six estimations.18 In other words, there is no indication in either panel that an analyst’s 

forecast accuracy is related to the proportion of his employer’s revenues coming from 

either IB or brokerage business.19 While conflicts with IB or brokerage may affect the 

accuracy of analyst forecasts in particular cases, the effect does not show up 

systematically in the data. As expected, the regressions show that forecast inaccuracy is 

greater for older forecasts and is smaller for larger companies. There is only limited 

evidence that forecast inaccuracy is different for analysts employed by publicly-traded 

versus private securities firms. 

 

4.2. Forecast bias 

 Table 4 shows univariate comparisons, similar to the accuracy comparisons in 

Table 2, of forecast bias between different types of employers. Differences in mean bias 

between different employer types are mostly insignificant. Based on comparisons of 

median values, analysts at firms with significant IB (brokerage) business appear to be 

slightly more pessimistic (optimistic) in both forecast periods. 

 Table 5 shows estimated coefficients from regressions of forecast bias using the 

three econometric approaches employed in Table 3. The explanatory variables are the 

same as in equation (1). Here too, the unit of observation in the pooled OLS and fixed 

effects regressions is an analyst-company-year-quarter. In both panels, the coefficients of 

IB and COM variables are insignificant under each of the three estimation approaches. 

There is no evidence that an analyst’s forecast bias is systematically related to the 

magnitude of potential conflicts with his employer’s IB or brokerage business. Forecasts 

made earlier are more optimistic, consistent with the pattern found by prior studies (e.g., 

Brown, Foster and Noreen (1985) and Richardson, Teoh and Wysocki (2004)). An 

                                                 
18The correlation between IB and COM is -.17. Throughout the paper, results are similar when we include 
IB and COM variables one at a time in the regressions. 
 
19These and subsequent results are generally similar when we replace the continuous IB and COM variables 
in each regression with binary dummy variables indicating either positive revenue or revenue over $10 
million. 
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analyst’s optimism increases with his company-specific forecasting experience and 

decreases with company size. All of these relations are statistically significant. 

 

4.3. Long-term earnings growth (LTG) forecasts 

 The univariate comparisons in Table 6 of long-term (three to five year) earnings 

growth forecasts reveal some notable differences. For example, mean growth forecasts 

are slightly less optimistic for analysts employed by firms with significant IB business 

(row 2) compared to the control group of analysts (row 1). For analysts employed by 

firms with substantial brokerage business (rows 4 or 6), LTG forecasts are higher than 

forecasts of the control group. For analysts employed by firms with significant IB but 

insignificant brokerage business (row 8), LTG forecasts are higher than forecasts for the 

control group (row 7). But the sample sizes in this last comparison are quite small, so 

they do not warrant strong conclusions. 

 Table 7 shows the results of Fama-MacBeth regressions and fixed effects 

regressions explaining LTG levels. We do not use pooled OLS regressions here because 

of a natural quarter-to-quarter serial dependence in the level of growth forecasts for a 

company. The unit of observation in the panel regressions is an analyst-company-year-

quarter. The explanatory variables are the same as in equation (1), except that the 

forecast AGE variable is no longer relevant and is hence excluded. In the fixed effects 

regressions, the level of analysts’ LTG forecasts increases with the proportion of their 

employers’ revenues from brokerage business (COM). The magnitude of this effect is 

non-trivial. For instance, an increase in COM from the first to the third quartile of the 

sample is associated with an increase in the level of LTG of about 0.82%20. The level of 

LTG forecasts decreases with the size of the analyst’s employer. In the Fama-MacBeth 

regressions, the level of LTG forecasts decreases in an analyst’s company-specific 

forecasting experience and the number of companies followed by the analyst; it increases 

in the number of industry groups the analyst follows. All these relations are statistically 

significant. 
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4.4. Frequency of forecast revision 

 Table 8 shows results of panel regressions explaining a fourth aspect of analysts’ 

forecasts, namely, the frequency of quarterly EPS forecast revisions. The dependent 

variable in the OLS specification (column (1)) and the Poisson specification (column 

(3)) is the number of EPS forecasts an individual analyst issues for a given company 

during the three-month period preceding the end of a quarter. The dependent variable in 

the logistic regressions (column (2)) is an indicator variable that equals one if an analyst 

issues multiple forecasts during the period; it equals zero otherwise. The unit of 

observation in the regressions is an analyst-company-year-quarter. All three 

specifications include industry and year-quarter dummies.21 The explanatory variables 

are the same as in equation (1), except that the IB and AGE variables are excluded 

because we have no a priori reason to expect a systematic relation between these 

variables and the frequency of forecast revision. T-statistics are computed using White’s 

correction for heteroskedasticity. 

Under each of the three specifications, we find that analysts employed by firms 

with greater proportions of revenue from brokerage business (COM) issue more frequent 

forecast updates over the course of the quarter. This result is highly statistically 

significant. Moreover, the magnitude of this effect appears to be non-trivial. For 

example, in the OLS specification, an increase in COM from the first to the third quartile 

of the sample leads to an increase of about .04 in the number of forecasts, or about 3% of 

the sample mean. Table 8 also reveals that an analyst is likely to revise his forecast more 

often when the followed company is larger, when his employer is larger, when he has 

more company-specific forecasting experience, when he follows more companies, when 

he has less general forecasting experience, or when he covers fewer industries. All of 

these relations are statistically significant. 

 

 

 

                                                                                                                                                 
20While an increase in the annual earnings growth rate of 0.8% may seem inconsequential, equity values 
(e.g., in dividend growth models) tend to be quite sensitive to even small changes in expectations of growth 
rates of dividends and earnings. 
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5. Interpretation of results on forecast revision frequency 

As discussed in section 2.2, the positive relation we find between COM and 

forecast revision frequency in section 4.4 above is consistent with two distinct motives. 

On the one hand, an analyst who is compensated for generating commission revenue 

should be more willing to devote time and effort to making timely forecast revisions that 

reflect updated expectations about earnings. We refer to this as the ‘investor welfare’ 

motive. Alternatively, the prospect of boosting commissions can lead an analyst to revise 

his forecasts frequently even with little or no new information. Frequent forecast 

revisions can be particularly effective in getting investors to churn their portfolios if the 

absolute magnitudes of successive changes in forecasts are large. We call this the 

‘churning’ motive. While the investor welfare and churning motives are not mutually 

exclusive, the first is consistent with maximization of investors’ interests, and the second 

is not. We attempt to distinguish between these two motives by conducting three tests, 

presented in sections 5.1 through 5.3. 

 

5.1 Commission incentives, earnings uncertainty and revision frequency 

 As a first test of the two motives for making frequent forecast revisions, we add a 

measure of earnings uncertainty to the explanatory variables in the Table 8 regressions of 

forecast revision frequency. The more uncertain are a company’s earnings for a given 

quarter, the greater will be investor demand for frequent forecast updates. Following 

Johnson (2004), we measure earnings uncertainty by the dispersion (i.e., standard 

deviation) of analyst forecasts at the beginning of the quarter. A positive coefficient on 

forecast dispersion would tend to confirm the investor welfare motive. At the same time, 

if the coefficient of COM is still positive after controlling for dispersion, this finding 

would be consistent with the churning motive. 

 We find that the coefficients of both forecast dispersion and COM are positive 

and statistically significant at the .001 level or better in the extended versions of all six 

models in Table 8. Our evidence thus suggests that the frequency of forecast updates is 

partly driven by investor demand for updated information. But, after controlling for this 

                                                                                                                                                 
21We do not treat company-year-quarter effects as fixed here because doing so results in the loss of a large 
number of groups with no variation in the dependent variable. 
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effect, commission incentives still play an important role in an analyst’s decision on how 

frequently to revise his forecast. To save space, we do not report these results in a table. 

 

5.2 Commission incentives and churning 

For our second test of the motives underlying frequent forecast revisions, we 

devise two simple measures of churning,22 denoted CHURN1 and CHURN2, and 

estimate the following regression: 

(2)   CHURNijt = bo + b1 COMit + b2 SIZEit + eijt, 

where the subscripts denote Analyst i following Company j for Year-quarter t, COM and 

SIZE are as defined as in section 4.1 above, and the churning measure is defined as 

follows: 

CHURN = CHURN1 or CHURN2, 

CHURN1 = Mean absolute forecast revision = 


n

k 2

|dk – dk-1| / (n-1), 

CHURN2 = Mean squared forecast revision = 


n

k 2

(dk – dk-1)
2 / (n-1), 

dk = Fk / S, 

Fk = kth forecast of EPS made by an analyst for a given company-year-quarter, 

S = Stock price 12 months before quarter-end, 

n = Number of forecasts made by an analyst for a given company-year-quarter over the 6-

month period prior to quarter-end, and 

e = the error term. 

 The churning story suggests that the stronger is the commission incentive, the 

larger should be the absolute magnitude of successive changes in forecasts. This implies 

that the coefficient b1 in equation (2) should be positive. On the other hand, the investor 

welfare story, under which forecast revisions are aimed purely at providing updated 

information to investors in a timely fashion, implies no particular relation between the 

strength of commission incentives and the magnitude of successive changes in an 

analyst’s forecasts. 

                                                 
22Both measures capture a salient aspect of churning, namely the average distance between successive 
changes in an analyst’s forecast, without regard to gains in forecast accuracy. 
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 We estimate equation (2) in a pooled OLS regression with robust standard errors. 

The estimate of the coefficient b1 is significantly positive using either CHURN1 or 

CHURN2 as the dependent variable, with t-values of 2.68 and 2.81, respectively. In other 

words, the absolute magnitude of successive changes in an analyst’s forecasts appears to 

be positively related to the strength of brokerage conflicts.  

These churning variables measure the magnitude, rather than the frequency, of 

successive forecast revisions by an analyst. We next examine churning measures that take 

into account both, by multiplying each measure by (n-1). We then re-estimate equation 

(2) as earlier. Once again, the estimate of the coefficient b1 is significantly positive, with 

t-values of 4.62 and 3.08, respectively, for the two churning measures. Overall, this 

evidence is consistent with the idea that analysts employed by firms where brokerage 

business is more important issue forecast updates that are more frequent and larger in 

magnitude in an attempt to generate trades. These results are not shown in a table to save 

space. 

 

5.3. Boldness, trade generation and forecast accuracy 

 One characteristic of a forecast revision that is generally related to both accuracy 

and trade generation is boldness, i.e., how much the new forecast departs from the 

consensus. Compared to forecasts that herd with the consensus, bold forecasts tend to be 

more accurate (see, e.g., Clement and Tse (2005)), and they generate more trades for the 

analyst’s firm (Irvine (2004)). In addition, Clement and Tse find that a bold revision 

tends to be more accurate than the original forecast. Motivated by these prior findings, we 

conduct tests examining the link between the boldness of a revised forecast and the 

incremental change in forecast accuracy for analysts facing different degrees of 

brokerage conflicts. Specifically, we estimate the following pooled regression by OLS: 

(3) NAFEijt = b0 + b1 BOLDNESSijt * HCOMit + b2 BOLDNESSijt * LCOMit  

+ b3 NDAYSijt + eijt, 

where the subscripts denote analyst i following company j for year-quarter t, NAFE is 

forecast inaccuracy as defined in section 4.1 above, and the other variables are defined as 

follows: 

NAFEijt =NAFEijt - NAFEij,t-1, 
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BOLDNESSi = |Fi - F| / S, 

Fi = Forecast of analyst i for a given company-year-quarter, 

F = Consensus forecast for the company-year-quarter, 

S= Stock price twelve months before quarter-end, 

HCOMi = 1, if analyst i works for an employer with high (above-median) COM,  

  = 0 otherwise, 

LCOMi = 1 - HCOMi, 

NDAYS = Number of days between the current forecast and prior forecast of an analyst 

about a company-year-quarter, and 

e = the error term. 

 The investor welfare story predicts that b1 = b2 < 0, while the churning story 

predicts that b1 > b2. In other words, if forecast revisions are aimed purely at providing 

timely and accurate information to investors, then the relation between forecast 

inaccuracy and boldness should be negative and of the same magnitude for analysts 

facing high or low degrees of brokerage conflicts. But if frequent revisions are at least 

partly aimed at inducing investors to churn their portfolios, then the relation between 

forecast inaccuracy and boldness should be less (more) negative for analysts who face 

higher (lower) degrees of brokerage conflict. 

 Our estimation of equation (3) indicates that 
^

1b  = -.13 and 
^

2b = -.31; both 

coefficients are significantly different from zero. The test of the null hypothesis that b1 = 

b2 has an associated p-value of less than .0001. In other words, bold forecast revisions do 

tend to increase forecast accuracy, but this gain in accuracy is significantly greater for 

analysts with lower brokerage conflicts. These results suggest that, although the investor 

welfare story holds, churning is also an important motive for forecast revisions. We 

obtain qualitatively similar results if we replace the boldness variable by the change in 

boldness or if we replace the continuous measure of boldness in equation (3) with a 

binary measure used in Clement and Tse (2005). Once again, we do not show these 

results in a table to save space. 
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6. Sub-sample results 

 We next examine two interesting partitions of our sample. We present the results 

for technology versus other sectors in section 6.1 and the results for the late 1990s versus 

other time periods in section 6.2. 

 

6.1 Technology versus other industry sectors 

 Numerous stories in the media suggest that conflicts of interest may have been 

more pronounced in the technology sector than in other industry sectors during our 

sample period. We examine this idea by replacing the IB variable in model (1) of Tables 

3, 5 and 7 by two variables, IB*TECH and IB*NTECH, and replacing the COM variable 

in Tables 3, 5, 7 and 8 by COM*TECH and COM*NTECH. The binary variable TECH 

equals 1 if the first two digits of the I/B/E/S S/I/G code of a followed company are ‘08’ 

(i.e., the company belongs to the technology sector); otherwise, TECH equals zero. 

NTECH is defined as 1 - TECH.  

 We find no significant relation between the accuracy or bias in an analyst’s 

quarterly earnings forecasts and the importance to her employer of IB or brokerage 

business either in the technology sector or in other industry sectors. The frequency of an 

analyst’s forecast updates is positively related to the importance of brokerage business to 

her employer in each sector, with no significant difference in the coefficient estimates. 

But the level of analysts’ long-term growth (LTG) forecasts is positively related to the 

importance of IB and brokerage business only for the technology sector; it is 

insignificant for the remaining sectors as a group. This difference is statistically 

significant. To save space, we do not tabulate these results. 

 

6.2 Late 1990s versus other time periods 

 The late 1990s was a period of booming stock prices. Media accounts and the 

timing of regulatory actions suggest that conflicts of interest were particularly severe 

during this period. To examine this idea, we replace the IB variable in model (1) of 

Tables 3, 5 and 7 by two variables: IB*LATE90S and IB*NLATE90S. Similarly, we 

replace the COM variable in Tables 3, 5, 7 and 8 by COM*LATE90S and 
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COM*NLATE90S. The variable LATE90S equals 1 for forecasts made for time periods 

ending during 1995-99; it equals zero otherwise. NLATE90S equals 1 - LATE90S. 

 There is no significant relation between the accuracy or bias in an analyst’s 

quarterly earnings forecasts and the importance to his employer of IB or brokerage 

business for either the late 1990s or other time periods in our sample. The level of LTG 

forecasts is unrelated to IB during both time periods. LTG is positively related to COM 

during the late 1990s and is unrelated to it during other time periods, but the difference is 

statistically insignificant. The probability of forecast revision is positively related to 

COM during both time periods, but the coefficient of COM is significantly lower during 

the late 1990s than during other periods. Once again, we do not show these results in a 

table to save space. 

 

7. Summary and conclusions 

 The landmark settlement that prominent Wall Street firms reached with regulators 

in April 2003 mandated sweeping changes in the production and dissemination of sell-

side analyst research. Among its key provisions, the settlement required securities firms 

to create and maintain greater separation between equity research and IB activities, and 

to provide brokerage customers with research reports produced by independent research 

firms. The basic premise underlying such requirements is that independent analysts do in 

fact produce research that is superior to that of analysts who face potential conflicts of 

interest from their employers’ other businesses.  

In this paper, we empirically examine whether the quality of analysts’ forecasts of 

earnings or earnings growth is related to the magnitude of potential conflicts of interest 

arising from their employers’ IB and brokerage businesses. Using a unique dataset 

containing the breakdown of securities firms’ revenues from IB, brokerage, and other 

businesses, we investigate the effects of analyst conflicts on four aspects of their 

forecasts: accuracy and bias in quarterly earnings forecasts, optimism in LTG forecasts, 

and the frequency of quarterly forecast revisions. 

Our investigation reveals that quarterly EPS forecast bias and accuracy do not 

appear to be systematically related to the importance of IB or brokerage business to 

analysts’ employers. This result also holds for forecasts made for companies within the 
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technology sector as well as forecasts made during the late-1990s stock market boom, 

contexts in which conflicts of interest may have been particularly severe. In addition, the 

absence of a link between analyst conflicts and quarterly forecast bias or accuracy holds 

for publicly-traded as well as private analyst employers, and it is robust to several 

alternative measures of conflict severity.  

We find, however, that the degree of relative optimism in analysts’ LTG forecasts 

tends to increase with the share of their employers’ revenues derived from brokerage 

commissions. We also find that the frequency of forecast revisions bears a significant 

positive relationship with the share of revenues from brokerage business. We conduct 

several tests to distinguish between alternative explanations of this finding on forecast 

revision frequency. The results of these tests suggest that analysts’ trade generation 

incentives can indeed impair the quality of stock research. Our findings imply that 

distortions in analyst research are unlikely to be completely eliminated by regulations that 

focus solely on IB conflicts. The precise nature of trade generation incentives, how they 

impact analyst behavior, and how they might be mitigated all appear to be fruitful 

avenues for future research. 

 Our findings also highlight a key difference in analysts’ short-term (quarterly 

EPS) versus long-term (EPS growth) forecasting behavior. While analysts do not appear 

to systematically respond to conflicts by biasing short-term forecasts, they do appear to 

succumb to conflicts when making long-term growth projections. What accounts for this 

difference? One possibility is that short-term forecasts allow the labor market to assess an 

analyst’s performance against an objective, well-defined benchmark. If an analyst allows 

his short-term forecasts to be affected by the conflicts he faces, his deception can be 

revealed with the very next earnings release, damaging his reputation and livelihood. But 

with long-term forecasts, analysts may not face the same degree of market scrutiny. 

Investors’ memories may be short, and analysts may be able to get away with revising 

their initial flawed projections. A second possible explanation, suggested by dividend 

growth models, is that equity valuations depend more on long-term growth rates than on 

the next quarter’s earnings, and analysts use the most effective means available to prop 

up a stock. We leave a complete resolution of this issue to future research. 
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Table 1 
Sample Characteristics 

This table provides descriptive statistics on broker-dealers, analysts, and forecasts. The sample includes I/B/E/S 
quarterly earnings and long-term earnings growth (LTG) forecasts made between January 1994 and June 2003 and 
corresponding annual financial information for broker-dealer firms. Panel A contains statistics on revenue 
components for broker-dealer firms for fiscal years ending in 2002. A broker-dealer is public if it is traded on the 
NYSE, Nasdaq, or AMEX. Panel B shows, over the sample period 1994-2003, the distribution of the fraction of 
total revenues generated from investment banking (IB) or brokerage businesses. N is the number of firm-years. 
Panel C reports characteristics of long-term growth forecasts and quarterly EPS forecasts over the entire sample 
period. Bias is computed as (actual EPS-forecast EPS) divided by the stock price twelve months before quarter-end. 
Forecast error is measured as the absolute value of forecast bias. Statistics for bias, accuracy and forecast age are 
based on the latest forecast made by each analyst over the relevant period. Forecast age is the number of days 
between the forecast date and the earnings release. In Panels B and C, forecasts and broker-years are excluded when 
total revenues are negative or when fractions of revenue exceed one. In Panels B, C, and D, analyst teams and 
analysts for which forecasting experience could not be determined are excluded. In Panel C, the periods of one, three 
and six months refer to periods before quarter-end. Panel D reports analysts’ experience and workload 
characteristics measured on an annual basis over the entire sample period. 

Panel A: Broker-Dealer Firm Characteristics, 2002 

 
All Broker-Dealers Public Broker-Dealers 

 
Mean Median # of 

Firms 
 Mean Median 

# of 
Firms 

Revenue ($ millions) 
 

848.35 3.25 151  4953.32 176.15 25 

        Investment Banking   
        Revenue ($ millions) 97.28 0 151  572.17 30.73 25 

        Brokerage Commission   
        Revenue ($ millions) 154.16 1.60 151  847.06 49.80 25 

         Other Revenue   
         ($ millions) 596.90 0.43 151  3534.09 76.68 25 

Panel B: IB and Commission Revenues Divided by Total Revenue, 1994-2003 

 
 
 

Source of Revenue 

Distribution of the Fraction of Total Revenue 

N Min 1st 
Quart. 

Median 3rd 
Quart. 

Max Mean Std. 
Dev. 

All broker-dealers         

      IB fraction 972 0 0 0.004 0.136 1 0.112 0.194 

      Brokerage commission 972 0 0.207 0.488 0.853 1 0.506 0.341 

Public broker-dealers 
        

       IB fraction 227 0 0.069 0.114 0.154 0.913 0.137 0.137 

       Brokerage commission 227 0.005 0.160 0.362 0.494 0.999 0.393 0.276 

 



 

Table 1 (cont.) 
 

Panel C: Forecast Characteristics, 1994-2003 

 Mean Median Sample 
Size 

Unit of 
Observation 

Bias in Quarterly EPS Forecasts     

One-Month Period -0.00017 0.00026 54,369 Forecast 

Three-Month Period -0.00039 0.00027 171,915 Forecast 

Inaccuracy in Quarterly EPS Forecasts     

One-Month Period 0.0037 0.0011 54,369 Forecast 

Three-Month Period 

 

LTG Forecasts (%) 

0.0039 

 

19.61 

0.0011 

 

16 

171,915 

 

38,209 

Forecast 

 

Forecast 

Number of Quarterly Earnings 
Forecasts 

    

Over Prior three months 1.325 1 188,658 Analyst-
company-qtr. 

Over Prior six months 
 

Forecast Age (# of days) 

1.740 1 239,102 Analyst-
company-qtr. 

One-Month Period 14.001 14 59,699 Forecast 

Three-Month Period 45.89 52 188,664 Forecast 

Panel D: Analyst Characteristics, 1994-2003 

 Mean Median Sample 
Size 

Unit of 
Observation 

Company-specific forecasting 
experience (years) 
 

2.25 1.11 87,244 Analyst-
company-year 

General forecasting experience (years) 4.32 2.97 9,387 Analyst-year 

Number of analysts employed by firm 76.55 61 9,387 Analyst-year

Number of companies covered 10.19 9 9,387 Analyst-year

Number of 4-digit I/B/E/S SIG industry 
groups covered 

2.39 2 9,378 Analyst-year



 

 
Table 2 

Forecast Accuracy of Analysts Employed by Firms with Versus without Significant Investment 
Banking or Brokerage Business 

This table presents univariate comparisons of quarterly EPS forecast inaccuracy between different groups of analysts classified according to 
whether their employer has significant investment banking (IB) or brokerage business. Panel A (B) presents results for forecasts made within one 
(three) month(s) of quarter-end. Forecast inaccuracy is computed as the absolute value of (actual EPS – forecast EPS) divided by the stock price 
measured 12 months before quarter end. Forecasts are drawn from the January 1994-June 2003 period. A broker-dealer is defined to have 
significant (insignificant) IB business in a given calendar year if its IB revenue as a percentage of its total revenue is in the top (bottom) quartile 
among all broker-dealers in the sample. Significant or insignificant brokerage business is defined similarly based on commission revenue as a 
percentage of total revenue. Comparisons are conducted at the level of the company-year-quarter unit. For each publicly-traded company in the 
I/B/E/S U.S. detail history file for which adequate data are available, forecast errors are averaged for each different type of broker-dealer firm; 
these averages are then compared using matched-pair t-tests for differences in means and Wilcoxon signed-rank tests for differences in 
distributions. N corresponds to the number of matched pairs. Only the latest forecasts made by individual analysts over the relevant forecast period 
are used. Revenue data are obtained from x-17a-5 or 10-k filings with the U.S. Securities and Exchange Commission. Forecasts are matched with 
annual broker-dealer financial data corresponding to the latest fiscal year preceding the date of the forecast. 

  Type of Firm 
A. One-month Forecast Period  B. Three-month Forecast Period 

N Mean Median  N Mean Median 

1. Firms with no significant IB business 3683 0.0029 0.0010  16789 0.0032 0.0010 

2. Firms with significant IB business 3683 0.0028 0.0010  16789 0.0031 0.0010 

            p-value of t-test/signed-rank test (1 vs. 2)  0.433 0.059   0.132 0.160 

3. Firms with no significant brokerage business 3370 0.0026 0.0009  13982 0.0029 0.0009 

4. Firms with significant brokerage business 3370 0.0029 0.0010  13982 0.0031 0.0010 

            p-value of t-test/signed-rank test (3 vs. 4)  0.006 0.000   0.000 0.000 

5. Firms with no significant IB and no significant   
    brokerage business 

998 0.0025 0.00078  4161 0.0024 0.0008 

6. Firms with significant brokerage but with no   
    significant IB business 

998 0.0029 0.00082  4161 0.0028 0.0008 

            p-value of t-test/signed-rank test (5 vs. 6)  0.056 0.025   0.002 0.000 

7. Firms with no significant IB and no significant   
    brokerage business 

549 0.0026 0.00073  2837 0.0025 0.00082 

8. Firms with significant IB but no significant    
    brokerage business 

549 0.0027 0.00073  2837 0.0023 0.00076 

            p-value of t-test/signed-rank test (7 vs. 8)  0.818 0.581   0.024 0.084 



 

Table 3 
Panel Regression Analysis of Quarterly Earnings Forecast Accuracy 

This table reports coefficient estimates from regressions explaining errors in individual analysts’ quarterly EPS 
forecasts made over the January 1994-June 2003 period. Panel A (B) presents results for forecasts made within one 
(three) month(s) of quarter-end. Only company quarters ending in March, June, September, or December are 
included. Forecast and reported numbers are based on primary EPS. Forecast error is computed as |reported EPS – 
forecast EPS| divided by the stock price twelve months before quarter-end. For each forecast period, only the latest 
forecast made by an analyst is included. The regressions in (1) are pooled OLS regression estimates using White’s 
correction for heteroskedasticity. The pooled OLS regressions include industry and calendar-quarter dummies (not 
reported). (2) reports average coefficients obtained from Fama-MacBeth (1973) regressions performed on individual 
calendar quarters over the sample period. Each regression includes unreported industry dummies. In the fixed-
effects regressions in (3), company-year-quarter effects are treated as fixed. Revenue data are obtained from x-17a-5 
or 10-K filings with the U.S. Securities and Exchange Commission. Each forecast issued by an analyst is matched 
with broker-dealer revenue data corresponding to the latest fiscal year preceding the date of the forecast.  Forecast 
age is measured as the number of days between the report date and the forecast date. Company-specific and general 
forecasting experience are measured as the number of years since an analyst first began issuing I/B/E/S EPS 
forecasts on a particular company or in general. The number of analysts employed by a firm, the number of 
companies covered by an analyst, and the number of industry groups covered by an analyst are measured over the 
calendar year of the earnings forecast. Industry groupings are based on I/B/E/S 4-digit S/I/G codes. Company 
market capitalization is measured in millions of dollars one year prior to quarter-end. The public brokerage dummy 
equals unity if a broker-dealer is traded on NYSE, AMEX, or Nasdaq and equals zero otherwise. T-statistics for 
coefficient estimates are in parentheses.  

  
Pooled 
OLS 
(1) 

 
Fama- 

MacBeth 
(2) 

 
Company-Quarter 

Fixed Effects 
(3) 

Panel	A:	One‐Month	Forecast	Period	
Constant   -0.0083 

(-6.99)a 
-0.0083 
(-6.99)a 

 -0.0040 
(-2.25)b 

-0.0049 
(-2.44)b 

 0.0030 
(8.82)a 

0.0030 
(8.82)a 

IB revenue as fraction of total 
revenue 

 -0.0009 
(-0.67) 

-0.00089 
(-0.66) 

 -0.0015 
(-1.10) 

0.0012 
(0.52) 

 -0.00020 
(-0.52) 

-0.00020 
(-0.52) 

Commission revenue  
as fraction of total revenue 

 0.00036 
(0.76) 

0.00036 
(0.75) 

 0.00076 
(1.82) 

-0.00018 
(-0.33) 

 0.00014 
(0.69) 

0.00014 
(0.70) 

Forecast age  0.00009 
(9.15)a 

0.00009 
(9.16)a 

 0.00009 
(8.07)a 

0.0001 
(8.02)a 

 0.00003 
(7.18)a 

0.00003 
(7.18)a 

Ln (1+Number of analysts   
      employed by brokerage) 

 0.00015 
(1.51) 

0.00011 
(0.89) 

 0.0002 
(2.00)b 

0.00015 
(1.19) 

 -0.00012 
(-2.41)b 

-0.00013 
(-2.19)b 

Company-specific forecasting 
experience * 10-3 

 0.1799 
(6.31)a 

0.1804 
(6.31)a 

 0.1750 
(5.14)a 

0.1750 
(5.23)a 

 -0.0250 
(-1.81) 

-0.0248 
(-1.81) 

General forecasting 
experience * 10-3 

 -0.0552 
(-2.27)b 

-0.0558
(-2.28)b 

 -0.0276 
(-1.36) 

-0.02667 
(-1.34) 

 0.034 
(3.27)a 

0.0341 
(3.27)a 

Number of companies 
followed * 10-3 

 0.00075 
(-0.07) 

0.00067 
(-0.06) 

 0.0075 
(0.51) 

0.0086 
(0.58) 

 -0.0041 
(-0.82) 

-0.0041 
(-0.83) 

Number of industry groups 
followed * 10-3 

 0.0526 
(0.81) 

0.0538
(0.83) 

 -0.0222 
(-0.29) 

-0.0272 
(-0.36) 

 -0.0421 
(-1.47) 

-0.0416 
(-1.46) 

Ln (Market capitalization of  
      company) 

 -0.00127 
(-18.71)a 

-0.00127
(-18.63)a 

 -0.0013 
(-14.54)a 

-0.0013 
(-14.57)a 

   

Public broker-dealer dummy   0.00018 
(0.59) 

  0.0016 
(2.25)b 

  0.00003 
(0.25) 

          
Number of Observations  45374 45374  45267 45267  45374 45374 

Number of Groups        27704 27704 

Model P-value  0.0000 0.0000     0.0000 0.0000 

R2  0.036 0.035  0.002 0.002  0.0043 0.0043 

 



 

 
Table 3 (cont.) 

 

Panel B: Three-Month Forecast Period 

Constant  
 

-0.0039 
(-6.38)a 

 

-0.0038 
(-6.38)a 

 
-0.0018 
(-1.78) 

-0.0029 
(-2.64)a 

 
0.0031 
(20.21)a 

0.0031 
(20.19)a 

IB revenue as fraction of total 
revenue 
 

 -0.00015 
(-0.27) 

-0.00015 
(-0.28) 

 -0.0013 
(-1.28) 

0.0004 
(0.26) 

 -0.00009 
(-0.53) 

-0.0001 
(-0.53) 

Commission revenue  
as fraction of total revenue 
 

 0.00019 
(0.73) 

0.00019 
(0.74) 

 0.0005 
(0.90) 

0.00017 
(0.66) 

 0.00004 
(0.37) 

0.00004 
(0.38) 

Forecast age  0.00003 
(11.61)a 

0.00003 
(11.61)a 

 0.00003 
(7.73)a 

0.00003 
(7.64)a 

 0.00002 
(25.87)a 

0.00002 
(25.87)a 

Ln (1+Number of analysts   
      employed by brokerage) 

 0.00017 
(2.93)a 

0.00013 
(1.98)b 

 0.00015 
(2.30)b 

0.00006 
(0.79) 

 -0.00011 
(-4.41)a 

-0.00011 
(-3.91)a 

Company-specific forecasting 
experience * 10-3 

 0.1392 
(5.86)a 

0.1397 
(5.85)a 

 0.1551 
(6.06)a 

0.00015 
(6.04)a 

 -0.0153 
(-2.13)b 

-0.0155 
(-2.12)b 

General forecasting 
experience * 10-3 

 

 -0.0021 

(-0.12) 
-0.0026 
(-0.15) 

 0.00053 
(0.04) 

0.00039 
(0.03) 

 0.0109 
(2.08)b 

0.0109 
(2.07)b 

Number of companies 
followed * 10-3 

 -0.0315 
(-5.40)a 

-0.0315 
(-5.40)a 

 -0.0203 
(-2.06)b 

-0.0194 
(-1.97)b 

 -0.00146 
(-0.59) 

-0.00147 
(-0.59) 

Number of industry groups 
followed * 10-3 
 

 0.0607 
(1.67) 

0.0617 
(1.71) 

 0.0228 
(0.46) 

0.0198 
(0.39) 

 -0.0193 
(-1.33) 

-0.0191 
(-1.32) 

Ln (Market capitalization of  
      company) 

 -0.0015 
(-32.69)a 

-0.0015 
(-32.67)a 

 -0.0014 
(-20.39)a 

-0.0014 
(-20.44)a 

   

Public broker-dealer dummy   0.00014 
(0.80) 

  0.0014 
(3.02)a 

  0.00002 
(0.30) 

          
Number of Observations  143477 143477  143318 143318  143477 143477 

Number of Groups        61996 61996 

Model P-value  0.0000 0.0000     0.0000 0.0000 

R2  0.026 0.026  0.001 0.001  0.009 0.009 
 

a,b denote statistical significance in two-tailed tests at the 1% and 5% levels, respectively. 
 



 

Table 4 
Forecast Bias of Analysts Employed by Firms with Versus without Significant Investment 

Banking or Brokerage Business 

This table presents univariate comparisons of quarterly EPS forecast bias between different groups of analysts classified according to whether their employer 
has significant investment banking (IB) or brokerage business. Panel A (B) presents results for forecasts made within one (three) month(s) of quarter-end. 
Forecast bias is measured as (reported EPS – forecast EPS) divided by the stock price measured twelve months before quarter end. Forecasts are drawn from 
the January 1994-June 2003 period. A broker-dealer is defined to have significant (insignificant) IB business in a given calendar year if its IB revenue as a 
percentage of its total revenue is in the top (bottom) quartile among all broker-dealers in the sample. Significant or insignificant brokerage business is defined 
similarly based on commission revenue as a percentage of total revenue. Comparisons are conducted at the level of the company-year-quarter unit. For each 
publicly-traded company in the I/B/E/S U.S. detail history file for which adequate data are available, forecast bias is averaged for each different type of broker-
dealer firm; these averages are then compared using matched-pair t-tests for differences in means and Wilcoxon signed-rank tests for differences in 
distributions. N corresponds to the number of matched pairs. Only the latest forecasts made by individual analysts over the relevant forecast period are used. 
Revenue data are obtained from x-17a-5 or 10-k filings with the U.S. Securities and Exchange Commission. Forecasts are matched with annual broker-dealer 
financial data corresponding to the latest fiscal year preceding the date of the forecast. 

  Type of Firm 
A. One-month Forecast Period  B. Three-month Forecast Period 

N Mean Median  N Mean Median 

1. Firms with no significant IB business 3683 0.00007 0.0002  16789 -5.6*10-6 0.00026 

2. Firms with significant IB business 3683 0.00011 0.0003  16789 0.00003 0.00029 

            p-value of t-test/signed-rank test (1 vs. 2)  0.747 0.028   0.493 0.0001 

3. Firms with no significant brokerage business 3370 0.00003 0.00025  13982 0.00008 0.00027 

4. Firms with significant brokerage business 3370 -0.00013 0.00020  13982 -0.00006 0.00025 

            p-value of t-test/signed-rank test (3 vs. 4)  0.138 0.0005   0.017 0.000 

5. Firms with no significant IB and no significant   
    brokerage business 

998 -0.0002 0.00022  4161 0.00026 0.00026 

6. Firms with significant brokerage but with no   
    significant IB business 

998 -0.0002 0.00017  4161 0.00035 0.00029 

            p-value of t-test/signed-rank test (5 vs. 6)  0.709 0.074   0.395 0.470 
        

7. Firms with no significant IB and no significant   
    brokerage business 

549 -0.00037 0.0000  2837 0.00002 0.00022 

8. Firms with significant IB but no significant    
    brokerage business 

549 -0.00044 0.0000  2837 0.00009 0.00025 

            p-value of t-test/signed-rank test (7 vs. 8)  0.620 0.934   0.447 0.008 



 

Table 5 
Panel Regression Analysis of Quarterly Earnings Forecast Bias 

This table shows coefficient estimates from regressions explaining the degree of bias in individual analysts’ 
quarterly EPS forecasts made over the January 1994-June 2003 period. Panel A (B) presents results for forecasts 
made within one (three) month(s) of quarter-end. Only company quarters ending in March, June, September, or 
December are included. Forecast and reported numbers are based on primary EPS. Forecast bias is computed as 
(reported EPS – forecast EPS) divided by the stock price twelve months before quarter-end. The sample includes 
only the latest forecast made by an analyst for a company during a given forecast period. Columns (1) show results 
of pooled OLS regressions that include industry and calendar-quarter dummies (not reported) and t-statistics using 
White’s correction for heteroskedasticity. Columns (2) report average coefficient estimates from Fama-MacBeth 
(1973) regressions that include unreported industry dummies, performed on individual calendar quarters over the 
sample period. In the fixed-effects regressions in (3), company-year-quarter effects are treated as fixed. Revenue 
data are obtained from x-17a-5 or 10-K filings with the SEC. Each forecast issued by an analyst is matched with 
broker-dealer revenue data corresponding to the latest fiscal year preceding the date of the forecast.  Forecast age is 
measured as the number of days between the report date and the forecast date. Company-specific and general 
forecasting experience are (continuous) measures of the number of years since an analyst first began issuing I/B/E/S 
EPS forecasts on a particular company or in general. The number of analysts employed by a firm, the number of 
companies covered by an analyst, and the number of industry groups covered by an analyst are measured over the 
calendar year of the earnings forecast. Industry groupings are based on I/B/E/S 4-digit S/I/G codes. Company 
market capitalization is measured in millions of dollars one year prior to quarter-end. The public brokerage dummy 
equals one if a broker-dealer firm is publicly-traded on NYSE, AMEX, or Nasdaq and equals zero otherwise. T-
statistics for coefficient estimates are shown in parentheses. 

	 	
Pooled 
OLS 
(1) 

 
Fama- 

MacBeth 
(2) 

 
Company-Quarter 

Fixed Effects 
(3) 

Panel A: One-Month Forecast Period 

Constant  
 

0.0045 
(3.55)a 

0.0045 
(3.54)a 

 
0.0050 
(2.79)a 

0.0048 
(2.59)a 

 
0.00086 
(2.29)b 

0.00085 
(2.27)b 

IB revenue as fraction of total 
revenue 
 

 0.00088 
(0.64) 

0.00087 
(0.63) 

 -0.00027 
(-0.16) 

 

0.00026 
(0.14) 

 0.00019 
(0.47)) 

0.00019 
(0.47) 

Commission revenue  
as fraction of total revenue 
 

 -0.00017 
(-0.34) 

-0.00016 
(-0.32) 

 -0.00097 
(-1.71) 

-0.0006 
(-1.09) 

 -0.00019 
(-0.88) 

-0.0002 
(-0.92) 

Forecast age  -0.00006 
(-5.67)a 

-0.00006 
(-5.68)a 

 -0.00006 
(-4.52)a 

-0.00006 
(-4.51)a 

 -0.00003 
(-5.76)a 

-0.00003 
(-5.78)a 

Ln (1 + Number of analysts   
      employed by brokerage) 

 0.00015 
(1.49) 

0.00023 
(1.93) 

 0.00009 
(0.65) 

0.00025 
(1.52) 

 0.00006 
(1.16) 

0.00009 
(1.48) 

Company-specific forecasting 
experience * 10-3 

 -0.1149 
(-3.86)a 

-0.1158 
(-3.89)a 

 -0.1193 
(-3.18)a 

-0.1187 
(-3.18)a 

 -0.0073 
(-0.49) 

-0.0075 
(-0.49) 

General forecasting 
experience * 10-3 

 

 0.0448 
(1.76) 

0.0458 
(1.80) 

 0.0391 
(1.49) 

0.0381 
(1.48) 

 0.026 
(2.27)b 

0.0262 
(2.28)b 

Number of companies 
followed * 10-3 

 -0.0125 
(-1.10) 

-0.0126 
(-1.11) 

 -0.0211 
(-1.37) 

-0.0219 
(-1.46) 

 -0.0038 
(-0.70) 

-0.0037 
(-0.68) 

Number of industry groups 
followed * 10-3 
 

 -0.060 
(-0.90) 

-0.0621 
(-0.93) 

 -0.0492 
(-0.67) 

-0.0474 
(-0.65) 

 -0.0737 
(-2.34)b 

-0.0754 
(-2.39)b 

Ln (Market capitalization of  
      company) 

 0.00024 
(3.48)a 

0.00024 
(3.48)a 

 0.00028 
(3.72)a 

0.00028 
(3.71)a 

   

Public broker-dealer dummy   
 

-0.0003 
(-0.97) 

  -0.00026 
(-0.79) 

  -0.00013 
(-0.95) 

          
Number of Observations  45374 45374  45267 45267  45374 45374 

Number of Groups        27704 27704 
Model P-value  0.0000 0.0000     0.0000 0.0000 

R2  0.008 0.008  0.001 0.001  0.003 0.003 



 

 
Table 5 (cont.) 

 
Panel B: Three-Month Forecast Period 

Constant  
 

0.0025 
(3.87)a 

0.0025 
(3.86)a 

 
0.0021 
(2.63)a 

0.0030 
(3.28)a 

 
0.0002 
(1.19) 

0.0002 
(1.22) 

IB revenue as fraction of total 
revenue 
 

 -0.00066 
(-1.18) 

-0.00065 
(-1.17) 

 -0.0050 
(-1.08) 

-0.0065 
(-1.48) 

 0.00016 
(0.78) 

 

0.00016 
(0.78) 

Commission revenue  
as fraction of total revenue 
 

 -0.00012 
(-0.43) 

-0.00012 
(-0.44) 

 -0.00054 
(-1.13) 

-0.00024 
(-0.75) 

 0.00002 
(0.21) 

 

0.00003 
(0.24) 

 
Forecast age  -0.00003 

(-9.39)a 
-0.00003 
(-9.39)a 

 -0.00003 
(-6.04)a 

-0.00003 
(-6.01)a 

 -0.00001 
(-14.88)a 

-0.00001 
(-14.89)a 

 
Ln (1+Number of analysts   
      employed by brokerage) 

 0.00014 
(2.33)b 

0.00017 
(2.39)b 

 0.00036 
(2.31)b 

0.00042 
(2.26)b 

 0.00009 
(3.36)a 

0.00008 
(2.55)b 

Company-specific forecasting 
experience * 10-3 

 -0.0606 
(-2.50)b 

-0.0610 
(-2.50)b 

 -0.0778 
(-3.47)a 

-0.0769 
(-3.42)a 

 0.012 
(1.47) 

0.0121 
(1.49) 

General forecasting 
experience * 10-3 

 

 -0.0126 
(-0.73) 

-0.0122 
(-0.70) 

 -0.0100 
(-0.70) 

-0.0097 
(-0.67) 

 0.00343 
(0.59) 

0.0034 
(0.58) 

Number of companies 
followed * 10-3 

 0.0245 
(4.07)a 

0.0245 
(4.08)a 

 0.0129 
(1.36) 

0.0121 
(1.27) 

 -0.0019 
(-0.69) 

-0.0195 
(-0.70) 

Number of industry groups 
followed * 10-3 
 

 -0.0920 
(-2.46)b 

-0.0928 
(-2.49)b 

 -0.0808 
(-1.62) 

-0.0779 
(-1.56) 

 -0.0414 
(-2.55)b 

-0.041 
(-2.53)b 

Ln (Market capitalization of  
      company) 

 0.00035 
(7.68)a 

0.00035 
(7.68)a 

 0.00043 
(5.99)a 

0.00043 
(6.01)a 

   

Public broker-dealer dummy   
 

-0.00011 
(-0.61) 

  -0.0011 
(-2.72)a 

  -0.00004 
(0.58) 

          
Number of Observations  143477 143477  143318 143318  143477 143477 

Model P-value  0.0000 0.0000  0.0000 0.0000  0.0000 0.0000 

R2  0.005 0.005  0.001 0.001  0.003 0.003 

 

a,b denote statistical significance in two-tailed tests at the 1% and 5% levels, respectively. 
 



 

Table 6 
Long-term Earnings Growth Forecasts of Analysts Employed by Firms with Versus  

Without Significant Investment Banking or Brokerage Business 

Univariate comparisons of long-term (3 to 5 years) growth forecasts between different groups of analysts classified according to whether their 
employer has significant investment banking (IB) or brokerage business. The sample period is from January 1994 through June 2003. A 
broker-dealer is defined to have significant (insignificant) IB business in a given calendar year if its IB revenue as a percentage of its total 
revenue is in the top (bottom) quartile among all broker-dealers in the sample. Significant or insignificant brokerage business is defined 
similarly based on commission revenue as a percentage of total revenue. Comparisons are conducted at the level of the company-year-quarter 
unit. For each publicly-traded company in the I/B/E/S U.S. detail history file for which adequate data are available, LTG forecast levels are 
averaged for each different type of broker-dealer firm; these averages are then compared using matched-pairs t-tests for differences in means 
and Wilcoxon signed-rank tests for differences in distributions. N corresponds to the number of matched pairs. Only the latest company 
forecast made by an individual analyst over the appropriate quarter (March, June, September, or December) is used. Revenue data are 
obtained from x-17a-5 or 10-k filings with the U.S. Securities and Exchange Commission. Forecasts are matched with annual broker-dealer 
financial data corresponding to the latest fiscal year preceding the date of the forecast. 

Type of Firm N Mean Median 

1. Firms with no significant IB business 1508 20.74 17.88 

2. Firms with significant IB business 1508 19.83 17.5 

            p-value of t-test/signed-rank test (1 vs. 2)  0.002 0.112 

3. Firms with no significant brokerage business 1578 18.58 15.9 

4. Firms with significant brokerage business 1578 19.73 17 

            p-value of t-test/signed-rank test (3 vs. 4)  0.000 0.000 

5. Firms with no significant IB and no significant brokerage business 246 16.58 15 

6. Firms with significant brokerage but with no significant IB business 246 17.83 15 

            p-value of t-test/signed-rank test (5 vs. 6)  0.014 0.001 

    

7. Firms with no significant IB and no significant brokerage business 52 19.40 20 

8. Firms with significant IB but no significant brokerage business 52 21.66 20 

            p-value of t-test/signed-rank test (7 vs. 8)  0.033 0.016 



 

Table 7 
Analysis of Long-Term Earnings Growth Forecasts 

This table reports coefficient estimates from regressions explaining the level of long-term earnings 
growth (LTG) forecasts made over the January 1994-June 2003 period. The sample period is 
partitioned into calendar quarters ending March, June, September and December. The sample 
includes only the latest forecast made in a quarter by an analyst for a company. The Fama-
MacBeth regressions include unreported industry dummies. In the fixed-effects regressions, 
company-year-quarter effects are treated as fixed. Revenue data are obtained from x-17a-5 or 10-
K filings with the U.S. Securities and Exchange Commission. Each forecasting period is matched 
with broker-dealer revenue data corresponding to the latest fiscal year preceding the date of the 
forecast. Company-specific and general forecasting experience are measured as the number of 
years since an analyst first began issuing I/B/E/S EPS forecasts on a particular company or in 
general. The number of analysts employed by a firm, the number of companies covered by an 
analyst, and the number of industry groups covered by an analyst are measured over the calendar 
year of the earnings forecast. Industry groupings are based on I/B/E/S 4-digit S/I/G codes. 
Company market capitalization is measured in millions of dollars one year prior to quarter-end. 
The public brokerage dummy equals unity if a broker-dealer is traded on NYSE, AMEX, or 
Nasdaq and equals zero otherwise. T-statistics for coefficient estimates are in parentheses. 

  Fama- 
MacBeth 

(1) 
 

Company-Quarter 
Fixed Effects 

(2) 

Constant  
 

20.17 
(3.16)a 

17.33 
(2.37)b 

 
21.54 

(28.87)a 
21.58 

(28.64)a 

IB revenue as     
        fraction of total revenue 
 

 3.53 
(0.29) 

8.86 
(0.61) 

 0.151 
(0.14) 

0.158 
(0.15) 

Commission revenue  
       as fraction of total revenue 
 

 6.68 
(0.64) 

-2.16 
(-0.68) 

 1.27 
(2.39)b 

1.257 
(2.37)b 

Ln (1+Number of analysts   
      employed by brokerage) 

 -0.498 
(-0.65) 

-0.22 
(-0.27) 

 

 -0.516 
(-3.61)a 

-0.543 
(-3.28)a 

Company-specific forecasting    
      experience 

 -0.649 
(-17.03)a 

-0.65 
(-16.90)a 

 0.026 
(0.78) 

0.026 
(0.79) 

General forecasting experience 

 
 -0.003 

(-0.08) 
-0.005 
(-0.15) 

 -0.005 
(-0.26) 

-0.005 
(-0.27) 

Number of companies followed  -0.032 
(-2.05)b 

-0.034 
(-2.11)b 

 -0.007 
(-0.73) 

-0.007 
(-0.74) 

Number of industry groups 
followed 
 

 0.185 
(3.03)a 

0.185 
(2.97)a 

 0.035 
(0.54) 

0.035 
(0.54) 

Public broker-dealer dummy   3.459 
(1.05) 

  0.090 
(0.32) 

       
Number of Observations  35258 35258  35319 35319 

Number of Groups     26870 26870 

       

R2  0.008 0.008  0.007 0.007 

 
            a,b denote statistical significance in 2-tailed tests at the 1% and 5% levels, respectively. 



 

 
 

Table 8 
Analysis of Quarterly Earnings Forecast Frequency 

The dependent variable in the OLS and Poisson regressions in columns (1) and (3) is the number of EPS forecasts 
issued by an individual analyst on a given company during the three months preceding the end of the quarter. The 
dependent variable in the logistic regressions in column  (2) is an indicator variable equal to one if an analyst issued 
more than one forecast during the three-month forecasting period, and equal to zero otherwise. The sample consists 
of quarterly EPS forecasts made over the January 1994-June 2003 period. Company quarters not ending March, 
June, September, or December are excluded from the analysis. Regressions are performed on the pooled sample of 
observations and include unreported industry and calendar-quarter dummies. Revenue data from x-17a-5 or 10-K 
filings with the U.S. Securities and Exchange Commission are used to construct a variable measuring the potential 
degree of analysts’ conflict of interest. Each forecast period is matched with broker-dealer revenue data 
corresponding to the latest fiscal year ending before the forecast period. Company-specific and general forecasting 
experience are measured as the number of years since an analyst first began issuing EPS forecasts through I/B/E/S 
on a particular company or in general. The number of analysts employed by a firm, the number of companies 
covered by an analyst, and the number of industry groups covered by an analyst are measured over the calendar year 
of the earnings forecast. Industry groupings are based on I/B/E/S 4-digit S/I/G codes. Company market 
capitalization is measured in millions of dollars one year prior to quarter-end. The public brokerage dummy equals 
unity if a broker-dealer is traded on NYSE, AMEX, or Nasdaq and equals zero otherwise. Heteroskedasticity-
consistent t-statistics and z-statistics are in parentheses. 

  
OLS 

Specification 
(1) 

 
Logistic 

Specification 
(2) 

 
Poisson 

Specification 
(3) 

Constant  
 

1.4321 
(17.29)a 

1.4324 
(17.29)a 

 
-0.9397 
(-3.38)a 

-2.2965 
(-6.37)a 

 
0.3521 
(5.94)a 

0.0784 
(1.32) 

Commission revenue  
as fraction of total revenue 

 0.0606 
(6.75)a 

0.0607 
(6.77)a 

 0.2008 
(5.49)a 

0.1995 
(5.46)a 

 0.0465 
(6.81)a 

0.0467 
(6.84)a 

Ln (1+Number of analysts   
      employed by brokerage) 

 0.0140 
(6.67)a 

0.0121 
(4.79)a 

 0.0838 
(9.56)a 

0.0895 
(8.56)a 

 0.0114 
(7.11)a 

0.0101 
(5.27)a 

Company-specific forecasting 
experience 

 0.0088 
(12.51)a 

0.0088 
(12.53)a 

 0.0265 
(10.75)a 

0.0265 
(10.71)a 

 0.0062 
(12.12)a 

0.0062 
(12.14)a 

General forecasting 
experience 

 -0.0015 
(-3.24)a 

-0.0016 
(-3.29)a 

 -0.0049 
(-2.63)a 

-0.0049 
(-2.59)a 

 -0.0011 
(-3.16)a 

-0.0011 
(-3.20)a 

Number of companies 
followed 

 0.0011 
(6.39)a 

0.0011 
(6.39)a 

 0.0042 
(5.70)a 

0.0042 
(5.70)a 

 0.0009 
(6.64)a 

0.0009 
(6.64)a 

Number of industry groups 
followed 

 -0.0080 
(-7.91)a 

-0.0079 
(-7.86)a 

 -0.0268 
(-6.26)a 

-0.0270 
(-6.30)a 

 -0.0060 
(-7.74)a 

-0.0059 
(-7.69)a 

Ln (Market capitalization of  
      company) 

 0.0291 
(30.67)a 

0.0291 
(30.65)a 

 0.1071 
(28.75)a 

0.1072 
(28.76)a 

 0.0222 
(31.15)a 

0.0221 
(31.12)a 

Public broker-dealer dummy   0.0077 
(1.46) 

  -0.0230 
(-1.00) 

  0.0052 
(1.27) 

          
Number of Observations  143474 143474  143474 143474  143474 143474 

Model P-value  0.0000 0.0000  0.0000 0.0000  0.0000 0.0000 

R2  0.067 0.067  0.045 0.045  0.008 0.008 

 a,b denote statistical significance in 2-tailed tests at the 1% and 5% levels, respectively. 
 



 

Appendix Table A.1 
Firms Employing the Most Analysts for Fiscal Years Ending in 2002 

 

Panel A: Largest Analyst Employers with No IB Business 

 
Firm name 

Number of 
Analysts 

Total Revenue 
($ millions) 

Commission 
Revenue 

($ millions) 
    

Adams, Harkness, & Hill, 
Inc. 

23 61.78 63.84 

BB&T Capital Markets 21 52.31 9.01 

SWS Securities 17 22.78 22.42 

Buckingham Research 17 28.69 27.23 

Panel B: Largest Analyst Employers with No Commission Revenue 

 
Firm name 

Number of 
Analysts 

Total Revenue 
($ millions) 

IB Revenue 
($ millions) 

    

Paradigm Capital, Inc. 8 0.0017 0 

Hudson River Analytics, Inc. 1 0.0014 0 

Panel C: Largest Analyst Employers 

 
Firm name 

Number of 
Analysts 

Total 
Revenue 

($ millions) 

IB  
Revenue 

($ millions) 

Commission 
Revenue     

($ millions) 

     

Merrill Lynch & Co., Inc. 231 18,608 2,413 4,657 

Morgan Stanley, Dean 
Witter & Co. 

199 32,415 2,527 3,280 

Salomon Smith Barney 
Holdings, Inc. 

139 21,250 3,420 3,845 

Goldman Sachs & Co. 133 22,854 2,572 4,950 

Bear Stearns & Co. 122 6,891 833 1,110 

 
 



The Valuation of 
Common Stocks 

I n  Chapter 17 it was noted that one purpose of financial analysis is to iclvl, 

ti@ mispriced securities. Fundamental analysis was mentioned as one appro;ic Ir 
for conducting a search for such securities. With this approach the security ; I I M  

lyst makes estimates of such things as the firm's future earnings and dividends. II 
these estimates are substantially different from the average estimates of other ; I I I  

alysts but are felt to be more accurate, then from the viewpoint of the seclrl i t t  

analyst, a mispriced security will have been identified. If it is also felt that r l ~ c .  
market price of the security will adjust to reflect these more accurate estima~c.\. 
then the security will be expected to have an abnormal rate of return. Acca~.il 
ingly, the analyst will issue either a buy or sell recommendation, depending ( 1 1 1  

the direction of the anticipated price adjustment. Based on the capitalizatiorl ol 

income method of valuation, dividend discount models have been frequentl~ 
used by fundamental analysts as a means of identifylng mispriced stocks. This 
chapter will discuss dividend discount models and how they can be related to 
models based on price-earnings ratios. 

There are many ways to implement the fundamental analysis approach to identi- 
fylng mispriced securities. A number of them are either directly or indirectly re- 
lated to what is sometimes referred to as the capitalization of income method of 
valuation.' This method states that the "true" or "intrinsic" value of any asset is 
based on the cash flows that the investor expects to receive in the future from 
owning the asset. Because these cash flows are expected in the future, they are 



adjusted by a discount rate to reflect not only the time value of rnoney but also 
the riskiness of the cash flows. 

Algebraically the intrinsic value of the asset V is equal to the sum of the pres- 
ent values of the expected cash flows: 

where C, denotes the expected cash flow associated with the asset at time t and k 
is the appropriate discount rate for cash flows of this degree of risk. In this equa- 
tion the discount rate is assumed to be the same for all periods. Because the sym- 
bol m above the summatior1 sign in the equation denotes infinity, all expected 
cash flows, from immediately after rrlaking the investment until infinity, will be 
discounted at the sarne rate in determining G:" 

18 .1 .1  Net Present Value 

For the sake of convenience, let the current moment in time be denoted as zero, 
or t = 0. If the cost of purchasing an asset at t = 0 is then its net present value 
(NPV) is equal to the difference between its intrinsic value and cost, or: 

NPV = V - P  

The NPV calculation shown here is conceptually the same as the NPV calcula- 
tion made for capital budgeting decisions that has long been advocated in intro- 
ductory finance texthooks. Capital budgeting decisions i~lvolve deciding whether 
or not a given investment project should be undertaken. (For exalrlple, should a 
new machine be purchased?) In making this decision, the focal point is the NPV of 
the project. Specifically, an investment project is viewed favorably if its NPV is posi- 
tive, and unfavorably if its NPV is negative. For a simple project involving a cash 
oudlow now (at t = 0) and expected cash inflows in the future, a positive NPV 
means that the present value of all the expected cash inflows is greater than the 
cost of making the investment. Conversely, a negative NPV means that the present 
value of all the expected cash inflows is less than the cost of making the investment. 

The same views about NPV apply when financial assets (such as a share of 
common stock), instead of real assets (such as a new machine), are being consid- 
ered for purchase. That is, a financial asset is viewed favorably and said to be un- 

erpriced (or undervalued) if NPV > 0. Conversely, a financial asset is viewed 
favorably and said to be overpriced or  (overvalued) if NPV < 0. From Equation 
.2), this is equivalent to stating that a financial asset is underpriced if lr > P: 

m 

C1 > I ?  
(1 + )1)! 

(18.3) 
1=l 

-- 
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Conversely, the asset is overvalued if V <  P: 

" 
C1 < P  x I = I  (1 + k)' 

18.1.2 Internal Rate of Return 

Another way of making capital budgeting decisions in a manner that is 
the NPV method involves calculating the internal rate of return (IRR) 
with the investment project. With IRR, NPV in Equation (18.2) is set 
zero and the discount rate becomes the unknown that must be calcula 
is, the IRR for a given investment is the discount rate that makes the N 
investment equal to zero. Algebraically, the procedure involves sol~lng the 
lowing equation for the internal rate of return k*: 

r I I  

Equivalently, Equation (18.5) can be rewritten as: 

The decision rule for IRR involves comparing the project's IRR (denotctl In 
k') with the required rate of return for an investment of similar risk (denotetl In 
k). Specifically, the investment is viewed favorably if k* > k,  and unfavorabl\, 1 1  
k* < k. As with NPV. the same decision rule applies if eitller a real asset or ;I l i  
nancial asset is being considered for possible i n~es tmen t .~  

18.1.3 Application to Common Stoclcs 

This chapter is concerned with using the capitalization of income method to dts- 
 ermine the intrinsic value of' common stocks. Because the cash flows associatetl 
with an investment in any particular common stock are the dividends that are ex- 
pected to be paid throughout the future on the shares purchased, the models 
suggested by this method of valuation are often known as dividend discount 
models (DDMs) ." Accordingly, D, will be used instead of C, LO denote the expect- 
ed cash flow in period t associated with a particulal- common stock, resulting in 
the following restatemc~it of Equation (18.1): 

V = + + O3 + . D 2 

(1 + k ) '  (1 + k)? (1 + k)!{ 

Usually the focus of DL>Ms is o n  detcrmining the "tl ue" or "intrinsic" value 
of one share of a p;irticular company's common stock, even if larger size ~ L I I -  
chases are being ~ontemplated. This is because it is usually assumed that larger 
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size purchases can be made at a cost that is a simple rnultiple of the cost of one 
share. (For example, the cost of 1,000 shares is usually assu~netl to be 1,000 times 
the cost of one share.) Thus the numerator in D D M  is (he cash dividends per 
share that are expected in the future. 

However, there is a complication in using Equation (18.7) to determine the 
intrinsic value of a share of common stock. In particular, in order to use this 
equation the investor must forecast all future divide~ids. Because a common 
stock does not have a fixed lifetime, this suggests that an infinitely long stream of 
dividends must be forecast. Although this may seem to be an impossible task, 
with the addition of cer-tain assumptions, the equatiorl can be made tractable 
(that is, usable). 

These assumptions center on dividend growth rates. That is, the dividend 
per share at any time t can be viewed as being equal to the dividend per share at 
time t - 1 times a dividend growth ratc of g,, 

or, equivalently: 

For example, if the dividend per share expected at t = 2 is $4 and the dividend 
per share expected at t = 3 is $4.20, then g, = ($4.20 - $4)/$4 = 5%. 

The different types of tractable DDhls reflect different sets of assumptions 
about dividend growth rates, and are presented nexl. The discussion begins with 
the simplest case, the zero-growth model. 

One assumption that could be made about future dividends is that they will re- 
main at a fixed dollar amount. That is, the dollar amount of dividends per share 
that were paid over the past year D, will also be paid over the next year Dl, arid 
she year after that D,, and the year after that D:3, and so on-that is, 

fhis is equivalent to assuming that all the dividend growth rates are zero, be- 
@use if g, = 0, then D, = Dl_]  in Equation (18.8). Accordingly, this model is 
&trn referred to as the zero-growth (or no-growth) model. 
1 
a* 

.2.1 Net Present Value 

impact of this assumption on Equation (18.7) can be analyzed by noting 
t happens when D, is replaced by Do in the numerator: 

Do V =  c (18.10) 
,=I (1 + k I 1 '  

- 
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Fortunately, Equation (18.10) can be sin~plified by noting that Do is a 
lar amount, which means that it can be written outside the summation 

1 
"= D O [ %  (1 + k) ' ] '  

The next step involves using a property of infinite series from mathe 
If k > 0, then it  can be shown that: 

" 1 - 1 - - 2 (1 + k), k. / = I  

Applying this property to Equation (18.1 1) results in the following form~rll 
the zero-growth model: 

Do I.'= -, 

ko 

Because Do = D,, Equation (18.13) is written sometinlcs as: 

As  an example of how this DDM can be used, assume that the Zinc Company is 
expected to pay cash dividends amounting to $8 per share into the indefinite 1'11- 

ture and has a required rate of return of lo%,. IJsing either Equation (18.13) o t  

Equation (18.14), it can be seen that the value of a share of Zinc stock is equal to 
$80 ( =  $8/.10). With a current stock price of $65 per share, Equation (18.2) 
would suggest that the NPV per share is $15 ( =  $80 - $65). Equivalently, as 
V = $80 > P = $65, the stock is underpriced by $15 per share and would be ;I 

candidate for purchase. 

18.2.2 Internal Rate of Return 

Equation (18.13) can he reformulated to solve for the IRR on an investment in a 
zero-growth security. First, the security's current price Pis substituted for 1: and 
second, k* is substituted for k .  These changes result in: 

which can be rewritten as: 

-- - -- - - - - - - - -- 
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Applying this formula to the stock of Zinc intlicates that k' = 12.3% ( =  
$8/$65) .  Because the IRR from an investment in Zinc exceeds the required 
rate of return on Zinc ( 1  2.3% > lo%),  this nlcthod also indicates that Zinc is 
~ n d e r p r i c e d . ~  

18.2.3 Application 

The zero-growth model may seem quite rrslrictive. After all, it seems unrcason- 
able to assume that a given stock will pay a fixed dollar-size dividend forever. Al- 
tliough such a criticism has validity for comnlon stock valuation, there is one 
particular situation where this rnodel is quite useful. 

Specifically, whynever the intrinsic value of a share of high-grade preferred 
stock is to be determined, the zero-growth DDM will often be appropriate. This 
is because most preferred stock is nonparticipating, meaning that it pays a fixed 
dollar-size dividend that will not change as ear~lir~gs per share change. Further- 
more, for high-grade preferred stock these dividends are expected to be paid 
regularly into the foreseeable future. Why? Because preferred stock does not 
have a fixed lifetime, and, by restricting the application of the zero growth 
model to high-grade preferred stocks, the chance o f a  suspension of dividends is 
r e r n ~ t e . ~  

The next type of DDM to be considered is one that assumes that dividends will 
grow from period to period at thc same rate [orever, and is therefore known as 
the constant growth mode1.j Specifically, the dividends per share that wcrc paid 
over the previous year Do are expected to grow at a given rate K ,  so that the divi- 
dends cxpected over the next year L), are expected to be equal to L)o(l + g ) .  
Dividends the year after that are again expected to grow by the same rate g, 
meaning that D2 = Dl ( 1 + g )  . Because Dl = I),, ( 1 + g )  , this is equivalent to as- 
suming that D, = Do( I + g ) 2  and, in general: 

= Do(l  + g)' .  (18.16b) 

18.3.1 Net Present Value 

The impact of this assumption on Equation (18.7) can be pnalyzed by noting 
what happens when D, is replaced by ~ ! ) ~ ) ( 1  + g)'  in the numerator: 

- 
Do(l + g) '  v =  

(-1 ( 1  + k ) '  
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Fortunately, Equation (18.17) can be simplified by noting that Do b a 
lar amount, which means that it can be written outside the summatib 

Y =  4% + g ) * ] .  
,=I (1 + k ) '  

The next step involves using a property of infinite series from mat 
If k > g, then it  can be shown that: 

5 (1 + g ) '  - 1 +g 
,=I (1 + k)" - gg' 

Substituting Equation (18.19) into Equation (18.18) results in the valuation 
mula for the constant-growth model: 

Sometimes Equation (18.20) is rewritten as: 

because Dl = Do(l + g). 

Example 

As an example of how this DDM can be used, assume that during the past yr;u 
the Copper Company paid dikldends amounting to $1.80 per share. The foreci~sl 
is that dividends on Copper stock will incr~ase bv 5% 

ends over the next year are e&ccted to equal $1.89 [ = $1 .HO 
X (1 + .05) 1. Using Equation (18.20) and assuliiing a required rate of return k 
of 1 I%, it can be seen that the value of a share of Copper stock is equal to $31.50 
[ =  $1.80 X (1 + .05)/(.11 - .05) = $1.89/(.11 - .05)]. With a current stock 
price of $40 per share, Equation (18.2) would suggest that the NPV per share is 
- $8.50 ( = $31.50 - $40). Equivalently, as V = $31.50 < P = $40, the stock is 
overpriced by $8.50 per share and would be a candidate for sale if currently 
owned. 

18.3.2 Internal Rate of Return 

Equation (18.20) can be reformulated to solve for the IRR on an investment in a 
constant-growth security. First, the current price of the security P i s  substituted 
for V and then k" is substituted for k.  These changes result in: 

-- - - -- -- - -  
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which can be rewritten as: 

Example 

Applying this formula to the stock of Copper indicates that k* = 9.72% ( =  
[$1.80 X (1 + .05)/$40] + .05 = ($1.89/$40) + .05). Because the required 
rate of return on Copper exceeds the IRR from an investment in Copper (1 1% 
> 9.72%), this method also indicates that Copper is overpriced. 

18.3.3 Relationship to the Zero-Growth Model 

The zeregrowth model of the previous section can be shown to be a special case 
of the constant-growth model. In particular, if the growth rate gis assumed to be 
equal to zero, then dividends will be a fixed dollar amount forever, which is the 
same as saying that there will be zero growth. Letting g = 0 in Equations (18.20) 
and (18.23a) results in two equations that are identical to Equations (18.13) and 
(1 8.15a), respectively. 

Even though the assumption of constant dividend growth may seem less re- 
strictive than the assumption of zero dividend growth, it  may still be viewed as 
unrealistic in many cases. However, as will be shown next, the constant-growth 
~rlodel is important because it is embedded in the multiple-growth model. 

- - - - - - - -  -- 

' MULTIPLE-GROWTH MODEL % 
k *- 

A nlllrr [rncritl DDI lor rlluin! rommnn ~lurk~ 1 I ~ C  1~lliul~-~ow111 modal. 
" With this model, the focus is on a time in the future (denoted-by T)  after which 
:Blvidcnds are expected to grow at a constant rate g. Although the investor is still 

d with forecasting dividends, these dividends do not need to have any 
attern until this time, after which they will be assumed to have the spe- 

attern of constant growth. The dividends up until T (Dl, D,, D3, . . ., DT) 
forecast individually by the investor. (The investor also forecasts when this 
'will occur.) Thereafter dividends are assumed to grow by a constant rate g 

ahe investor must also forecast, meaning that: 

DT+ 1 = D7(1 + g) 
D7+ 2 = DT+ l (1  + g) = + g)' 
DT+ 3 = DT+ ,(I + g )  = DT(1 + gI3 

, Figure 18.1 presents a time line of dividends and growth rates associ- 
the multiple-growth model. 
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18.4.1 Net Present Value q 

In determini~ig the value of a share of common stock with the multiple-gro~h 
model, the present value of the forecast stream of dividends must be dt-tce 
mined. This can be done by dividing the stream into two parts, finding the ptr, 
ent value of each part, and then adding these two present values together. 

The first part consists of finding the present value of all the forecast d i v ~ .  
dends that will be paid up to and including time T Denoting this present V;I~ \ IP  

by I:-, it is equal to: 

The second part consists of finding the present value of all the forecast divi- 
dends that will be paid after time 7: and involves the application of the constanr- 
growth model. The application begins by imagining that the investor is not '11 

time zero but is at time T, and has not changed his or her forecast of dividend\ 
for the stock. This means that the next period's dividend D,,,  and all thosc. 
thereafter are expected to grow at the rate g. Thus the investor would be'viewing 
the stock as having a constant growth rate, and its value at time 7: V T ,  could br 
determined with the constant-growth model of Equation (18.21): 

One way to view ITT is that it represents a lump sum that is just as desirable as 
the stream of dividends after 7: That is, an investor would find a lump sum of 
cash equal to V ,  to be received at time 7: to be equally desirable as the stream of 
dividends D,+ ,, LIT+,, D,,,, and so on. Now given that the investor is at time 

- -- 
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zero, not at time 7: the present value at t = O of' the lurnp sum VT must be deter- 
mined. This is done simply b y  discounting it for T pr:~.iods a t  the rate k, resulting 
in the following formula for finding the present valuc at time zero fur all divi- 
dends after 7: denoted VT + : 

1 .+=v,[ (1 + k)' ] 

Having found the present value of all dividends lip to and including time T 
with Equation (18.24), and the presrnt value of all dividends after time 7'with 
Equation (18.26), the value of' the stock car1 be determined by summing up 
these two amounts: 

DT+ 1 

,=I (1 + k ) '  (k - g ) ( l  + k)" 

Figurc 18.1 illustrates the valuation procedure for the multiple-growth DDM 
that is given in Equation (1 8.27). 

As an example of how this DDM can he used, assume that during the past year 
the Magnesium Company paid dividends amounting to $.75 per share. Over the - 
next year, 

expected to amount to $3 per share, indicating that g2 = ( D ,  - Dl)/DI = ($3 - 
)5)/$2 = 50%. At this time, the li~recast is that dividends will grow hy 10% per 

ar indefinitely, indicating that 'I' = 2 and g = 10%. Consequently, D,+ I = D3 
SS(1 + . lo) = $3.30. Given a required rate of rcturn on Magnesium shares 
1596, the values of 1:- and V,., can be cnlculated as follows: 

v,- = 
$2 $3 + 

(1 + .15)l (1 + .15)? 

= $4.01 

$3.30 
Vr+ = (.I5 - .10)(1 + .1512 

= $49.91. 

V,.- and V,, results in a value for V of $4.01 + $49.91 = $53.92. With 
stock pricc of $55 per share, Magnesium appears to he fairly priced. 
agnesium is not significantly mispriced because V and P are nearly of 

--.-.----- ~ ~ 
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18.4.2 Internal Rate of Return 

The zero-growth and constant-growth models have equations for V 
reformulated in order to solve for the IRR on an investment in a st 
nately, a convenient expression similar to Equations (18.15a), (18.15b) 
and (18.23b) is not available for the multiplegrowth model. This can 
noting that the expression for IRR is derived by substituting P for V, an 
in Equation (18.27): 

DI + P =  2 D T + ,  

I=1 ( l + k * ) '  ( k ' - g ) ( l + k 8 ) "  

This equation cannot be rewritten with k* isolated on the left-hand side, m 
ing that a closed-form expression for IRR does not exist for the multiple-gr 
model. 4 

"Fi 
However, all is not lost. It is still possible to calculate the IRR for an in- 

ment in a stock conforming to the multiplegrowth model by using an "educab* 
ed" trial-anderror method. The basis for this method is in the observation that 
the right-hand side of Equation (18.28) is simply equal to the present value rb 
the dividend stream, where k* is used as the discount rate. Hence the larger the 
value of k*, the smaller the value of the right-hand side of Equation (18.28). Ttlr 
trial-anderror method proceeds by initially using an estimate for k*. If the resrrlt- 
ing value on the right-hand side of Equation (18.28) is larger than e then a larg- 
er estimate of k* is tried. Conversely, if the resulting value is smaller than e thcr~ 
a smaller estimate of k* is tried. Continuing this search process, the investor cart 
hone in on the value of k* that makes the right-hand side equal P on the lell- 
hand side. Fortunately, it is a relatively simple matter to program a computer t o  
conduct the search for k* in Equation (18.28). Most spreadsheets include a fun<- 
tion that does so automatically. 

Example 

Applying Equation (18.28) to the Magnesium Company results in: 

$55 = $* + $3 + $3.30 (18.29) 
( 1  + k*)l ( 1  + k*)Z (k* - .10)(1 + k*)Z. 

Initially a rate of 14% is used in attempting to solve this equation for k*. Inserting 
14% for k* in the right-hand side of Equation (18.29) results in a value of $67.54. 
Earlier 15% was used in determining V and resulted in a value of $53.92. This 
means that k* must have a value between 14% and 15%, since $55 is between 
$67.54 and $53.92. If 14.5% is tried next, the resulting value is $59.97, suggesting 
that a higher rate should be tried. If 14.8% and 14.9% are subsequently tried, 
the respective resulting values are $56.18 and $55.03. As $55.03 is the closest to 
I: the IRR associated with an investment in Magnesium is 14.9%. Given a re- 
quired return of 15% and an IRR of approximately that amount, the stock of 
Magnesium appears to be fairly priced. 
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18.4.3 Relationship to the Constant-Growth Model 

The constant-growth model can be shown to be a special case of the multiple- 
growth model. In particular, if the time when constant growth is assumed to 
begin is set equal to zero, then: 

and 

Dr+l 
' T +  = - Dl - -  

( k - g ) ( l + k ) '  k - g  

because T = 0 and (1 + k)O = 1. Given that the multiplegrowth model states 
that V = V,.- + VT+, it can be seen that setting T = 0 results in V = Dl/ ( k  - g), 
a formula that is equivalent to the formula for the constant-growth model. 

18.4.4 Two-Stage and Three-Stage Models 

Two dividend discount models that investors sometimes use are the two-stage 
model and the three-stage m ~ d e l . ~  The two-stage model assumes that a constant 
growth rate g, exists only until some time when a different growth rate g2 is as- 
wmed to begin and continue thereafter. The three-stage model assumes that a 
constant growth rate g, exists only until some time TI ,  when a second growth 
I ate is assumed to begin and last until a later time T,, when a third growth rate is 
.~ssumed to begin and last thereafter. By letting V,+ denote the present value of 
.ill dividends after the last growth rate has begun and V,_ the present value of all 
III( .  preceding dividends, it can be seen that these models are just special cases of 
thc multiple-growth model. 

In applying the capitalization of income method of valuation to common 
stocks, it might seem appropriate to assume that the stock will be sold at some 
point in the future. In this case the expected cash flows would consist of the divi- 
dends up to that point as well as the expected selling price. Because dividends 
&r the selling date would be ignored, the use of a dividend discount model 
my seem to be improper. However, as will be shown next, this is not so. 

. 

VALUATION BASED ON A FINITE HOLDING PERIOD 

talization of income method of valuation involves discounting all divi- 
at are expected throughout the future. Because the simplified models 
owth, constant growth, and multiple growth are based on this method, 

Ive a future stream of dividends. Upon reflection it may seem that 
are relevant only for an investor who plans to hold a stock forever, 

an investor would expect to receive this stream of future dividends. 

- 
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But what about an investor who plans to sell the stock in a year 
situation, the cash flows that the investor expects to receive from p 
share of the stock are equal to the dividend expected to be paid one 
now (for ease of exposition, it is assumed that common stocks pay divi 
nually) and the expected selling price of the stock. Thus it would seen1 
ate to determine the intrinsic value of the stock to the investor by di 
these two cash flows at the required rate of return as follows: 

Dl + PI v =  - 
l + k  

- Dl --  PI + -  
l + k  l + k  

, *- 

where Dl and Pl are the expected dividend and selling price at t = I ,  r c s p r c d  
In order to use Equation (18.30),  the expected price of the stock at i u 

must be estimated. The simplest approach assumes that the selling price will w" 
based on the dividends that are expected to be paid after the selling date. 'fit@ 
the expected selling price at t = 1 is: 

Pl = D2 + D3 + D4 + . .  
( 1  + k)'  ( 1  + k ) 2  ( 1  + k ) 3  

Substituting Equation (18.31) for PI in the right-hand side of Equation (18.:30) 
results in: 

Dl v = - + [  D2 + + 0 4  
1 + k ( 1  + k)' ( 1  + k ) 2  ( 1  + k ) 3  + , . .] (&k) 

which is exactly the same as Equation (18.7) .  Thus valuing a share of common 
stock by discounting its dividends up to some point in the future and its expected 
selling price at that time is equivalent to valuing stock by discounting all future div- 
idends. Simply stated, the two are equivalent because the expected selling price is 
itself based on dividends to be paid after the selling date. Thus Equation (18.7),  as 
well as the zero-growth, constant-growth, and multiple-growth models that are 
based on it, is appropriate for determining the intrinsic value of a share of com- 
mon stock regardless of the length of the investor's planned holding period. 

Example 

As an example, reconsider the common stock of the Copper Company. Over the 
past year it was noted that Copper paid dividends of $1.80 per share, with the 
forecast that the dividends would grow by 5% per year forever. This means that 
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dividends over the next two years (Dl and D2)  are forecast to be $1.89 [ = $1.80 
X (1  + .05)] and $1.985 [ = $1.89 X (1  + .05)] ,  respectively. If the investor 
plans to sell the stock after one year, the selling price could be estimated by not- 
ing that at 1 = 1, the forecast of dividends for the forthcoming year would be D,, 
or $1.985. Thus the anticipated selling price at t = 1, denoted Pl, would be 
equal to $33.08 [ = $1.985/ (. 1 1 - .05) 1 .  Accordingly, the intrinsic value of C o p  
per to such an investor would equal the present value of the expected cash flows, 
which are Dl = $1.89 and PI = $33.08. Using Equation (18.30) and assuming a 
required rate of 11%, this value is equal to $31.50 [ =  ($1.89 + $33.08)/(1 + 
.11)] .  Note that this is the same amount that was calculated earlier when all the 
dividends from now to infinity were discounted using the constant-growth 
model: V = D l / ( k  - g) = $1.89/(.11 - .05) = $31.50. 

Despite the inherent sensibility of DDMs, many security analysts use a much sim- 
pler procedure to value common stocks. First, a stock's earnings per share over 
1l1e forthcoming year El are estimated, and then the analyst (or someone else) 
q>ccifies a "normal" priceearnings ratio for the stock. The product of these two 
1111mbers gives the estimated future price PI. Together with estimated dividends 
I ) ,  to be paid during the period and the current price the estimated return on 
I I I C  stock over the period can be determined: 

Expected return = (PI - P )  + Dl 
P 

rhcrt- I-', = ( P l / E I )  X El. 
.%me security analysts expand this procedure, estimating earnings per share 
priceearnings ratios for optimistic, most likely, and pessimistic scenarios to 

I 
e a rudimentary probability distribution of a security's return. Other ana- 
termine whether a stock is underpriced or overpriced by comparing the 

8 actual priceearnings ratio with its "normal" priceearnings ratio, as will 

der to make this comparison, Equation (18.7) must be rearranged and 
variables introduced. To begin, it should be noted that earnings per 

re related to dividends per share D, by the firm's payout ratio p,, 

Dl = P A  (18.33) 

if an analyst has forecast earnings-per-share and payout ratios, 
has implicitly forecast dividends. 
8.33) can be used to restate the various DDMs where the focus is 
hat the stock's priceearnings ratio should be instead of on esti- 
nsic value of the stock. In order to do so, p,El is substituted for Dl 



in the right-hand side of Equation ( 1 8 . 7 ) ,  resulting in a general f o r m a d  
termining a stock's intrinsic value that involves discounting earnings: ! 

Earlier it was noted that dividends in adjacent time periods could be v i d  
as being "linked" to each other by a dividend growth rate g,. Similarly, earninlp 
per share in any year t can be "linked" to earnings per share in the previous yew 
t - 1 by a growth rate in earnings per share, g,, , 

E, = E l - 1 ( 1  + g,,). 

This implies that 

and so on, where Eo is the actual level of earnings per share over the past year, I:', 
is the expected level of earnings per share over the forthcoming year, E2 is thr 
expected level of earnings per share for the year after E l ,  and Eg is the expected 
level of earnings per share for the year after E 2 .  

These equations relating expected future earnings per share to Eo can bc 
substituted into Equation (18 .34 ) ,  resulting in: 

V =  Pl['0(1 + gel)] + P2[Eo(l + gel ) ( l  + gt2)1 
( 1  + k ) '  ( 1  + k)2 

As V is the intrinsic value of a share of stock, it represents what the stock would 
be selling for if it were fairly priced. It follows that V/Eo  represents what the 
price-earnings ratio would be if the stock were fairly priced, and is sometimes re- 
ferred to as the stock's "normal" price-earnings ratio. Dividing both sides of 
Equation (18 .36 )  by Eo and simplifying results in the formula for determining 
the "normal" price-earnings ratio: 
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This shows that, other things being equal, a stock's "normal" price-earnings ratio 
will be higher: 

The greater the expected payout ratios (p , ,  p,, p,, . . .), 
The greater the expected growth rates in earnings per share (g,!, g,,, ge3, . . .), 
The smallerthe required rate of return ( k ) .  

The qualifjlng phrase "other things being equal" should not be overlooked. 
For example, a firm cannot increase the value of its shares by simply making 
greater payouts. This will increase pl, p,, p3, . . ., but will decrease the expected 
growth rates in earnings per share gel, ge2, gp3, . . . . Assuming that the firm's in- 
vestment policy is not altered, the effects of the reduced growth in its earnings 
per share will just offset the effects of the increased payouts, leaving its share 
value unchanged. 

Earlier it was noted that a stock was viewed as underpriced if V > Pand over- 
priced if V < P Because dividing both sides of an inequality by a positive con- 
stant will not change the direction of the inequality, such a division can be done 
here to the two inequalities involving Vand 8 where the positive constant is Eo. 
The result is that a stock can be viewed as being underpriced if l ' /E,  > P/E, and 
overpriced if V/Eo < PIEn. Thus a stock will be underpriced if its "normal" 
price-earnings ratio is greater than its actual price-earnings ratio, and overpriced 
if  its "normal" price-earnings ratio is less than its actual priceearnings ratio. 

linfortunately, Equation (18.37) is intractable, meaning that it cannot be 
r~sed to estimate the "normal" price-earnings ratio for any stock. However, sim- 
idifiring assumptions can be made that result in tractable formulas for estimating 
"normal" price-earnings ratios. These assumptions, along with the formulas, par- 
.~llel those made previously regarding dkidends and are discussed next. 

1 8.6.1 The Zero-Growth Model 

'1'11~ zerogrowth model assumed that dividends per share remained at a fixed 
tlollar amount forever. This is most likely if earnings per share remain at a fixed 

4lar amount forever, with the firm mair~taining a 100% payout ratio. Why 
MI(%)? Because if a lesser amount wcrc assumed to be paid out, it would mean 

r l  the firm was retaining part of its earnings. These retained earnings would 
put to some use, and would thus he expected to increase future earnings and 
u:e dividends per share. 
Accordingly, the zerogrowth model can be interpreted as assuming p, = 1 
dl time periods and En = El = E2 = E3 and so on. This means that Do = En 

D, = E ,  and so on, allowing valuation Equation (18.13j to be re- 

En V = -. 
k 

(18.38) 

Equation (18.38) by En results in the formula for the "normal" price- 
ratio for a stock having zero growth: 

v 1 - - -  - (18.39) 
E,, k'  
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Example 

Earlier it was assumed that the Zinc Company was a zero-growth fi 
idends of $8 per share, selling for $65 a share, and having a reql 
turn of 10%. Because Zinc is a zero-growth company, it will be 
has a 100% payout ratio which, in turn, means that E, = $8. At thi 
tion (18.38) can be used to note that a "normal" price-earnings rat1 
1 / .  10 = 10. As Zinc has an actual price-earnings ratio of $65/$8 = 8 
cause V/Eo = 10 > P/E,  = 8.1, it can be seen that Zinc stock is unde 

18.6.2 The Constant-Growth Model 

Earlier it was noted that dividends in adjacent time periods could be v i e d  
being connected to each other by a dividend growth rate g,. Similarly. 11 4 
noted that earnings per share can be connected by an earnings growth rate & - 
The constant-growth model assumes that the growth rate in dividends per s l m  
will be the same throughout the future. An equivalent assumption is that cart& 
ings per share will grow at a constant rate g, throughout the future, with tht- IJUW 

out ratio remaining at a constant level p .  This means that: 

E,  = Eo(1 + g,) = E,(1 + g e ) l  

E2 = E1(1 + g,) = E o ( l  + g , ) ( l  + g,) = E,(1 + g,)' 
E3 = En(l  + g,) = E o ( l  + g , ) ( l  + g , ) ( l  + = ~ ~ ( 1  + 

and so on. In general, earnings in year t can be connected to l$ as follows: 

Substituting Equation (18.40) into the numerator of Equation (18.34) attcl 
recognizing that p, = p results in: 

The same mathematical property of infinite series given in Equation (18.19) can 
be applied to Equation (18.41), resulting in: 

It can be noted that the earnings-based constant-growth model has a numer- 
ator that is identical to the numerator of the dividend-based constant-growth 
model, because pEo = Do. Furthermore, the denominators of the two models are 
identical. Both assertions require that the growth rates in earnings and dividends 
be the same (that is, g, = g ) .  Examination of the assumptions of the models 
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reveals that these growth rates must be equal. This can be seen by recalling that 
constant earnings growth means: 

Et = E,-,(1 + g,). 

Now when both sides of this equation are multiplied by the constant payout 
ratio, the result is: 

PE, = PE,-,(l + ge). 

Because pEt = D, and pE, - , = DL _ ,, this equation reduces to: 

Dt = Dt-,(l + gel 

which indicates that dividends in any period t - 1 will grow by the earnings 
growth rate, g,. Because the dividend-based constant-growth model assumed 
that dividends in any period t - 1 would grow by the dividend growth rate g, it 
can be seen that the two growth rates must be equal for the two models to be 
equivalent. 

Equation (18.42) can be restated by dividing each side by Eo, resulting in the 
following formula for determining the "normal" price-earnings ratio for a stock 
with constant growth: 

Example 

Earlier it was assumed that the Copper Company had paid dividends of $1.80 per 
share over the past year, with a forecast that dividends would grow by 5% per year 
forever. Furthermore, it was assumed that the required rate of return on Copper 
was 11%, and the current stock price was $40 per share. Now assuming that Eo was 
$2.70, it can be seen that the payout ratio was equal to 66%% ( = $1.80/$2.70). 
This means that the "normal" priceearnings ratio for Copper, according to Equa- 
tion (18.43), is equal to l l .7 [ = .6667 X (1 + .05) / (. 11 - .05) 1. Because this is 
less than Copper's actual priceearnings ratio of 14.8 ( =  $40/$2.70), it follows 
that the stock of Copper Company is overpriced. 

::_ 
?.- 

18.6.3 The Multiple-Growth Model 

lier it was noted that the most general DDM is the multiple-growth model, 
re dividends are allowed to grow at varying rates until some point in time ?: 
t which they are assumed to grow at a constant rate. In this situation the pres- 

lue of all the dividends is found by adding the present value of all divi- 
up to and including T, denoted by V,-, and the present value of all 

ends after T, denoted by V,, : 

v =  v,- + v,, 
D r +  1 

( k  - g)(l + k ) r '  
(18.27) 

on of Common Stocks 585 
- - 



In general, earnings per share in any period t can be expressed 
equal to Eo times the product of all the earnings growth rates from tim 
time t: 

EL = Eo(' + gel)(' + ge2) . . . (1 + gel). 

Because dividends per share in any period tare equal to the payout ratio for 
period times the earnings per share, it follows from Equation (18.44) that: 

Replacing the numerator in Equation (18.37) with the right-hand side of Equ)  
tion (18.45) and then dividing both sides by I$, gives the following formula f* 
determining a stock's "normal" priceearnings ratio with the multiplegrowth 
model: 

I = PI(' + gel) + P2(1 + gel)(l + ge2) + . . . 
Eo (1 + k)' (1 + k)2 

Example 

Consider the Magnesium Company again. Its share price is currently $55, and 
per share earnings and dividends over the past year were $3 and $.75, respective- 
ly. For the next two years, forecast earnings and dividends, along with the earn- 
ings growth rates and payout ratios, are: 

Constant growth in dividends and earnings of 10% per year is forecast to begin 
at T = 2, which means that D3 = $3.30, E, = $6.60, g = lo%, and p = 50%. 

Given a required return of 15%, Equation (18.46) can be used as follows to 
estimate a "normal" priceearnings ratio for Magnesium: 

Because the actual priceearnings ratio of 18.33 ( = $55/$3) is close to the "nor- 
mal" ratio of 18.01, the stock of the Magnesium Company can be viewed as fairly 
priced. 
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So far no explanation has been given as to why earnings or dividends will be ex- 
pected to grow in the future. One way of providing such an explanation uses the 
constant-growth model. Assuming that no new capital is obtained externally and 
no shares are repurchased (meaning that the number of shares outstanding 
does not increase or decrease), the portion of earnings not paid to stockholders 
as dividends will be used to pay for the firm's new investments. Given that p, de- 
notes the payout ratio in year t ,  then (1 - pt) will be equal to the portion of 
earnings not paid out, known as the retention ratio. Furthermore, the firm's new 
investments, stated on a per-share basis and denoted by I,, kill be: 

If these new investments have an average return on equity of r, in period t 
and every year thereafter, they will add rlI1 to earnings per share in year t + 1 
and every year thereafter. If all previous investments also produce perpetual 
earnings at a constant rate of return, next year's earnings will equal this year's 
earnings plus the new earnings resulting from this year's new investments: 

Because it was shown earlier that the growth rate in earnings per share is: 

it follows that: 

A comparison of Equations (18.48) and (18.49) indicates that: 

If the growth rate in earnings per share g,,+ is to be constant over time, then 
the average return on equity for new investments T, and the payout ratio p, must 

be constant over time. In this situation Equation (18.50) can be simplified : by removing the time subscripts: 
9 

use the growth rate in dividends per share g is equal to the growth rate in 
per share g,, this equation can be rewritten as: 

g = r(1 - p). (18.51 b) 

is equation it can be seen that the growth rate gdepends on (1) the pro- 

constant-growth valuation formula given in Equation (18.20) can be 



= Do[' + r ( l  - p ) ]  
k - r(1 - p) ' 

Under these assumptions, a stock's \nlue (and hence its price) should be greater, 
greater its average return on equity for new investments, other things being 

Example 

Continuing with the Copper Company, recall that Eo = $2.70 and p = 66H%. 
This means that 33%% of earnings per share over the past year were retained 
and reinvested, an amount equal to $.90 ( = .3333 X $2.70). The earnings per 
share in the forthcoming year El are expected to be $2.835 [ =  $2.70 X (1 + 
.05)] because the growth rateg for Copper is 5%. 

The source of the increase in earnings per share of $. 135 ( = $2.835 - $2.70) 
is the $.90 per share that was reinvested at t = 0. The average return on equity for 
new investments ris 15%, because $.135/$.90 = 15%. That is, the reinvested earn- 
ings of $.90 per share can be viewed as having generated an annual increase i r ,  
earnings per share of $.135. This increase will occur not only at t = 1, but also a[ 
t = 2, t = 3, and so on. Equivalently, a $.90 investment at t = 0 will generate i t  

perpetual annual cash inflow of $.I35 beginning at t = 1. 
Expected dividends at t = 1 can be calculated by multiplying the expected 

payout ratio p of 66%% times the expected earnings per share E, of $2.835, or 
,6667 X $2.835 = $1.89. It can also be calculated by multiplying 1 plus the 
growth rate gof 5% times the past amount of dividends per share Do of $1.80, or 
1.05 X $1.80 = $1.89. 

It can be seen that the growth rate in dividends per share of 5% is equal to 
the product of the retention rate (33M%) and the average return on equity for 
new investments (15%) ,  an amount equal to 5% ( = .3333 X .15). 

ears from now ( t  = 2 ) ,  earnings per share are anticipated to be $2.977 

[ =  $2.835 X (1  + .05)] ,  a further increase of $.I42 ( = 
due to the retention and reinvestment of $.945 ( = .3333 X $2.835) per share at 
t = 1. This expected increase in earnings per share of $.I42 is the result of earn- 
ing (15%) on the reinvestment ($.945), because .15 X $.945 = $.142. 

The expected earnings per share at t = 2 can be viewed as having three 
components. The first is the earnings attributable to the assets held at I = 0 ,  an 
amount equal to $2.70. The second is the earnings attributable to the reinvest- 
ment of $.90 at t = 0 ,  earning $.135. The third is the earnings attributable to the 
reinvestment of $.945 at t = 1, earning $.142. These three components, when 
summed, can be seen to equal 4 = $2.977 ( =  $2.70 + $.I35 + $.142). 

Dividends at t = 2 are expected to he 5% larger than at t = 1, or $1.985 (= 
1.05 X $1.89) per share. This amount corresponds to the amount calculated by 
multiplying the payout ratio times the expected earnings per share at t = 2, or 
$1.985 ( = .6667 X $2.977). Figure 18.2 summarizes the example. 
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Figure 18.2 
Growth in Earnings for Copper Company 

As this chapter's Institutional Issues discusses, the three-stage DDM is the most 
widely applied form of the general multiple-growth DDM. Consider analyzing 
[he ABC Company. 

1 8.8.1 Making Forecasts 

Over the past year, ABC has had earnings per share of $1.67 and dividends per 
share of $.40. After carefully studying ABC, the security analyst has made the follow- 
 in^ forecasts of earnings per share and dividends per share for the next five years: 

qhcw forecasts imply the following payout ratios and earnings-per-share growth 
lilm: 

ermore, the analyst believes that ABC will enter a transition stage at the 
e fifth year (that is, the sixth year will be the first year of the transition 

that the transition stage will last three years. Earnings per share and 
ratio for year 6 are forecast to be E, = $1 1.90 and p6 = 55%. {Thus 
[ = ($11.90 - $10.00)/$10.00] and D6 = $6.55 ( = .55 X $11.90)]. 

u t  stage, known as the maturity stage, is forecast to have an earnings- 
growth rate of 4% and a payout ratio of 70%. Now it was shown in 
18.51b) that with the constant-growth model, g = r (1 - p) , where r is 
return on equity for new investment and pis the payout ratio. Given 

-- - -- 
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AMlylng Dividend Discount Models 
O v e r  the last SO years, dividend discount models 
(DDMs) have achieved broad acceptance among 
professional common stock investors. Although 
few investment managers rely solely on DDMs to 
select stocks, many have integrated DDMs into 
their security valuation procedures. 

The reasons for the populatity of DDMs are 
twofold. First, DDMs are based on a simple, widely 
understood concept: The fair value of any security 
should equal the discounted value of the cash flows 
expected to be produced by that security. Second, 
the basic inputs for DDMs are standard outputs for 
many large investment management firms-that is, 
these firms employ security analysts who are re- 
sponsible for projecting corporate earnings. 

Valuing common stockswith a DDM technically 
requires an esrimate of future dividends over an in- 
finite time horizon. Given that accurately forecast- 
ing dividends three years from today, let alone 20 
years in the future, is a difficult proposition, how 
do investment firms actually go about implement- 
ing DDMs? 

One approach is to use constant or twostage divi- 
dend growth models, as described in the text How- 
ever, although such models are relatively easy to 

apply, institutional investors typically view the 
assumed dividend growth assumptions as overly $In\- 
plistic. Instead, these investors generally prtbl'et 
three-stage models, believing that they provide tttc 
best combination of realism and ease of application. 

Whereas many variations of the three-stage 
DDM exist, in general, the model is based on thc 
assumption that companies evolve through thrcc 
stages during their lifetimes. (Figure 18.3 portra\\ 
these stages.) 

1. Growth stage: Characterized by rapidly ex- 
panding sales, high profit margins, and ab- 
normally high growth in earnings per share 
Because of highly profitable expected invest- 
ment opportunities, the payout ratio is low. 
Competitors are attracted by the unusually 
high earnings, leading to a decline in the 
growth rate. 

2. "kinsition stage: In later years, increased 
competition reduces profit margns and earn- 
ings growth slows. With fewer new investment 
opportunities, the company begins to pay out 
a larger percentage of earnings. 

Figure 18.3 
The Three Stages of the Mult~ple-Growth Model 
Source: Mapted from Carmine J. Gr~goh, "Drmyst~fymg Dlvldend D~scount Models," Memll 
Lynch Qunnhtattue Research, April 1982 



3. Maturity (steady-state) stage: Eventually the ends, the number of years until the maturity 
company reaches a position where its new stage is reached. 
investment opportunities offer, on average, 
only slightly attractive returns on equity. At Most three-stage DDMs assume that during the 
that time its earnings growth rate, payout transition stage, earnings growth declines and 
ratio, and return on equity stabilize for the payout ratios rise linearly to the maturity-stage 
remainder of its life. steady-state levels. (For example, if the transition 

The forecasting process of the three-stage DDM 
involves specifying earnings and dividend growth 
rates in each of the three stages. Although one 
cannot expect a security analyst to be omniscient 
in his or her growth forecast for a particular com- 
pany, one can hope that the forecast pattern of 
growth-in terms of magnitude and duration-re- 
sembles that actually realized by the company, par- 
ticularly in the short run. 

Investment firms attempt to structure their 
DDMs to make maximum use of their analysts' 
forecasting capabilities. Thus the models empha- 
size specific forecasts in the near term, when it is 
realistic to expect security analysts to project earn- 
ings and dividends more accurately. Conversely, 
the models emphasize more general forecasts over 
the longer term, when distinctions between com- 
panies' growth rates become less discernible. Typi- 
cally, analysts are required to supply the following 

1 
I 

stage is ten years long, earnings growth at the ma- 
turity stage is 5% per year, and earnings growth at 
the end of the growth stage is 25%, then earnings 
growth will decline 2% in each year of the transi- 
tion stage.) Finally, most three-stage DDMs make 
standard assumptions that all companies in the 
maturity stage have the same growth rates, payout 
ratios, and return on equity. 

With analysts' inputs, plus an appropriate re- 
quired rate of return for each security, all the nec- 
essary information for the three-stage DDM is 
availabie. The last step involves merely calculating 
the discounted value of the estimated dividends to 
determine the stock's "fair" value. 

The seeming simplicity of the three-stage DDM 
should not lead one to believe that it is without its 
implementation problems. Investment firms must 
smve to achieve consistency across their analysts' 
forecasts. The long-term nature of the estimates in- 
volved, the substantial training required to make 

1. expected annual earnings and dividends for the caodnation of a number of analysts covering 
the next several years; many companies severely complicate the problem. 

2. after these specific annual forecasts end, Considerable discipline is required ifthe DDM valu- 
earnings growth and the payout ratio fore- ations generated by a firm's analysts are to be suffi- 

ciently comparable and reliable to guide investment 

I l l  I i i I I  I 111 
3. the number of years until the transition decisions. Despite these comp ex~hes, success u y 

stage is reached; i m p l e m e n t e d , ' ~ ~ ~ s  can cobbine the creative in- 
4. the duration (in years) of the transition sights of security anatysts with the rigor and disci- 

stage-that is, once abnormally high growth pline of quantitative investment techniques. 

(11.11 11ic maturity stage has constant growth, this equation can be reformulated 
& H I  ~ ~ s c - t l  to determine r: 

r = g / ( l  - p ) .  
11% I l0r- ABC has an impliedvalue of 13.33% [ =  4%/(100% - 70%)],  whic.h is 
ir~tc.tl to be consiste~lt with the long-run growth forecasts for similar C ~ I I I ~ : I I I ~ ~ S .  
At this point there are only two missing pieces of information that arc 11c.cd- 

141 tlrtcrmine the value of ABC-the earnings-per-share growth ra1c.s ;intl thc 

-- . - - - . . .- .. . .- 
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payout ratios for the transition stage. Taking earnings per share 
forecast that ge6 = 19% and geg = 4%. One method of determini 
"decay" to 4% is to note that there are three years between 
years, and 15% between 19% and 4%. A "linear decay" rate wo 
by noting that 15%/3 years = 5% per year. This rate of 5% would 
from 19% to get ge7, resulting in 14% ( = 19% - 5%). Then it would 
ed from 14% to get ge8, resulting in 9% ( = 14% - 5%).  Finally, as a e 
be noted that 4% ( = 9% - 5%) is the value that was forecast for gc~. 

A similar procedure can be used to determine how the payout 
in year 6 will grow to 70% in year 9. The "linear growth" rate will 
55%) /3  years = 15%/3 years = 5% per year, indicating that p7 = 60% 
+ 5%) qnd pa = 65% (=  60% + 5%).  Again a check indicates that 
65% + 5%) is the value that was forecast for p,. 

With these forecasts of earnings-per-share growth rates and payout aflrPO 
hand, forecasts of dividends per share can now be made: 

D7 = P7E7 
= P7E6(l + ge7) 
= .60 X $11.90 X (1  + .14) 
= .60 X $13.5'7 
= $8.14 

O8 = PaE8 

= PsE6(1 + ge7)(l + gee) 
= .65 X $11.90 X (1  + .14) X ( 1  + .09) 
= .65 X $14.79 
= $9.61 

D9 = P9E9 
= pgE6(l + ge7)(l + ge8)(l + ge9) 
= -70 X $11.90 X ( 1  + .14) X ( 1  + .09) X (1 + .04) 

18.8.2 Estimating the Intrinsic Value 

Given a required rate of return on ABCof 12.4%, all the necessary inputs for the. 
multiple-growth model have been determined. Hence it is now possible to esti- 
mate ABC's intrinsic (or fair) value. To begin, it can be seen that T = 8, indicat- 
ing that V,- involves determining the present value of Dl through D8, 

- 
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Then 1;-, can be determined using D9: 

Combining Ir,_ and V, , results in the intrinsic value of ABC: 

v =  vr- + t;, 
= $18.89 + $50.28 
= $69.17. 

Given a current market price for ABC of $50, it can be seen that its stock is 
underpriced by $19.17 ( =  $69.17 - $50) per share. Equivalently, it can be noted 
that the actual priceearnings ratio for ABCis 29.9 ( = $50/$1.67) but that a "nor- 
mal" priceearnings ratio would be higher, equal to 41.4 ( = $69.17/$1.67), again 
indicating that ABC is underpriced. 

18.8.3 Implied Returns 

As shown with the previous example, once the analyst has made certain fore- 
casts, it is relatively straightforward to determine a company's expected divi- 
dends for each year up through the first year of the maturity stage. Then the 
present value of these predicted dividends can be calculated for a given required 
rate of return. IIowever, many investment firms use a computerized trial-and- 
error procedure to determine the discount rate that equates the present value of 
the stock's expected dividends with its current price. Sometimes this long-run in- 
fernal rate of return is referred to as the security's implied return. In the case of 111 111 j p r i e d  return is 14.8%. 

18.8.4 The Security Market Line 

or a number of stocks, the associated Ui!mpl;eJ rbIllPlP llae h ~ e n  olinllcrlf r 
beta for kach stock can be estimated. Then for all the stocks analyzed, this infor- 
mation can be plotted on a graph that has implied returns on the vertical axis 
~ n d  estimated betas on the horizontal axis. 

At this point there are alternative methods for estimating the security mar- 
k@ line (SML)." One method iilvolves determining a line of best fit for this 

h by using a statistical procedure known as simple regression (as discussed 
pter 17). That is, the values of an intercept term and a slope term are de- 
ed from the data, thereby indicating the location of the straight line that 

cscrihes the relationship between implied returns and betas.12 
e 18.4 provides an example of the estimated SML. In this case the SML 
determined to have an Intercept of 8% and a slope of 4%, indicating 

eneral, securities with higher betas are expected to have higher implied 
the forthcoming period. Depending on the sizes of the implied re- 
lines can have steeper or flatter slopes, or  even negative slopes. 
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Figure 18.4 
A Security Market Line Estimated from Implied Returns 
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The second method of estimating the SML involves calculating the im1)lic.d 
return for a portfolio of cornmon stocks. This is done by taking a value-weightc.(l 
average of the implied returns of the stocks in the portfolio, with the resulting I-t.. 

turn being an estimate of the implied return on the market portfolio. Given t l ~ i s  

return and a beta of 1, the "market" portfolio can be plotted on a graph havi~i): 
implied returns on the vertical axis and betas on the horizontal axis. Next [ I I ~  
riskfree rate, having a beta of 0, can be plotted on the same graph. Finally, the. 
SML is determined by simply connecting these two points with a straight line. 

Either of these SMLs can be used to determine the required return on . r  
stock. However, they will most likely result in different numbers, as the two 1int.s 
will most likely have different intercepts and slopes. For example, note that i l l  

the first method the SML may not go through the riskfree rate, whereas the sec- 
ond method forces the SML to go through this rate. 

- 

- 

Riskfree rate = 8.0% 
--- -- 

1 8.8.5 Required Returns and Alphas 

0 1 .o 
Beta 

Once a security's beta has been estimated, its required return can be deter- 
mined from the estimated SML. For example, the equation for the SML shown 
in Figure 18.4 is: 

Thus if ABC has an estimated beta of 1.1, then it would have a required returll 
equal to 12.4% [ =  8 + (4 X 1.1)]. 

Once the required return on a stock has been determined, the difference be- 
tween the stock's implied return (from the DDM) and this required return can 
be calculated. This diffcrence is then viewed as an estimate of the stock's alpha 
and represents " . . . the degree to which a stock is mispriced. Positive alphas indi- 
cate undervalued securities and negative alphas indicate ove~.valued securities."'" 
In the case of ABC, its implied and required returns were 14.8% and 12.4%, re- 
spectively. Thus its estimated alpha would be 2.4% ( = 14.8% - 12.4%). Because 
this is a positive number, ABCcan be viewed as being underpriced. 

-- 

594 CHAPTER 18 



18.8.6 The Implied Return on the Stock Market 

Another product of this analysis is that the implied return for a portfolio of 
stocks call be compared with the expected return on bonds. (The latter is qpi- 
cally represented by the current yield-to-maturity on long-term Treasury bonds.) 
Specifically, the difierence between stock and bo~ltl returns can be used as an 
input for recommendations concerni~lg asset allocation between stocks and 
bonds. That is, it can be used to form recommendations regarding what percent 
of an investor's money should go into stocks and what percent should go into 
bonds. For example, t.he greater the implied return on stocks relative to bonds, 
the larger the percentage of the investor's money that should be placed in corn- 
Inon stocks. 

-- --- - - 

DIVIDEND DISCOUNT MODELS AND EXPECTED RETURNS 

The procedures described here are similar to those employed by a number of' 
brokerage firnis and portfolio managers.14 A security's implied return, obtained 
li.om a DDM, is often treated as an expected return, which in turn can be divid- 
c.d into two co~nponents-the security's required return and alpha. 

However, the expected return on a stock over a given holding period Inay 
tlilfer from its DDM-based implied rate k*. A simple set of examples will indicate 
\\.lly this difference can exist. 

Assume that a security analyst predicts that a stock will pay a dividend 01' 
$1.10 per year forever. On the other hand, the consensus opinion of "the mar- 
k ( , ~ ' '  (most other investors) is that the dividend will equal $1.00 per year forever. 
1 l l i s  suggests that the analyst's prediction is a deviant or  nonconsensus one. 

Assume that both the analyst and other investors agree that the requircd 
1 . 1 1 ~  01' return for a stock of this type is 10%. Using the formula for the zertr 
~1cwt11 model, the value of the stock is D,/.10 = 1 0 4 ,  meaning that the stork 
rJ1or11tl sell for ten times its expected dividend. Because other investors expect to 
ft'tcivc $1.00 per year, the stock has a current price Pof $10 per share. The ana- 
31p~ kels that the stock has a value of $1.10/.10 = $11 and thus feels that it is un- 
&$mpricvd by $11 - $10 = $1  pershare. 

, I  Rate of Convergence of investorsr Predictions 

riii~ation the implied return according to the analyst is $1.10/$10 = 11%. 
alyst buys a share now with a plan to sell it a year later, what rate of're- 
lrt  the analyst expect to earn? The answer depends on what assumption 
r c~ i rd ing  the rate of convergence of inuestors'predictions-that is, the an- 

1s o11 the expected market reaction to the mispricing that the analyst 

le 18.1 are based on an assumption that the analyst is 
t his or  her forecast of future dividends is correct. That is, in all of 
analyst expects that at the end of the year, the stock will pay the 
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Dividend predictions D, 
Consensus of other investors 
Analyst 

Expected stock price PI 
Expected return: 

Div~dence yield Dl/P 
Capital gain (PI - PJ /P  

Total expected return 
Less requ~red return 

Alpha 

Expected Amount of 
Convergence 

0% 100% 50% 

(A1 (BJ (CJ 

Note PI IS equal to the consensus dlvldend pred~ctlon at t = I dlvlded by the 
requlred return of 10% The example assume5 that the current stock price P a 
5 10 and d~v~dends are forecast by the consensus at t = 0 to remarn constant 
at S 1 00 per share whereas the analyst forecasts the dlvrdends at t = 0 to 
remaln constant at S I I0 per share 

No Convergence 

In column (A), it is assumed that other investors will regard the higher dividend 
as a fluke and steadfastly refuse to alter their projections of subsequent divi- 
dends from their initial estimate of $1.00. As a result, the security's price at t = 1 
can be expected to remain at $10 ( =  $1.00/.10). In this case the analyst's total 
return is expected to be 11% ( =  $1.10/$10), which will be attributed entirely to 
dividends as no capital gains are expected. 

The 11% ex ected return can also be viewed as consisting of the required P 
return of 10% PIUS an alpha of 1% t b at IS equ a I o IL e po '!U~II I[ III! difldeld 
unanticipated by other investors, $.10/$10. Accordingly, if it is assumed that 
there will be no convergence of predictions, the expected return would be set at 
the implied rate of 1 1 % and the alpha would be set at 1 %. 

Cornplete Convergence 

Column (B) shows a very different situation. Here it is assumed that the other 
investors will recognize their error and completely revise their predictions. At 
the end of the year, it is expected that they too will predict future dividends of 
$1.10 per year thereafter; thus the stock is expected to be selling for $11 ( =  
$1.10/.10) at t = 1. Under these conditions, the analyst can expect to achieve a 
total return of 21% by selling the stock at the end of the year for $1 1, obtaining 
11 % ( = $1.10/$10) in dividend yield and 10% ( = $l/$10) in capital gains. 

The 10% expected capital gains result directly from the expected repricing 
of the security because of the complete convergence of predictions. In this case 
the fruits of the analyst's superior prediction are expected to be obtained all in 
one year. Instead of 1% "extra" per year forever, as in column (A), the analyst 

-- 
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expects to obtain 1% ( = $.10/$10) in extra dividend yield plus 10% ( = $1/$10) 
in capital gains this year. By continuing to hold the stock in subsequent years, the 
analyst would expect to earn only the required return of 10% over those years. 
Accordingly, the expected return is 21 % and the alpha is 11 % when it is assumed 
that there is complete convergence of predictions. 

Partjal Convergence 

Column (C) shows an intermediate case. Here the predictions of the other in- 
vestors are expected to converge only halfway toward those of the analyst (that 
is, from $1.00 to $1.05 instead of to $1.10). Total return in the first year is ex- 
pected to be 16%, consisting of 11% ( = $1.10/$10) in dividend yield plus 5% 
( = $.50/$10) in capital gains. 

Since the stock is expected to be selling for $10.50 ( =  $1.05/.10) at t = 1, 
the analyst will still feel that it is underpriced at t = 1 because it will have an in- 
trinsic value of $1 1 ( = $1.10/.10) at that time. To obtain the remainder of the 
"extra return" owing to this underpricing, the stock would have to be held past t 
= 1. Accordingly, the expected return would be set at 16% and the alpha would 
be set at 6% when it is assumed that there is halfway convergence of predictions. 

In general, a security's expected return and alpha will be larger, the faster 
the assumed rate of convergence of predictions.l%any investors use the im- 
plied rate (that is, the internal rate of return k*) as a surrogate for a relatively 
short-term (for example, one year) expected return, as in column (A). In doing 
so, they are assuming that the dividend forecast is completely accurate, but that 
there is no convergence. Alternatively, investors could assume that there is some 
degree of convergence, thereby raising their estimate of the security's expected 
rcturn. Indeed, investors could further alter their estimate of the security's ex- 
l~ccted return by assuming that the security analyst's deviant prediction is less 
tl~an perfectly accurate, as will be seen next.16 

18.9.2 Predicted versus Actual Returns 

adjusts them, based on relationships between previous predictions and actual 
aiclcomes. Panels (a) and (b) of Figure 18.5 provide examples. 

Each point in Figure 18.5(a) plots a predicted return on the stock market as a 
whde (on the horizontal axis) and the subsequent actual return for that period 
.(ran Lhe vertical axis). The line of best fit (determined by simple regression) 
:amugh the points indicates the general relationship between prediction and 
&lcume. If the current prediction is 14%, history suggests that an estimate of 

e 18.5(b) plots a predicted alpha value for a security (on 
the subsequent "abnormal return" for that period (on 
diagram can be made for a given security, or for all the 

that a particular analyst makes predictions about, or for all the securi- 
rm makes predictions about. Again a line of best fit can 

through the points. In this case, if the current prediction of a security's 

-- 
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Implied Return on the Stock Market (Predicted) 

Actual Abnormal Return 

Alpha 

Figure 18.5 
Adjusting Predictions 

alpha is + 1%,  this relationship suggests that an "adjusted" estimate of +2.5% 
would be superior. 

An important by-product of this type of analysis is the measure of correla- 
tion between predicted and actual outcomes, indicating the nearness of the 
points to the line. This information coefficient (IC) can serve as a measure of 
predictive accuracy. If it is too small to be significantly different from zero in a 
statistical sense, the value of the predictions is subject to considerable question." 

SUM MARY 

1. The capitalization of income method of valuation states that the intrinsic 
value of any asset is equal to the sum of the discounted cash flows investors 
expect to receive from that asset. 

~~~~~ 
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2. Dividend discount models (DDMs) are a specific application of the capitaliza- 
tion of income method of valuation to common stocks. 

3. To use a DDM, the investor must implicitly or explicitly supply a forecast of all 
future dividends expected to be generated by a security 

4. Investors typically make certain simplifying assumptions about the growth of 
common stock dividends. For example, a common stock's dividends may be 
assumed to exhibit zero growth or growth at a constant rate. More complex 
assumptions may allow for multiple growth rates over time. 

5. Instead of applying DDMs, many security analysts use a simpler method of se- 
curity valuation that involves estimating a stock's "normal" price-earnings 
ratio and comparing it with the stock's actual price-earnings ratio. 

6. The growth rate in a firm's earnings and dividends depends on  its earnings 
retention rate and its average return on equity for new investments. 

7. Determining whether a security is mispriced using a DDM can be done in 
one of two ways. First, the discounted value of expected dividends can be 
compared with the stock's current price. Second, the discount rate that 
equates the stock's current price to the present value of forecast dividends 
can be compared with the required return for stocks of similar risk. 

8. The rate of return that an analyst with accurate non-consensus dividend fore- 
casts can expect to earn depends on the rate of convergence of other in- 
vestors' predictions to the predictions of the analyst. 

1. Consider five annual cash flows (the first occurring one year from today) : 

Year Cash Flow 
I S 5 
2 $6  
3 5 7 
4 5 8 
5 $ 9  

(iiven a discount rate of 10%, what is the present value of this stream of cash 

Alta Cohen is considering buying a machine to produce baseballs. The ma- 
chine costs $10,000. With the machine, Alta expects to produce and sell 
1.000 baseballs per year for $3 per baseball, net of all costs. The machine's 

is five years (with no salvage value). Based on these assumptions and an 
discount rate, what is the net present value of Alta's investment? 

(:ollins has invested in a project that promised to pay $100, $200, and 
, respectively, at thc end of the next three years. If Hub paid $513.04 for 

vestment, what is the project's internal rate of return? 
Products currently pays a dividend of $4 per share on its common 

. . .. . . - - 
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ELECTRIC COMPANIES

DIVIDEND
YIELD

PRICE
EARNINGS
MULTIPLE

COMBINED ELECTRIC &

GAS DISTRIBUTION

COMPANIES

DIVIDEND
YIELD

PRICE
EARNINGS
MULTIPLE

YEAR 2006 3.8 20.8
YEAR 2007 3.4 18.5
YEAR 2008 3.9 16.1
YEAR 2009 4.8 14.1
YEAR 2010 4.3 18.1
YEAR 2011 4.2 18.1
YEAR 2012 4.0 17.8
YEAR 2013 3.8 17.5
YEAR 2014 3.7 18.9
YEAR 2015 3.7 18.6
YEAR TO DATE 2016 3.7 19.6

OCTOBER 2015 3.8 17.7
NOVEMBER 2015 3.6 18.3
DECEMBER 2015 3.8 17.9
JANUARY 2016 3.8 18.1
FEBRUARY 2016 3.8 18.0
MARCH 2016 3.6 18.8
APRIL 2016 3.4 20.2
MAY 2016 3.5 20.1
JUNE 2016 3.5 20.3
JULY 2016 4.0 20.2
AUGUST 2016 3.9 20.9
SEPTEMBER 2016 4.0 20.1

YEAR 2006 3.2 18.7
YEAR 2007 3.3 18.3
YEAR 2008 4.0 15.7
YEAR 2009 5.2 12.8
YEAR 2010 4.5 16.2
YEAR 2011 4.4 17.9
YEAR 2012 4.2 18.2
YEAR 2013 4.0 19.1
YEAR 2014 3.7 19.3
YEAR 2015 3.6 19.1
YEAR TO DATE 2016 3.5 21.8

OCTOBER 2015 3.9 17.0
NOVEMBER 2015 3.6 19.1
DECEMBER 2015 3.8 19.7
JANUARY 2016 3.7 19.9
FEBRUARY 2016 3.8 19.9
MARCH 2016 3.6 21.3
APRIL 2016 3.4 21.7
MAY 2016 3.4 21.4
JUNE 2016 3.4 22.2
JULY 2016 3.3 23.2
AUGUST 2016 3.2 23.6
SEPTEMBER 2016 3.3 22.7

1
NATURAL GAS
DISTRIBUTION

TRANSM. & INTEGRATED
COMPANIES

YEAR 2006 3.1 17.2
YEAR 2007 2.9 19.5
YEAR 2008 13.1 17.4
YEAR 2009 3.8 14.4
YEAR 2010 3.2 18.6
YEAR 2011 3.0 20.2
YEAR 2012 3.3 28.8
YEAR 2013 3.3 20.5
YEAR 2014 3.2 21.1
YEAR 2015 3.4 20.2
YEAR TO DATE 2016 3.2 23.6

OCTOBER 2015 3.7 19.5
NOVEMBER 2015 3.4 21.0
DECEMBER 2015 3.6 21.0
JANUARY 2016 3.7 20.1
FEBRUARY 2016 3.6 20.5
MARCH 2016 3.4 23.0
APRIL 2016 3.3 23.1
MAY 2016 2.9 23.7
JUNE 2016 3.1 24.4
JULY 2016 3.0 25.0
AUGUST 2016 2.9 26.6
SEPTEMBER 2016 3.0 25.6

DIVIDEND
YIELD

PRICE
EARNINGS
MULTIPLE

2

WATER COMPANIES

YEAR 2006 2.8 30.9
YEAR 2007 2.8 28.1
YEAR 2008 3.1 23.1
YEAR 2009 3.5 21.3
YEAR 2010 3.4 23.7
YEAR 2011 3.3 21.7
YEAR 2012 3.3 21.2
YEAR 2013 3.0 21.0
YEAR 2014 3.0 22.2
YEAR 2015 2.8 20.7
YEAR TO DATE 2016 2.4 25.5

OCTOBER 2015 2.9 20.0
NOVEMBER 2015 2.6 21.2
DECEMBER 2015 2.8 21.6
JANUARY 2016 2.7 22.3
FEBRUARY 2016 2.7 22.4
MARCH 2016 2.5 24.7
APRIL 2016 2.5 24.8
MAY 2016 2.4 26.0
JUNE 2016 2.4 25.6
JULY 2016 2.2 28.2
AUGUST 2016 2.1 29.3
SEPTEMBER 2016 2.3 26.4

DIVIDEND
YIELD

PRICE
EARNINGS
MULTIPLE



ALLETE, Inc. (NYSE-ALE) 6/16 3.03 2.08
American Electric Power Co. (NYSE-AEP) 6/16 4.05 2.24
Edison International (NYSE-EIX) 6/16 2.70 1.92
El Paso Electric Company (NYSE-EE) 6/16 1.83 1.24
FirstEnergy Corporation (ASE-FE) 6/16 -1.39 1.44
Great Plains Energy Incorporated (NYSE-GXP) 6/16 1.34 1.04
Hawaiian Electric Industries, Inc. (NYSE-HE) 6/16 1.57 1.24
IDACORP, Inc. (NYSE-IDA) 6/16 3.72 2.04
Nextera Energy (NYSE-NEE) 6/16 5.55 3.48
OGE Energy Corp. (NYSE-OGE) 6/16 1.18 1.12
Otter Tail Corporation (NDQ-OTTR) 6/16 1.59 1.24
Pinnacle West Capital Corp. (NYSE-PNW) 6/16 3.79 2.48
PNM Resources, Inc. (NYSE-PNM) 6/16 0.09 0.88
Portland General Electric Company (NYSE-POR) 6/16 2.07 1.28
PPL Corporation (NYSE-PPL) 6/16 2.60 1.52
Southern Company (NYSE-SO) 6/16 2.52 2.24
Westar Energy, Inc. (NYSE-WR) 6/16 2.21 1.52

AVERAGE

ELECTRIC
PER SHARE

EARNINGS

CURRENT
ANNUAL

DIVIDEND

LATEST
12 MONTHS
EARNINGS

AVAILABLE

3

COMPANY
37.49 60.39 49.4 69 3.4 161.1 5.5 19.9
37.40 66.28 491.7 55 3.4 177.2 6.0 16.4
35.47 73.97 325.8 71 2.6 208.5 5.4 27.4
25.05 45.51 40.4 68 2.7 181.7 5.0 24.9
26.83 32.92 425.2 NM 4.4 122.7 5.4 NM
23.56 28.10 154.8 78 3.7 119.3 4.4 21.0
18.17 30.07 108.2 79 4.1 165.5 6.8 19.2
41.46 77.30 50.4 55 2.6 186.4 4.9 20.8
50.16 25.86 462.0 63 13.5 51.5 6.9 4.7
16.63 31.29 199.7 95 3.6 188.2 6.7 26.5
16.44 34.28 38.7 78 3.6 208.5 7.5 21.6
41.24 76.85 111.2 65 3.2 186.3 6.0 20.3
42.62 33.11 39.1 NM 2.7 77.7 2.1 NM
25.90 42.68 88.9 62 3.0 164.8 4.9 20.6
15.24 35.26 677.5 58 4.3 231.4 10.0 13.6
24.04 51.71 941.2 89 4.3 215.1 9.3 20.5
26.08 54.49 141.7 69 2.8 208.9 5.8 24.7

70 4.0 167.9 6.0 20.1

COMPANIES
DATA ($)

PERCENT (2)
BOOK
VALUE

(1)

STOCK 
PRICE 

08/23/16

COMMON 
SHARES
O/S MILL

DIV
PAYOUT

MKT/
BOOK

DIV
YIELD

4

DIV/
BOOK

(2)

PRICE
EARN
MULT



ELECTRIC

TOTAL
REV

$ MILL
(1)

%
REG

ELEC
REV

NET
PLANT
$ MILL

NET
PLANT
PER $
REV
(1)

ALLETE, Inc. (NYSE-ALE) 1,491.7 66 3,631.3 2.43
American Electric Power Co. (NYSE-AEP) 15,983.8 82 47,436.2 2.97
Edison International (NYSE-EIX) 11,321.0 100 35,629.0 3.15
El Paso Electric Company (NYSE-EE) 842.3 100 2,752.2 3.27
FirstEnergy Corporation (ASE-FE) 14,934.0 71 37,461.0 2.51
Great Plains Energy Incorporated (NYSE-GXP) 2,587.0 100 8,798.7 3.40
Hawaiian Electric Industries, Inc. (NYSE-HE) 2,458.4 89 4,483.0 1.82
IDACORP, Inc. (NYSE-IDA) 1,251.0 100 4,045.3 3.23
Nextera Energy (NYSE-NEE) 16,675.0 67 64,157.0 3.85
OGE Energy Corp. (NYSE-OGE) 2,151.4 100 7,469.9 3.47
Otter Tail Corporation (NDQ-OTTR) 798.5 52 1,428.6 1.79
Pinnacle West Capital Corp. (NYSE-PNW) 3,526.1 100 12,132.1 3.44
PNM Resources, Inc. (NYSE-PNM) 1,379.7 100 4,790.2 3.47
Portland General Electric Company (NYSE-POR) 1,890.0 100 6,284.0 3.32
PPL Corporation (NYSE-PPL) 7,454.0 60 30,794.0 4.13
Southern Company (NYSE-SO) 17,393.0 94 63,893.0 3.67
Westar Energy, Inc. (NYSE-WR) 2,469.7 100 8,800.7 3.56

AVERAGE

5

COMPANY
A- A3 54.2 8.2 6.6 10.64 1/1/2013

BBB/BBB- Baa1 46.0 11.1 6.6 10.12 10/3/2013
BBB+ A2/A3 44.3 7.8 5.8 10.82 5/9/2013
BBB Baa1 42.3 7.4 5.9 11.25 12/8/2001
BBB Baa2 33.5 NM 1.5 10.45 3/2/2010
BBB Baa2 46.5 5.7 6.3 9.50 7/1/2014
BBB- Baa2 49.5 8.8 6.3 9.67 5/31/2013

A- A3 54.1 9.2 7.3 NM 3/1/2012
A-/BBB+ A2/A3 41.2 11.5 8.0 10.50 1/1/2013

BBB+ A3 53.3 7.2 6.3 9.98 6/17/2011
BBB- Baa2 51.6 9.8 7.9 10.62 7/1/2016
BBB A3/Baa1 51.1 9.4 7.2 10.00 5/15/2012
BBB Baa2 37.3 0.4 3.0 10.21 8/8/2011
A- A3 49.8 8.2 6.5 9.60 1/1/2016
A- Baa1/Baa2 34.0 17.3 8.9 10.35 12/5/2012
A A3/Baa1 37.1 10.7 6.3 11.46 2/13/2013
A- A3/Baa1 49.0 8.7 6.6 10.15 3/1/2016

45.6 8.8 6.3 10.33

COMPANIES

S&P
BOND

RATING

MOODY’S
BOND

RATING

COMMON
EQUITY
RATIO

(3)
COMMON
EQUITY (4)

TOTAL
CAPITAL

% RETURN ON
BOOK VALUE

6

ALLOWED
ROE

ORDER
DATE

REGULATION



COMBINATION ELECTRIC
PER SHARE

EARNINGS

CURRENT
ANNUAL

DIVIDEND

LATEST
12 MONTHS
EARNINGS

AVAILABLE

Alliant  Energy Corporation (NYSE-LNT) 6/16 3.11 1.16
Ameren Corporation (NYSE-AEE) 6/16 2.54 1.72
Avista Corporation (NYSE-AVA) 6/16 2.11 1.36
Black Hills Corporation (NYSE-BKH) 6/16 0.25 1.68
CenterPoint Energy (NYSE-CNP) 6/16 -1.74 1.04
Chesapeake Utilities Corporation (NYSE-CPK) 6/16 2.74 1.24
CMS Energy Corporation (NYSE-CMS) 6/16 1.95 1.24
Consolidated Edison, Inc. (NYSE-ED) 6/16 3.86 2.68
Dominion Resources, Inc. (NYSE-D) 6/16 3.21 2.80
DTE Energy Company (NYSE-DTE) 6/16 4.12 3.08
Duke Energy Corporation (NYSE-DUK) 6/16 3.79 3.44
Empire District Electric Co. (NYSE-EDE) 6/16 1.33 1.04
Entergy Corporation (NYSE-ETR) 6/16 0.95 3.40
Eversource Energy (NYSE-ES) 6/16 2.72 1.76
Exelon Corporation (NYSE-EXC) 6/16 1.30 1.28
MDU Resources Group, Inc. (NYSE-MDU) 6/16 -0.88 0.76
MGE Energy, Inc. (NYSE-MGEE) 6/16 2.11 1.24
NiSource Inc. (NYSE-NI) 6/16 0.82 0.68
NorthWestern Corporation (NYSE-NWE) 6/16 2.95 2.00
PG&E Corporation (NYSE-PCG) 6/16 1.52 1.96
Public Service Enterprise Group (NYSE-PEG) 6/16 2.77 1.64
SCANA Corporation (NYSE-SCG) 6/16 3.70 2.28
Unitil Corporation (ASE-UTL) 6/16 1.75 1.40
Vectren Corporation (NYSE-VVC) 6/16 2.24 1.60
Wisconsin Energy Corporation (NYSE-WEC) 6/16 2.80 2.00
Xcel Energy Inc. (NYSE-XEL) 6/16 2.11 1.36

AVERAGE

COMBINED ELECTRIC/COMBINATION ELECTRIC & GAS AVERAGES

7

COMPANY
17.55 38.58 227.3 37 3.0 219.8 6.6 12.4
28.53 50.42 242.6 68 3.4 176.7 6.0 19.9
25.38 41.63 63.7 64 3.3 164.0 5.4 19.7
29.89 59.94 52.3 NM 2.8 200.5 5.6 NM

7.89 22.85 430.7 NM 4.6 289.6 13.2 NM
24.78 65.55 15.3 45 1.9 264.5 5.0 23.9
14.90 42.82 279.0 64 2.9 287.4 8.3 22.0
45.89 76.46 304.0 69 3.5 166.6 5.8 19.8
23.10 75.83 617.0 87 3.7 328.3 12.1 23.6
48.92 94.61 179.4 75 3.3 193.4 6.3 23.0
57.91 81.45 688.9 91 4.2 140.6 5.9 21.5
18.36 33.90 44.0 78 3.1 184.6 5.7 25.5
54.54 78.91 178.9 NM 4.3 144.7 6.2 NM
33.13 55.28 317.2 65 3.2 166.9 5.3 20.3
29.22 34.59 888.0 98 3.7 118.4 4.4 26.6
11.38 23.55 195.3 NM 3.2 206.9 6.7 NM
20.28 56.73 34.7 59 2.2 279.7 6.1 26.9
11.83 24.70 322.0 83 2.8 208.8 5.7 30.1
31.33 59.19 52.0 68 3.4 188.9 6.4 20.1
33.62 63.85 498.1 129 3.1 189.9 5.8 42.0
26.37 43.81 505.0 59 3.7 166.1 6.2 15.8

0.00 72.50 142.9 62 3.1 Infinity Infinity 19.6
20.49 39.72 14.1 80 3.5 193.9 6.8 22.7
20.55 50.33 82.8 71 3.2 244.9 7.8 22.5
28.08 61.21 315.6 71 3.3 218.0 7.1 21.9
21.07 42.19 508.0 64 3.2 200.2 6.5 20.0

72 3.3 Infinity Infinity 22.7

71 3.6 Infinity Infinity 21.4

& GAS COMPANIES
DATA ($)

PERCENT (2)
BOOK
VALUE

(1)

STOCK 
PRICE 

08/23/16

COMMON 
SHARES
O/S MILL

DIV
PAYOUT

MKT/
BOOK

DIV
YIELD

8

DIV/
BOOK

(2)

PRICE
EARN
MULT



COMBINATION ELECTRIC

TOTAL
REV

$ MILL
(1)

%
REG

ELEC
REV

NET
PLANT
$ MILL

NET
PLANT
PER $
REV
(1)

Alliant  Energy Corporation (NYSE-LNT) 3,237.4 77 10 9,846.4 3.04
Ameren Corporation (NYSE-AEE) 6,002.0 86 19 19,324.0 3.22
Avista Corporation (NYSE-AVA) 1,438.0 69 33 3,990.7 2.78
Black Hills Corporation (NYSE-BKH) 1,365.8 50 45 4,389.9 3.21
CenterPoint Energy (NYSE-CNP) 6,979.0 42 36 11,898.0 1.70
Chesapeake Utilities Corporation (NYSE-CPK) 445.1 17 53 908.8 2.04
CMS Energy Corporation (NYSE-CMS) 6,167.0 69 26 15,187.0 2.46
Consolidated Edison, Inc. (NYSE-ED) 12,100.0 71 14 32,600.0 2.69
Dominion Resources, Inc. (NYSE-D) 11,046.0 65 1 43,682.0 3.95
DTE Energy Company (NYSE-DTE) 9,913.0 50 13 18,295.0 1.85
Duke Energy Corporation (NYSE-DUK) 22,911.0 91 2 77,329.0 3.38
Empire District Electric Co. (NYSE-EDE) 597.1 93 6 2,048.6 3.43
Entergy Corporation (NYSE-ETR) 10,952.3 82 1 29,069.7 2.65
Eversource Energy (NYSE-ES) 7,447.2 89 11 20,448.5 2.75
Exelon Corporation (NYSE-EXC) 28,585.0 43 4 70,693.0 2.47
MDU Resources Group, Inc. (NYSE-MDU) 4,292.1 7 20 3,974.6 0.93
MGE Energy, Inc. (NYSE-MGEE) 540.9 76 24 1,266.8 2.34
NiSource Inc. (NYSE-NI) 4,249.2 37 51 12,555.9 2.95
NorthWestern Corporation (NYSE-NWE) 1,223.4 80 20 4,109.7 3.36
PG&E Corporation (NYSE-PCG) 16,860.0 82 18 48,597.0 2.88
Public Service Enterprise Group (NYSE-PEG) 9,487.0 36 17 28,014.0 2.95
SCANA Corporation (NYSE-SCG) 4,102.0 61 18 0.0 0.00
Unitil Corporation (ASE-UTL) 377.4 52 47 834.6 2.21
Vectren Corporation (NYSE-VVC) 2,296.0 26 32 3,805.5 1.66
Wisconsin Energy Corporation (NYSE-WEC) 7,343.8 62 28 19,398.9 2.64
Xcel Energy Inc. (NYSE-XEL) 10,819.3 85 14 31,823.3 2.94

AVERAGE

COMBINED ELECTRIC/COMBINATION ELECTRIC & GAS AVERAGES

9

COMPANY

%
REG
GAS
REV

A- A2/A3 48.0 10.1 7.4 10.31 6/6/2014
BBB+/BBB Baa1 46.5 9.2 6.9 10.50 1/1/2016

A- Baa1 49.7 8.6 6.6 10.05 1/11/2016
BBB A3/Baa1 31.8 1.2 3.2 10.53 6/10/2016

A-/BBB+ A3/Baa1 28.4 NM NM 9.87 7/19/2016
NR NR 53.0 11.5 7.9 10.46 11/1/2014

BBB+/BBB A3/Baa1 30.3 13.6 7.3 10.50 11/1/2015
A-/BBB+ A3 47.8 8.6 6.6 9.70 4/20/2015

A- A3/Baa1 31.7 14.4 6.7 9.88 7/1/2015
A-/BBB+ A2/A3 47.5 8.6 6.6 10.65 10/20/2011

BBB+ A3 47.2 6.6 5.4 10.17 5/1/2013
A- Baa1 47.7 7.3 6.1 NM 8/19/2008

BBB+/BBB Baa2/Baa3 39.2 1.7 3.6 10.25 9/13/2012
A- A3/Baa1 50.3 8.4 6.1 9.32 6/12/2010

BBB+/BBB Baa1 41.0 5.6 4.5 9.55 6/4/2016
BBB+ NR 52.6 NM 8.5 10.75 12/30/2013
AA- Aa2 64.4 10.6 8.6 10.30 7/26/2013

BBB- Baa1/Baa2 34.4 5.1 4.7 10.61 2/28/2014
NR A3 44.2 9.1 6.7 10.00 12/1/2015

BBB/BBB- A3/Baa1 47.6 4.6 4.6 10.40 12/20/2012
A-/BBB+ A2 54.9 10.8 7.8 10.30 6/18/2010

BBB+ Baa1/Baa2 NaN 19.7 14.7 10.49 10/15/2014
NR NR 42.7 8.6 7.0 9.52 5/30/2014

A/A- A2 49.2 11.1 8.0 10.34 4/27/2011
A-/BBB+ A1/A2 47.1 10.2 7.0 9.82 1/1/2016

A- A3 42.9 10.2 7.0 9.46 12/3/2015
NaN 9.0 6.8 10.15

NaN 8.9 6.5 10.24

& GAS COMPANIES

S&P
BOND

RATING

MOODY’S
BOND

RATING

COMMON
EQUITY
RATIO

(3)
COMMON
EQUITY (4)

TOTAL
CAPITAL

% RETURN ON
BOOK VALUE
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ROE

ORDER
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REGULATION



Atmos Energy Corporation (NYSE-ATO) 6/16 3.30 1.68
Delta Natural Gas Company (NDQ-DGAS) 3/16 0.73 0.84
Gas Natural, Inc. (NDQ-EGAS) 6/16 0.22 0.32
National Fuel Gas Company (NYSE-NFG) 6/16 -6.12 1.64
New Jersey Resources Corp. (NYSE-NJR) 6/16 1.25 0.96
Northwest Natural Gas Co. (NYSE-NWN) 6/16 2.24 1.88
Piedmont Natural Gas Co., Inc. (NYSE-PNY) 4/16 1.70 1.36
Questar Corporation (NYSE-STR) 6/16 1.11 0.88
RGC Resources, Inc. (NDQ-RGCO) 6/16 1.19 0.80
South Jersey Industries, Inc. (NYSE-SJI) 6/16 1.43 1.04
Southwest Gas Corporation (NYSE-SWX) 6/16 3.06 1.80
Spire, Inc. (NYSE-SR) 6/16 2.55 1.96
UGI Corporation (NYSE-UGI) 6/16 2.27 0.96
WGL Holdings, Inc. (NYSE-WGL) 6/16 3.54 1.96

AVERAGE

NATURAL   GAS   DISTRIBUTION
PER SHARE

EARNINGS

CURRENT
ANNUAL

DIVIDEND

LATEST
12 MONTHS
EARNINGS

AVAILABLE

11

COMPANY
33.39 74.90 103.8 51 2.2 224.3 5.0 22.7
11.11 25.51 7.1 115 3.3 229.6 7.6 34.9

9.04 7.52 10.5 145 4.3 83.2 3.5 34.2
17.98 58.26 84.9 NM 2.8 324.0 9.1 NM
13.60 34.27 86.1 77 2.8 252.0 7.1 27.4
29.04 61.52 27.6 84 3.1 211.8 6.5 27.5
19.11 59.92 81.2 80 2.3 313.6 7.1 35.2

7.75 24.99 175.4 79 3.5 322.5 11.4 22.5
11.84 23.62 4.8 67 3.4 199.5 6.8 19.8
16.07 30.52 79.5 73 3.4 189.9 6.5 21.3
34.63 71.95 47.5 59 2.5 207.8 5.2 23.5
39.53 66.63 45.6 77 2.9 168.6 5.0 26.1
16.96 45.40 173.9 42 2.1 267.7 5.7 20.0

1.21 64.09 1,162.3 55 3.1 5,296.7 162.0 18.1
77 3.0 592.2 17.7 25.6

&    INTEGRATED    NAT.   GAS    COMPANIES
DATA ($)

PERCENT (2)
BOOK
VALUE

(1)

STOCK 
PRICE 

08/23/16

COMMON 
SHARES

O/S  MILL
DIV

PAYOUT
MKT/
BOOK

DIV
YIELD
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DIV/
BOOK

(2)

PRICE
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NATURAL   GAS    DISTRIBUTION

TOTAL
REV

$ MILL
(1)

%
REG
GAS
REV

NET
PLANT
$ MILL

NET
PLANT
PER $
REV
(1)

Atmos Energy Corporation (NYSE-ATO) 3,328.3 72 8,053.5 2.42
Delta Natural Gas Company (NDQ-DGAS) 65.2 63 137.8 2.11
Gas Natural, Inc. (NDQ-EGAS) 97.9 89 140.5 1.44
National Fuel Gas Company (NYSE-NFG) 1,461.0 47 4,447.8 3.04
New Jersey Resources Corp. (NYSE-NJR) 1,850.0 32 2,304.0 1.25
Northwest Natural Gas Co. (NYSE-NWN) 678.6 97 2,214.5 3.26
Piedmont Natural Gas Co., Inc. (NYSE-PNY) 1,151.0 91 4,535.4 3.94
Questar Corporation (NYSE-STR) 1,137.4 98 3,889.2 3.42
RGC Resources, Inc. (NDQ-RGCO) 58.8 98 127.9 2.17
South Jersey Industries, Inc. (NYSE-SJI) 886.3 50 2,514.9 2.84
Southwest Gas Corporation (NYSE-SWX) 2,469.8 57 4,000.1 1.62
Spire, Inc. (NYSE-SR) 858.6 101 3,028.0 3.53
UGI Corporation (NYSE-UGI) 5,792.3 13 5,108.2 0.88
WGL Holdings, Inc. (NYSE-WGL) 2,357.3 45 3,950.2 1.68

AVERAGE

13

COMPANY
A- A2 52.6 10.1 7.3 9.81 9/9/2014
NR NR 60.2 6.7 5.9 10.40 10/1/2010
NR NR 63.5 2.4 1.9 12.63 NA

BBB Baa1 42.3 NM NM 9.50 12/12/2007
A+ Aa2 48.9 9.5 6.2 10.30 10/1/2008
AA- A1 51.7 7.8 6.6 9.80 11/1/2012

A A2 44.3 9.3 6.6 10.33 11/1/2015
A/A- A2 48.2 14.6 9.6 9.68 3/1/2015
NR NR 58.0 10.2 7.9 9.75 5/9/2014
A A2 51.1 9.0 5.6 9.75 10/1/2014
A- A3 52.7 9.1 7.0 9.75 6/12/2014
NR NR 48.0 12.4 8.0 0.00 -
NR A2 36.2 14.0 8.0 11.60 8/11/2011
A+ A1 47.2 13.3 8.5 9.58 11/22/2013

50.4 9.9 6.9 9.49

&   INTEGRATED    NAT.   GAS    COMPANIES

S&P
BOND

RATING

MOODY’S
BOND

RATING

COMMON
EQUITY
RATIO

(3)
COMMON
EQUITY (4)

TOTAL
CAPITAL

% RETURN ON
BOOK VALUE
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American States Water Co. (NYSE-AWR) 6/16 1.60 0.88
American Water Works Co., Inc. (NYSE-AWK) 6/16 2.74 1.52
Aqua America, Inc. (NYSE-WTR) 6/16 1.16 0.76
Artesian Resources Corp. (NDQ-ARTNA) 6/16 1.25 0.88
California Water Service Group (NYSE-CWT) 6/16 0.92 0.68
Connecticut Water Service, Inc. (NDQ-CTWS) 6/16 2.16 1.12
Middlesex Water Company (NDQ-MSEX) 6/16 1.33 0.80
SJW Corporation (NYSE-SJW) 6/16 2.23 0.80
York Water Company (NDQ-YORW) 6/16 0.97 0.64

AVERAGE

WATER

PER SHARE

EARNINGS

CURRENT
ANNUAL

DIVIDEND

LATEST
12 MONTHS
EARNINGS

AVAILABLE

15

COMPANY
13.04 40.43 36.6 55 2.2 310.0 6.7 25.3
28.37 76.49 181.6 55 2.0 269.6 5.4 27.9
10.10 31.64 177.3 66 2.4 313.3 7.5 27.3
16.46 29.93 8.2 70 2.9 181.8 5.3 23.9
13.27 31.40 48.0 74 2.2 236.6 5.1 34.1
20.59 49.43 11.2 52 2.3 240.1 5.4 22.9
13.03 35.61 16.3 60 2.2 273.3 6.1 26.8
19.37 42.83 20.4 36 1.9 221.1 4.1 19.2

8.70 29.02 12.9 66 2.2 333.6 7.4 29.9
59 2.3 264.4 5.9 26.4

COMPANIES

DATA ($)
PERCENT (2)

BOOK
VALUE

(1)

STOCK 
PRICE 

08/23/16

COMMON 
SHARES

O/S  MILL
DIV

PAYOUT
MKT/
BOOK

DIV
YIELD
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WATER

TOTAL
REV

$ MILL
(1)

%
REG

WATER
REV

NET
PLANT
$ MILL

NET
PLANT
PER $
REV
(1)

American States Water Co. (NYSE-AWR) 448.6 71 1,107.1 2.47
American Water Works Co., Inc. (NYSE-AWK) 3,249.2 86 14,317.0 4.41
Aqua America, Inc. (NYSE-WTR) 814.6 97 4,823.5 5.92
Artesian Resources Corp. (NDQ-ARTNA) 77.4 94 413.6 5.35
California Water Service Group (NYSE-CWT) 596.1 97 1,785.1 2.99
Connecticut Water Service, Inc. (NDQ-CTWS) 100.6 98 568.4 5.65
Middlesex Water Company (NDQ-MSEX) 128.9 87 497.1 3.86
SJW Corporation (NYSE-SJW) 318.6 103 1,068.7 3.35
York Water Company (NDQ-YORW) 47.1 100 263.7 5.60

AVERAGE

17

COMPANY
A+ A2 55.3 12.5 9.7 9.43 1/1/2013

A+/A A3/Baa1 42.9 9.6 6.9 9.75 12/12/2012
AA- NR 49.3 11.9 8.1 9.79 5/2/2014
NR NR 55.2 8.7 7.4 10.00 5/2/2014
AA- NR 50.0 7.0 6.0 9.43 1/1/2013
A/A- NR 51.7 10.7 7.4 9.63 3/25/2014

A NR 58.6 10.6 7.6 9.75 8/19/2014
A NR 47.8 12.1 8.5 9.43 1/1/2013
A- NR 57.0 11.3 9.0 NM 2/28/2014

52.0 10.5 7.8 9.65

COMPANIES

S&P
BOND

RATING

MOODY’S
BOND

RATING

COMMON
EQUITY
RATIO

(3)
COMMON
EQUITY (4)

TOTAL
CAPITAL

% RETURN ON
BOOK VALUE
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THIS PAGE INTENTIONALLY LEFT BLANK
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AUS
INDUSTRY
RANKINGS

Dividend Yield
Market/Book Ratio
Price Earnings Multiple
Return on Book Value

of Common Equity

Industry rankings are based on the financial
statistics reported in the preceding pages.
These rankings are organized and presented
for the reader's convenience.  They do not
represent a recommendation to buy or sell
shares of common stock.
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ELECTRIC

DIVIDEND

Nextera Energy (NYSE-NEE) 13.5
FirstEnergy Corporation (ASE-FE) 4.4
Southern Company (NYSE-SO) 4.3
PPL Corporation (NYSE-PPL) 4.3
Hawaiian Electric Industries, Inc. (NYSE-HE) 4.1
Great Plains Energy Incorporated (NYSE-GXP) 3.7
Otter Tail Corporation (NDQ-OTTR) 3.6
OGE Energy Corp. (NYSE-OGE) 3.6
ALLETE, Inc. (NYSE-ALE) 3.4
American Electric Power Co. (NYSE-AEP) 3.4

MARKET/BOOK

PRICE/EARNINGS

RETURN   ON   BOOK   VALUE

PPL Corporation (NYSE-PPL) 231.4
Southern Company (NYSE-SO) 215.1
Westar Energy, Inc. (NYSE-WR) 208.9
Edison International (NYSE-EIX) 208.5
Otter Tail Corporation (NDQ-OTTR) 208.5
OGE Energy Corp. (NYSE-OGE) 188.2
IDACORP, Inc. (NYSE-IDA) 186.4
Pinnacle West Capital Corp. (NYSE-PNW) 186.3
El Paso Electric Company (NYSE-EE) 181.7
American Electric Power Co. (NYSE-AEP) 177.2

Edison International (NYSE-EIX) 27.4
OGE Energy Corp. (NYSE-OGE) 26.5
El Paso Electric Company (NYSE-EE) 24.9
Westar Energy, Inc. (NYSE-WR) 24.7
Otter Tail Corporation (NDQ-OTTR) 21.6
Great Plains Energy Incorporated (NYSE-GXP) 21.0
IDACORP, Inc. (NYSE-IDA) 20.8
Portland General Electric Company (NYSE-POR) 20.6
Southern Company (NYSE-SO) 20.5
Pinnacle West Capital Corp. (NYSE-PNW) 20.3

PPL Corporation (NYSE-PPL) 17.3
Nextera Energy (NYSE-NEE) 11.5
American Electric Power Co. (NYSE-AEP) 11.1
Southern Company (NYSE-SO) 10.7
Otter Tail Corporation (NDQ-OTTR) 9.8
Pinnacle West Capital Corp. (NYSE-PNW) 9.4
IDACORP, Inc. (NYSE-IDA) 9.2
Hawaiian Electric Industries, Inc. (NYSE-HE) 8.8
Westar Energy, Inc. (NYSE-WR) 8.7
ALLETE, Inc. (NYSE-ALE) 8.2
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HIGH

HIGH

HIGH

HIGH

COMPANIES

YIELD
LOW

RATIO
LOW

Edison International (NYSE-EIX) 2.6
IDACORP, Inc. (NYSE-IDA) 2.6
PNM Resources, Inc. (NYSE-PNM) 2.7
El Paso Electric Company (NYSE-EE) 2.7
Westar Energy, Inc. (NYSE-WR) 2.8
Portland General Electric Company (NYSE-POR) 3.0
Pinnacle West Capital Corp. (NYSE-PNW) 3.2
American Electric Power Co. (NYSE-AEP) 3.4
ALLETE, Inc. (NYSE-ALE) 3.4
OGE Energy Corp. (NYSE-OGE) 3.6

Nextera Energy (NYSE-NEE) 51.5
PNM Resources, Inc. (NYSE-PNM) 77.7
Great Plains Energy Incorporated (NYSE-GXP) 119.3
FirstEnergy Corporation (ASE-FE) 122.7
ALLETE, Inc. (NYSE-ALE) 161.1
Portland General Electric Company (NYSE-POR) 164.8
Hawaiian Electric Industries, Inc. (NYSE-HE) 165.5
American Electric Power Co. (NYSE-AEP) 177.2
El Paso Electric Company (NYSE-EE) 181.7
Pinnacle West Capital Corp. (NYSE-PNW) 186.3

MULTIPLE
LOW

OF   COMMON   EQUITY
LOW

Nextera Energy (NYSE-NEE) 4.7
PPL Corporation (NYSE-PPL) 13.6
American Electric Power Co. (NYSE-AEP) 16.4
Hawaiian Electric Industries, Inc. (NYSE-HE) 19.2
ALLETE, Inc. (NYSE-ALE) 19.9
Pinnacle West Capital Corp. (NYSE-PNW) 20.3
Southern Company (NYSE-SO) 20.5
Portland General Electric Company (NYSE-POR) 20.6
IDACORP, Inc. (NYSE-IDA) 20.8
Great Plains Energy Incorporated (NYSE-GXP) 21.0

PNM Resources, Inc. (NYSE-PNM) 0.4
Great Plains Energy Incorporated (NYSE-GXP) 5.7
OGE Energy Corp. (NYSE-OGE) 7.2
El Paso Electric Company (NYSE-EE) 7.4
Edison International (NYSE-EIX) 7.8
Portland General Electric Company (NYSE-POR) 8.2
ALLETE, Inc. (NYSE-ALE) 8.2
Westar Energy, Inc. (NYSE-WR) 8.7
Hawaiian Electric Industries, Inc. (NYSE-HE) 8.8
IDACORP, Inc. (NYSE-IDA) 9.2
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COMBINATION  ELECTRIC

DIVIDEND

CenterPoint Energy (NYSE-CNP) 4.6
Entergy Corporation (NYSE-ETR) 4.3
Duke Energy Corporation (NYSE-DUK) 4.2
Public Service Enterprise Group (NYSE-PEG) 3.7
Exelon Corporation (NYSE-EXC) 3.7
Dominion Resources, Inc. (NYSE-D) 3.7
Unitil Corporation (ASE-UTL) 3.5
Consolidated Edison, Inc. (NYSE-ED) 3.5
Ameren Corporation (NYSE-AEE) 3.4
NorthWestern Corporation (NYSE-NWE) 3.4

MARKET/BOOK

PRICE/EARNINGS

RETURN   ON   BOOK   VALUE

SCANA Corporation (NYSE-SCG) Infinity
Dominion Resources, Inc. (NYSE-D) 328.3
CenterPoint Energy (NYSE-CNP) 289.6
CMS Energy Corporation (NYSE-CMS) 287.4
MGE Energy, Inc. (NYSE-MGEE) 279.7
Chesapeake Utilities Corporation (NYSE-CPK) 264.5
Vectren Corporation (NYSE-VVC) 244.9
Alliant  Energy Corporation (NYSE-LNT) 219.8
Wisconsin Energy Corporation (NYSE-WEC) 218.0
NiSource Inc. (NYSE-NI) 208.8

PG&E Corporation (NYSE-PCG) 42.0
NiSource Inc. (NYSE-NI) 30.1
MGE Energy, Inc. (NYSE-MGEE) 26.9
Exelon Corporation (NYSE-EXC) 26.6
Empire District Electric Co. (NYSE-EDE) 25.5
Chesapeake Utilities Corporation (NYSE-CPK) 23.9
Dominion Resources, Inc. (NYSE-D) 23.6
DTE Energy Company (NYSE-DTE) 23.0
Unitil Corporation (ASE-UTL) 22.7
Vectren Corporation (NYSE-VVC) 22.5

SCANA Corporation (NYSE-SCG) 19.7
Dominion Resources, Inc. (NYSE-D) 14.4
CMS Energy Corporation (NYSE-CMS) 13.6
Chesapeake Utilities Corporation (NYSE-CPK) 11.5
Vectren Corporation (NYSE-VVC) 11.1
Public Service Enterprise Group (NYSE-PEG) 10.8
MGE Energy, Inc. (NYSE-MGEE) 10.6
Xcel Energy Inc. (NYSE-XEL) 10.2
Wisconsin Energy Corporation (NYSE-WEC) 10.2
Alliant  Energy Corporation (NYSE-LNT) 10.1
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HIGH

HIGH

HIGH

HIGH

&   GAS   COMPANIES

YIELD
LOW

RATIO
LOW

Chesapeake Utilities Corporation (NYSE-CPK) 1.9
MGE Energy, Inc. (NYSE-MGEE) 2.2
NiSource Inc. (NYSE-NI) 2.8
Black Hills Corporation (NYSE-BKH) 2.8
CMS Energy Corporation (NYSE-CMS) 2.9
Alliant  Energy Corporation (NYSE-LNT) 3.0
Empire District Electric Co. (NYSE-EDE) 3.1
PG&E Corporation (NYSE-PCG) 3.1
SCANA Corporation (NYSE-SCG) 3.1
Vectren Corporation (NYSE-VVC) 3.2

Exelon Corporation (NYSE-EXC) 118.4
Duke Energy Corporation (NYSE-DUK) 140.6
Entergy Corporation (NYSE-ETR) 144.7
Avista Corporation (NYSE-AVA) 164.0
Public Service Enterprise Group (NYSE-PEG) 166.1
Consolidated Edison, Inc. (NYSE-ED) 166.6
Eversource Energy (NYSE-ES) 166.9
Ameren Corporation (NYSE-AEE) 176.7
Empire District Electric Co. (NYSE-EDE) 184.6
NorthWestern Corporation (NYSE-NWE) 188.9

MULTIPLE
LOW

OF   COMMON   EQUITY
LOW

Alliant  Energy Corporation (NYSE-LNT) 12.4
Public Service Enterprise Group (NYSE-PEG) 15.8
SCANA Corporation (NYSE-SCG) 19.6
Avista Corporation (NYSE-AVA) 19.7
Consolidated Edison, Inc. (NYSE-ED) 19.8
Ameren Corporation (NYSE-AEE) 19.9
Xcel Energy Inc. (NYSE-XEL) 20.0
NorthWestern Corporation (NYSE-NWE) 20.1
Eversource Energy (NYSE-ES) 20.3
Duke Energy Corporation (NYSE-DUK) 21.5

Black Hills Corporation (NYSE-BKH) 1.2
Entergy Corporation (NYSE-ETR) 1.7
PG&E Corporation (NYSE-PCG) 4.6
NiSource Inc. (NYSE-NI) 5.1
Exelon Corporation (NYSE-EXC) 5.6
Duke Energy Corporation (NYSE-DUK) 6.6
Empire District Electric Co. (NYSE-EDE) 7.3
Eversource Energy (NYSE-ES) 8.4
Consolidated Edison, Inc. (NYSE-ED) 8.6
Unitil Corporation (ASE-UTL) 8.6
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NATURAL   GAS   DIST.

DIVIDEND

Gas Natural, Inc. (NDQ-EGAS) 4.3
Questar Corporation (NYSE-STR) 3.5
South Jersey Industries, Inc. (NYSE-SJI) 3.4
RGC Resources, Inc. (NDQ-RGCO) 3.4
Delta Natural Gas Company (NDQ-DGAS) 3.3
WGL Holdings, Inc. (NYSE-WGL) 3.1
Northwest Natural Gas Co. (NYSE-NWN) 3.1
Spire, Inc. (NYSE-SR) 2.9
National Fuel Gas Company (NYSE-NFG) 2.8
New Jersey Resources Corp. (NYSE-NJR) 2.8

MARKET/BOOK

PRICE/EARNINGS

RETURN   ON   BOOK   VALUE

WGL Holdings, Inc. (NYSE-WGL) 5296.7
National Fuel Gas Company (NYSE-NFG) 324.0
Questar Corporation (NYSE-STR) 322.5
Piedmont Natural Gas Co., Inc. (NYSE-PNY) 313.6
UGI Corporation (NYSE-UGI) 267.7
New Jersey Resources Corp. (NYSE-NJR) 252.0
Delta Natural Gas Company (NDQ-DGAS) 229.6
Atmos Energy Corporation (NYSE-ATO) 224.3
Northwest Natural Gas Co. (NYSE-NWN) 211.8
Southwest Gas Corporation (NYSE-SWX) 207.8

Piedmont Natural Gas Co., Inc. (NYSE-PNY) 35.2
Delta Natural Gas Company (NDQ-DGAS) 34.9
Gas Natural, Inc. (NDQ-EGAS) 34.2
Northwest Natural Gas Co. (NYSE-NWN) 27.5
New Jersey Resources Corp. (NYSE-NJR) 27.4
Spire, Inc. (NYSE-SR) 26.1
Southwest Gas Corporation (NYSE-SWX) 23.5
Atmos Energy Corporation (NYSE-ATO) 22.7
Questar Corporation (NYSE-STR) 22.5
South Jersey Industries, Inc. (NYSE-SJI) 21.3

Questar Corporation (NYSE-STR) 14.6
UGI Corporation (NYSE-UGI) 14.0
WGL Holdings, Inc. (NYSE-WGL) 13.3
Spire, Inc. (NYSE-SR) 12.4
RGC Resources, Inc. (NDQ-RGCO) 10.2
Atmos Energy Corporation (NYSE-ATO) 10.1
New Jersey Resources Corp. (NYSE-NJR) 9.5
Piedmont Natural Gas Co., Inc. (NYSE-PNY) 9.3
Southwest Gas Corporation (NYSE-SWX) 9.1
South Jersey Industries, Inc. (NYSE-SJI) 9.0
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HIGH

HIGH

HIGH

HIGH

&   INT    GAS   COMPANIES

YIELD
LOW

RATIO
LOW

UGI Corporation (NYSE-UGI) 2.1
Atmos Energy Corporation (NYSE-ATO) 2.2
Piedmont Natural Gas Co., Inc. (NYSE-PNY) 2.3
Southwest Gas Corporation (NYSE-SWX) 2.5
New Jersey Resources Corp. (NYSE-NJR) 2.8
National Fuel Gas Company (NYSE-NFG) 2.8
Spire, Inc. (NYSE-SR) 2.9
Northwest Natural Gas Co. (NYSE-NWN) 3.1
WGL Holdings, Inc. (NYSE-WGL) 3.1
Delta Natural Gas Company (NDQ-DGAS) 3.3

Gas Natural, Inc. (NDQ-EGAS) 83.2
Spire, Inc. (NYSE-SR) 168.6
South Jersey Industries, Inc. (NYSE-SJI) 189.9
RGC Resources, Inc. (NDQ-RGCO) 199.5
Southwest Gas Corporation (NYSE-SWX) 207.8
Northwest Natural Gas Co. (NYSE-NWN) 211.8
Atmos Energy Corporation (NYSE-ATO) 224.3
Delta Natural Gas Company (NDQ-DGAS) 229.6
New Jersey Resources Corp. (NYSE-NJR) 252.0
UGI Corporation (NYSE-UGI) 267.7

MULTIPLE
LOW

OF   COMMON   EQUITY
LOW

WGL Holdings, Inc. (NYSE-WGL) 18.1
RGC Resources, Inc. (NDQ-RGCO) 19.8
UGI Corporation (NYSE-UGI) 20.0
South Jersey Industries, Inc. (NYSE-SJI) 21.3
Questar Corporation (NYSE-STR) 22.5
Atmos Energy Corporation (NYSE-ATO) 22.7
Southwest Gas Corporation (NYSE-SWX) 23.5
Spire, Inc. (NYSE-SR) 26.1
New Jersey Resources Corp. (NYSE-NJR) 27.4
Northwest Natural Gas Co. (NYSE-NWN) 27.5

Gas Natural, Inc. (NDQ-EGAS) 2.4
Delta Natural Gas Company (NDQ-DGAS) 6.7
Northwest Natural Gas Co. (NYSE-NWN) 7.8
South Jersey Industries, Inc. (NYSE-SJI) 9.0
Southwest Gas Corporation (NYSE-SWX) 9.1
Piedmont Natural Gas Co., Inc. (NYSE-PNY) 9.3
New Jersey Resources Corp. (NYSE-NJR) 9.5
Atmos Energy Corporation (NYSE-ATO) 10.1
RGC Resources, Inc. (NDQ-RGCO) 10.2
Spire, Inc. (NYSE-SR) 12.4
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WATER

DIVIDEND

MARKET/BOOK

PRICE/EARNINGS

RETURN   ON   BOOK   VALUE

Artesian Resources Corp. (NDQ-ARTNA) 2.9
Aqua America, Inc. (NYSE-WTR) 2.4
Connecticut Water Service, Inc. (NDQ-CTWS) 2.3
Middlesex Water Company (NDQ-MSEX) 2.2

York Water Company (NDQ-YORW) 333.6
Aqua America, Inc. (NYSE-WTR) 313.3
American States Water Co. (NYSE-AWR) 310.0
Middlesex Water Company (NDQ-MSEX) 273.3

California Water Service Group (NYSE-CWT) 34.1
York Water Company (NDQ-YORW) 29.9
American Water Works Co., Inc. (NYSE-AWK) 27.9
Aqua America, Inc. (NYSE-WTR) 27.3

American States Water Co. (NYSE-AWR) 12.5
SJW Corporation (NYSE-SJW) 12.1
Aqua America, Inc. (NYSE-WTR) 11.9
York Water Company (NDQ-YORW) 11.3
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HIGH

HIGH

HIGH

HIGH

COMPANIES

YIELD
LOW

RATIO
LOW

MULTIPLE
LOW

OF   COMMON   EQUITY
LOW

SJW Corporation (NYSE-SJW) 1.9
American Water Works Co., Inc. (NYSE-AWK) 2.0
California Water Service Group (NYSE-CWT) 2.2
American States Water Co. (NYSE-AWR) 2.2

Artesian Resources Corp. (NDQ-ARTNA) 181.8
SJW Corporation (NYSE-SJW) 221.1
California Water Service Group (NYSE-CWT) 236.6
Connecticut Water Service, Inc. (NDQ-CTWS) 240.1

SJW Corporation (NYSE-SJW) 19.2
Connecticut Water Service, Inc. (NDQ-CTWS) 22.9
Artesian Resources Corp. (NDQ-ARTNA) 23.9
American States Water Co. (NYSE-AWR) 25.3

California Water Service Group (NYSE-CWT) 7.0
Artesian Resources Corp. (NDQ-ARTNA) 8.7
American Water Works Co., Inc. (NYSE-AWK) 9.6
Middlesex Water Company (NDQ-MSEX) 10.6
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Latest 12 Month Earnings Available -

GLOSSARY OF TERMS

Earnings -

Current Annual Dividend -

Book  Value -

Price -

Common Shares Outstanding -

Dividend Payout -

Dividend  Yield -

Market/Book Ratio -

Dividend/Book  Ratio -

Price-Earnings Multiple Ratio -

Total  Revenue - This is the total operating revenue for the latest
12 months as available.  It includes regulated and non-regulated revenue.

% Electric / Gas / Water / Telephone Revenue -

Net Plant -

Net Plant Per Revenue -

Standard & Poor’s and Moody’s Bond Ratings -

Common Equity Ratio -

Earnings per share as reported, based upon the latest 12 months
ending as of the last day of the month reported in this column.

Earnings per share as reported before extraordinary items for the latest
12 months ending on the date reported.

Latest quarterly dividend per share annualized.

Common equity divided by Common Shares Outstanding for the latest
end figures available.

Closing market price per share of common stock on the date cited at
the head of the column.

Common shares Outstanding for the latest quarter end figures available.

Annualized Dividend per share divided by the reported Earnings per
Share, multiplied by 100.

Annualized Dividend per share divided by the market price per share
of common stock reported, multiplied by 100.

Market price per share of common stock reported, divided
by the reported Book Value per share multiplied by 100.

Annualized Dividend per share divided by the reported Book Value per
share, multiplied by 100.

Market price per share of common stock reported divided by the
reported earnings per share.

Percentage of regulated revenues attributable to Elec./Gas/Water/Tele.
operations relative to total Operating Revenue.  Company groupings
are based on revenue percentages and SIC classification criteria.

Total Property, Plant and Equipment less Depreciation and Contributions
in Aid of Construction for the latest quarter end figures available.

Net Plant as reported divided by Operating Revenue as reported.

Ratings for each company’s most senior long term debt security.
For holding companies, ratings are based on an average of the bond
ratings available for the regulated subsidiaries.

Common Equity capital for the latest quarter divided by total
capital as reported, multiplied by 100.  Total capital is equal to the
sum of long-term debt, current maturities, short-term debt, preferred
stock and common equity for the latest quarter end figures available.
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Return on Book Value -- Common Equity -

Return on Book Value -- Total Capital From Continuing Operations -

Allowed R O E -

Order Date -

Additional Notes -

(NYSE) - New York Stock Exchange.

(ASE) - American Stock Exchange.

(NDQ) - NASDAQ.

NM - Not Meaningful.

NA - Not Available.

based upon the most recent beginning and ending four quarter
values available.

Most recent reported state-level allowed return rate on common equity
(ROE).   ROE for companies operating in multiple jurisdictions are
averages.   Various companies have received incentive-base ROE
authorizations that are not reported upon in this report.

The date of the commission order authorizing reported ROE.  For
companies operating in multiple jurisdictions, no date is given because
the reported ROE is an average derived from multiple commission
orders issued at different times.

(1) Balance sheet values are the latest quarter end figures as available
Income statement figures are for the latest 12 month available

(2) Based on per share value.

(3) Based on total capital.  (The sum of long-term debt, current maturities, 
short term debt, preferred stock and common equity capital.)

(4) In many instances, available information require that Per
Share and % Return on Book Value of Common Equity /Total
Capital derived from figures that represent financial activity
from different 12 month periods.
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IMPORTANT    NUMBERS

GOVERNMENT     AGENCIES

Federal Communications Commission (FCC)
445 12th Street S.W.
Washington D.C. 20554
(202) 418-0200
http://www.fcc.gov

Federal Energy Regulatory Commission (FERC)
888 First Street, N.E.
Washington D.C. 20426
(202) 208-0200
http://www.ferc.fed.us

Nuclear Regulatory Commission (NRC)
One White Flint North
11555 Rockville Pike
Rockville, MD 20852
(301) 415-7000
http://www.nrc.gov

Securities & Exchange Commission (SEC)
450 Fifth Street, N.W.
Washington D.C. 20549
(202) 942-7040
http://www.sec.gov

TRADE     ASSOCIATIONS

American Gas Association (AGA)
400 N. Capitol Street, N.W.
Washington D.C. 20001
(202) 824-7000
http://www.aga.org

Edison Electric Institute (EEI)
701 Pennsylvania Ave., N.W.
Washington D.C. 20004
(202) 508-5000
http://www.eei.org

National Association of Water Companies (NAWC)
1725 K Street, N.W.
Suite 1212
Washington D.C. 20006
(202) 833-8383
http://www.nawc.org

United States Telecom Association (USTA)
1401 H. Street, N.W.
Suite 600
Washington D.C. 20005
(202) 326-7300
http://www.usta.org
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INTRODUCE A FRIEND TO AUS UTILITY REPORTS

AUS Utility Reports is the premier pocket reference
for current financial information on utilities.  Its compact
size and layout is designed to make it easy to use for
reference throughout the month.  Hold on to your copy and use
and use it throughout the month.

For those people who would prefer to receive an electronic
version of the report. It is available in Microsoft Excel, which
you will receive on a monthly basis via e-mail.

Our research has shown that fully two thirds of our
subscribers were introduced to AUS Utility Reports by someone
else.  In most companies, our Utility Reports are routed to
more than one individual.  If you know someone who can benefit
from subscribing to our Reports, have them make a
"Referred Order"  using the order form on the next page.
If they do, we will give you a credit equal to one month of
your subscription at the time of your next renewal, and we
will send them their first copy of our Monthly Utility Report
for free.  so route the referred order form on the next page.
while you hold onto your copy.



AUS
UTILITY REPORT

“the investor’s edge”

AUS Monthly Utility Report
- Price List -

Annual Subscription
Regular Hardcopy - $170

Electronic version - $150
Both Hardcopy and Electronic - $190

Multiple Copies

Single copies are available for $20 each.

If would like to order multiple hardcopies,

you will receive an additional discount,

which will vary depending on your order.

The discounts will be:

15% for two books

25% for three books

35% for four books

50% for five books or more.

If you would like to have multiple

recipients of the electronic files, you may

do so by paying an additional price of

$30 per each additional recipient.

AUS

Also publishes the following reports:

- Telephone Plant Index
- AGA Rate Service, which is  published on

behalf of the American Gas Association.



AUS Consultants is a division of AUS Inc.

We provide a wide range of expertise to utilities and other 
companies, both regulated and unregulated, including:

AUS Consultants’ areas of expertise
Rate of Return,   Cost of Service ,   Depreciation,

Accounting,   Lead/Lag Studies,  Tariff Design
Ad Valorem Taxes,   Capital Stock Valuations,

Condemnation Valuations

Royalty Source
Royalty rates or payments,   Licensee and Licensor information,

Arm’s length or related party status as available,
Source of information (SEC filings, news articles, 

company news releases)

Social Science Research Solutions (SSRS)
Custom Surveys,  National omnibus survey

Customer Satisfaction Surveys,   Market Segmentation Studies,
Social Science Research,   Advertising & Branding,

Multicultural Research ,  PR & Opinion Polling

Marketing Systems Group (MSG)
Statistically Accurate Random Digit Dialing Sample,

GENESYS Software System,   Pro-TS Predictive Dialer,
ARCS IVR System

Publications
Licensing Economic Review (LER)
AUS Telephone Plane Index (TPI)

AUS Monthly Utility Reports
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First it was interest rates. Now it is inflation.

Zero is becoming an uncomfortably familiar number. Unpicking the puzzle of ultralow 
inflation is vital for both policy makers and investors.

HEARD ON THE STREET 

Zero Hour for Global Inflation
Persistently low inflation is making ultralow interest rates an abnormally 
normal situation

Updated April 6, 2015 9:13 p.m. ET 
By RICHARD BARLEY
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Even factoring in lower oil prices, the current readings are remarkable. Annual headline 
inflation in the U.S. was zero in February. Before its dip into negative territory during the 
global financial crisis, it had been positive since 1955. In the U.K., where even in 2009 
inflation never fell below 1%, consumer prices were flat in February, year over year, for 
the first time since 1960. In Japan, inflation in February excluding food and taxes was 
zero. And in the eurozone, the flash reading for March shows consumer prices down 0.1% 
from a year earlier.

Inflation has fallen despite unprecedented monetary policy. Rates are close to zero and 
trillions of dollars’ worth of quantitative easing has been unleashed. Ultralow inflation 
also stands at odds with falling unemployment. In Germany, for example, joblessness is 
at a record low since reunification, yet inflation stands at just 0.1%. Wage inflation has 
shifted into a lower gear from precrisis levels.

So far, however, markets and central bankers seem more worried than consumers. 
Extraordinarily low long-term bond yields paint a grim picture of the future; falling 
market measures of medium-term inflation have flustered central bankers, in particular 
at the European Central Bank. Even in the U.S., the five-year/five-year forward measure 
of inflation has fallen.

That is puzzling. The ECB might have a credibility problem in terms of its willingness to 
push inflation higher, given its Bundesbank heritage and rate increases in 2008 and 
2011. But the Federal Reserve should have fewer problems: Indeed, there have been hints 
that inflation running above target for a while would be no problem. Still, markets appear 
worried.

Consumers seem less fazed. Surveys of European and U.S. consumers show stable 
inflation expectations over the medium term, even though they often extrapolate from 
current levels. Markets seem more guilty of that at present: The puzzling decline in U.S. 
inflation expectations is highly correlated with the fall in oil prices.

Markets may in fact be fretting more about central banks. With interest rates trapped 
close to zero, policy makers have little room left to maneuver against falling inflation; 
Japan’s experience is a nagging reminder of that.
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There may be a historical bias at work. Many view central banks such as the Fed as 
essentially institutions for fighting inflation rather than forces for stoking it. And a lot of 
current policy seems to be aimed at redistributing inflation through currency shifts. 
Central banks may also be facing pressures that are less amenable to domestic monetary-
policy solutions, such as globalization and demographic shifts.

An important indicator now will be wage inflation, particularly in the U.S. and U.K. Job 
gains have put the so-called nonaccelerating inflation rate of unemployment, or NAIRU, 
in focus. This may be lower than in the past, due to structural changes in the labor 
market. But if unemployment falls further and wages remain subdued, central banks will 
face an even bigger inflation puzzle. In such an unusual situation, their reliance on 
extraordinary measures may become ever more ordinary.

Write to Richard Barley at richard.barley@wsj.com 
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Remarks by Governor Ben S. Bernanke
At the Sandridge Lecture, Virginia Association of Economists, 
Richmond, Virginia 

Governor Bernanke presented similar remarks with updated data at 
the Homer Jones Lecture, St. Louis, Missouri, on April 14, 2005.

March 10, 2005

The Global Saving Glut and the U.S. Current Account 
Deficit 

On most dimensions the U.S. economy appears to be performing 
well. Output growth has returned to healthy levels, the labor market 
is firming, and inflation appears to be well controlled. However, one 
aspect of U.S. economic performance still evokes concern among 
economists and policymakers: the nation's large and growing current 
account deficit. In the first three quarters of 2004, the U.S. external 
deficit stood at $635 billion at an annual rate, or about 5-1/2 percent 
of the U.S. gross domestic product (GDP). Corresponding to that 
deficit, U.S. citizens, businesses, and governments on net had to raise 
$635 billion on international capital markets.1 The current account 
deficit has been on a steep upward trajectory in recent years, rising 
from a relatively modest $120 billion (1.5 percent of GDP) in 1996 
to $414 billion (4.2 percent of GDP) in 2000 on its way to its current 
level. Most forecasters expect the nation's current account imbalance 
to decline slowly at best, implying a continued need for foreign 
credit and a concomitant decline in the U.S. net foreign asset 
position.

Why is the United States, with the world's largest economy, 
borrowing heavily on international capital markets--rather than 
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lending, as would seem more natural? What implications do the U.S. 
current account deficit and our consequent reliance on foreign credit 
have for economic performance in the United States and in our 
trading partners? What policies, if any, should be used to address this 
situation? In my remarks today I will offer some tentative answers to 
these questions. My answers will be somewhat unconventional in 
that I will take issue with the common view that the recent 
deterioration in the U.S. current account primarily reflects economic 
policies and other economic developments within the United States 
itself. Although domestic developments have certainly played a role, 
I will argue that a satisfying explanation of the recent upward climb 
of the U.S. current account deficit requires a global perspective that 
more fully takes into account events outside the United States. To be 
more specific, I will argue that over the past decade a combination of 
diverse forces has created a significant increase in the global supply 
of saving--a global saving glut--which helps to explain both the 
increase in the U.S. current account deficit and the relatively low 
level of long-term real interest rates in the world today. The prospect 
of dramatic increases in the ratio of retirees to workers in a number 
of major industrial economies is one important reason for the high 
level of global saving. However, as I will discuss, a particularly 
interesting aspect of the global saving glut has been a remarkable 
reversal in the flows of credit to developing and emerging-market 
economies, a shift that has transformed those economies from 
borrowers on international capital markets to large net lenders.

To be clear, in locating the principal causes of the U.S. current 
account deficit outside the country's borders, I am not making a value 
judgment about the behavior of either U.S. or foreign residents or 
their governments. Rather, I believe that understanding the influence 
of global factors on the U.S. current account deficit is essential for 
understanding the effects of the deficit and for devising policies to 
address it. Of course, as always, the views I express today are not 
necessarily shared by my colleagues at the Federal Reserve.2

The U.S. Current Account Deficit: Two Perspectives
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We will find it helpful to consider, as background for the analysis of 
the U.S. current account deficit, two alternative ways of thinking 
about the phenomenon--one that relates the deficit to the patterns of 
U.S. trade and a second that focuses on saving, investment, and 
international financial flows. Although these two ways of viewing 
the current account derive from accounting identities and thus are 
ultimately two sides of the same coin, each provides a useful lens for 
examining the issue.

The first perspective on the current account focuses on patterns of 
international trade. You are probably aware that the United States 
has been experiencing a substantial trade imbalance in recent years, 
with U.S. imports of goods and services from abroad outstripping 
U.S. exports to other countries by a wide margin. According to 
preliminary data, in 2004 the United States imported $1.76 trillion 
worth of goods and services while exporting goods and services 
valued at only $1.15 trillion. Reflecting this imbalance in trade, 
current payments from U.S. residents to foreigners (consisting 
primarily of our spending on imports, but also including certain other 
types of payments, such as remittances, interest, and dividends) 
greatly exceed the analogous payments that U.S. residents receive 
from abroad. By definition, this excess of U.S. payments to 
foreigners over payments received in a given period equals the U.S. 
current account deficit, which, as I have already noted, was on track 
to equal $635 billion in 2004--close to the $618 billion by which the 
value of U.S. imports exceeded that of exports.

When U.S. receipts from its sales of exports and other current 
payments are insufficient to cover the cost of U.S. imports and other 
payments to foreigners, U.S. households, firms, and governments on 
net must borrow the difference on international capital markets.3
Thus, essentially by definition, in each period U.S. net foreign 
borrowing equals the U.S. current account deficit, which in turn is 
closely linked to the imbalance in U.S. international trade.

That the nation's imports currently far exceed its exports is both 
widely understood and of concern to many Americans, particularly 
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those whose livelihoods depend on the viability of exporting and 
import-competing industries. The extensive attention paid to the 
trade imbalance in the media and elsewhere has tempted some 
observers to ascribe the growing current account deficit to factors 
such as changes in the quality or composition of U.S. and foreign-
made products, changes in trade policy, or unfair foreign 
competition. However, I believe--and I suspect that most economists 
would agree--that specific trade-related factors cannot explain either 
the magnitude of the U.S. current account imbalance or its recent 
sharp rise. Rather, the U.S. trade balance is the tail of the dog; for the 
most part, it has been passively determined by foreign and domestic 
incomes, asset prices, interest rates, and exchange rates, which are 
themselves the products of more fundamental driving forces. Instead, 
an alternative perspective on the current account appears likely to be 
more useful for explaining recent developments. This second 
perspective focuses on international financial flows and the basic fact 
that, within each country, saving and investment need not be equal in 
each period.

In the United States, as in all countries, economic growth requires 
investment in new capital goods and the upgrading and replacement 
of older capital. Examples of capital investment include the 
construction of factories and office buildings and firms' acquisition 
of new equipment, ranging from drill presses to computers to 
airplanes. Residential construction--the building of new homes and 
apartment buildings--is also counted as part of capital investment.4

All investment in new capital goods must be financed in some 
manner. In a closed economy without trade or international capital 
flows, the funding for investment would be provided entirely by the 
country's national saving. By definition, national saving is the sum of 
saving done by households (for example, through contributions to 
employer-sponsored 401k accounts) and saving done by businesses 
(in the form of retained earnings) less any budget deficit run by the 
government (which is a use rather than a source of saving)5. 
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As I say, in a closed economy investment would equal national 
saving in each period; but, in fact, virtually all economies today are 
open economies, and well-developed international capital markets 
allow savers to lend to those who wish to make capital investments 
in any country, not just their own. Because saving can cross 
international borders, a country's domestic investment in new capital 
and its domestic saving need not be equal in each period. If a 
country's saving exceeds its investment during a particular year, the 
difference represents excess saving that can be lent on international 
capital markets. By the same token, if a country's saving is less than 
the amount required to finance domestic investment, the country can 
close the gap by borrowing from abroad. In the United States, 
national saving is currently quite low and falls considerably short of 
U.S. capital investment. Of necessity, this shortfall is made up by net 
foreign borrowing--essentially, by making use of foreigners' saving 
to finance part of domestic investment. We saw earlier that the 
current account deficit equals the net amount that the United States 
borrows abroad in each period, and I have just shown that U.S. net 
foreign borrowing equals the excess of U.S. capital investment over 
U.S. national saving. It follows that the country's current account 
deficit equals the excess of its investment over its saving.

To summarize, I have described two equivalent ways of interpreting 
the current account deficit, one in terms of trade flows and related 
payments and one in terms of investment and national saving. In 
general, the perspective one takes depends on the particular analysis 
at hand.

As I have already suggested, most economists who have offered 
explanations of the high and rising level of the U.S. current account 
deficit and the country's foreign borrowing have emphasized 
investment-saving behavior rather than trade-related factors (and I 
will do the same today). Along these lines, one commonly hears that 
the U.S. current account deficit is the product of a precipitous decline 
in the U.S. national saving rate, which in recent years has fallen to a 
level that is far from adequate to fund domestic investment. For 
example, in 1985 U.S. gross national saving was 18 percent of GDP, 
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and in 1995 it was 16 percent of GDP; in 2004, by contrast, U.S. 
national saving was less than 14 percent of GDP. Those who 
emphasize the role of low U.S. saving often go on to conclude that, 
for the most part, the U.S. current account deficit is "made in the 
U.S.A." and is independent (to a first approximation) of 
developments in other parts of the globe.

That inadequate U.S. national saving is the source of the current 
account deficit must be true at some level; indeed, the statement is 
almost a tautology. However, linking current-account developments 
to the decline in saving begs the question of why U.S. saving has 
declined. In particular, although the decline in U.S. saving may 
reflect changes in household behavior or economic policy in the 
United States, it may also be in some part a reaction to events 
external to the United States--a hypothesis that I will propose and 
defend momentarily.

One popular argument for the "made in the U.S.A." explanation of 
declining national saving and the rising current account deficit 
focuses on the burgeoning U.S. federal budget deficit, which in 2004 
drained more than $400 billion from the national saving pool. I will 
discuss the link between the budget deficit and the current account 
deficit in more detail later. Here I simply note that the so-called twin-
deficits hypothesis, that government budget deficits cause current 
account deficits, does not account for the fact that the U.S. external 
deficit expanded by about $300 billion between 1996 and 2000, a 
period during which the federal budget was in surplus and projected 
to remain so. Nor, for that matter, does the twin-deficits hypothesis 
shed any light on why a number of major countries, including 
Germany and Japan, continue to run large current account surpluses
despite government budget deficits that are similar in size (as a share 
of GDP) to that of the United States. It seems unlikely, therefore, that 
changes in the U.S. government budget position can entirely explain 
the behavior of the U.S. current account over the past decade.

The Changing Pattern of International Capital Flows and the 
Global Saving Glut
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What then accounts for the rapid increase in the U.S. current account 
deficit? My own preferred explanation focuses on what I see as the 
emergence of a global saving glut in the past eight to ten years. This 
saving glut is the result of a number of developments. As I will 
discuss in more detail later, one well-understood source of the saving 
glut is the strong saving motive of rich countries with aging 
populations, which must make provision for an impending sharp 
increase in the number of retirees relative to the number of workers. 
With slowly growing or declining workforces, as well as high 
capital-labor ratios, many advanced economies outside the United 
States also face an apparent dearth of domestic investment 
opportunities. As a consequence of high desired saving and the low 
prospective returns to domestic investment, the mature industrial 
economies as a group seek to run current account surpluses and thus 
to lend abroad.6

Although strong saving motives on the part of many industrial 
economies contribute to the global saving glut, the saving behavior 
of these countries does not explain much of the increase in desired 
global saving in the past decade. Indeed, in a number of these 
countries--Japan is one example--household saving has declined 
recently. As we will see, a possibly more important source of the rise 
in the global supply of saving is the recent metamorphosis of the 
developing world from a net user to a net supplier of funds to 
international capital markets.

Table 1 provides a basis for a discussion of recent changes in global 
saving and financial flows by showing current account balances for 
different countries and regions, in billions of U.S. dollars, for the 
years 1996 (just before the U.S. current account deficit began to 
balloon) and 2003 (the most recent year for which complete data are 
available). I should note that these current account balances of 
necessity reflect realized patterns of investment and saving rather 
than changes in the rates of investment and saving desired from an ex 
ante perspective. Nevertheless, changes in the pattern of current 
account balances together with knowledge of changes in real interest 

Page 7 of 22FRB: Speech, Bernanke — The Global Saving Glut and the U.S...

1/27/2017https://www.federalreserve.gov/boarddocs/speeches/2005/20050...



rates should provide useful clues about shifts in the global supply of 
and demand for saving.

The table confirms the sharp increase in the U.S. current account 
deficit, about $410 billion between 1996 and 2003. (Data from the 
first three quarters of 2004 imply that the current account deficit rose 
last year by an additional $140 billion at an annual rate.) In principle, 
the current account positions of the world's nations should sum to 
zero (although, in practice, data collection problems lead to a large 
statistical discrepancy, shown in the last row of table 1). The $410 
billion increase in the U.S. current account deficit between 1996 and 
2003 must therefore have been matched by a shift toward surplus of 
equal magnitude in other countries. Which countries experienced this 
change?

As we can infer from table 1, most of the swing toward surplus did 
not occur in the other industrial countries as a whole (although some 
individual industrial countries did experience large moves toward 
surplus, as we will see). The collective current account of the 
industrial countries declined more than $388 billion between 1996 
and 2003, implying that, of the $410 billion increase in the U.S. 
current account deficit, only about $22 billion was offset by 
increased surpluses in other industrial countries. As table 1 shows, 
the bulk of the increase in the U.S. current account deficit was 
balanced by changes in the current account positions of developing 
countries, which moved from a collective deficit of $88 billion to a 
surplus of $205 billion--a net change of $293 billion-- between 1996 
and 2003.7 The available data suggest that the current accounts of 
developing and emerging-market economies swung a further $60 
billion into surplus in 2004.

This remarkable change in the current account balances of 
developing countries raises at least three questions. First, what events 
or factors induced this change? Second, what causal relationship (if 
any) exists between this change and current-account developments in 
the United States and in other industrial countries? Third, to the 
extent that the movement toward surplus in developing-country 
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current accounts has had a differential impact on the United States 
relative to other industrial countries, what accounts for the 
difference?

In my view, a key reason for the change in the current account 
positions of developing countries is the series of financial crises 
those countries experienced in the past decade or so. In the mid-
1990s, most developing countries were net importers of capital; as 
table 1 shows, in 1996 emerging Asia and Latin America borrowed 
about $80 billion on net on world capital markets. These capital 
inflows were not always productively used. In some cases, for 
example, developing-country governments borrowed to avoid 
necessary fiscal consolidation; in other cases, opaque and poorly 
governed banking systems failed to allocate those funds to the 
projects promising the highest returns. Loss of lender confidence, 
together with other factors such as overvalued fixed exchange rates 
and debt that was both short-term and denominated in foreign 
currencies, ultimately culminated in painful financial crises, 
including those in Mexico in 1994, in a number of East Asian 
countries in 1997-98, in Russia in 1998, in Brazil in 1999, and in 
Argentina in 2002. The effects of these crises included rapid capital 
outflows, currency depreciation, sharp declines in domestic asset 
prices, weakened banking systems, and recession.

In response to these crises, emerging-market nations either chose or 
were forced into new strategies for managing international capital 
flows. In general, these strategies involved shifting from being net 
importers of financial capital to being net exporters, in some cases 
very large net exporters. For example, in response to instability of 
capital flows and the exchange rate, some East Asian countries, such 
as Korea and Thailand, began to build up large quantities of foreign-
exchange reserves and continued to do so even after the constraints 
imposed by the halt to capital inflows from global financial markets 
were relaxed. Increases in foreign-exchange reserves necessarily 
involve a shift toward surplus in the country's current account, 
increases in gross capital inflows, reductions in gross private capital 
outflows, or some combination of these elements. As table 1 shows, 
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current account surpluses have been an important source of reserve 
accumulation in East Asia.

Countries in the region that had escaped the worst effects of the crisis 
but remained concerned about future crises, notably China, also built 
up reserves. These "war chests" of foreign reserves have been used 
as a buffer against potential capital outflows. Additionally, reserves 
were accumulated in the context of foreign exchange interventions 
intended to promote export-led growth by preventing exchange-rate 
appreciation. Countries typically pursue export-led growth because 
domestic demand is thought to be insufficient to employ fully 
domestic resources. Following the 1997-98 financial crisis, many of 
the East Asian countries seeking to stimulate their exports had high 
domestic rates of saving and, relative to historical norms, depressed 
levels of domestic capital investment--also consistent, of course, with 
strengthened current accounts.

In practice, these countries increased reserves through the expedient 
of issuing debt to their citizens, thereby mobilizing domestic saving, 
and then using the proceeds to buy U.S. Treasury securities and other 
assets. Effectively, governments have acted as financial 
intermediaries, channeling domestic saving away from local uses and 
into international capital markets. A related strategy has focused on 
reducing the burden of external debt by attempting to pay down 
those obligations, with the funds coming from a combination of 
reduced fiscal deficits and increased domestic debt issuance. Of 
necessity, this strategy also pushed emerging-market economies 
toward current account surpluses. Again, the shifts in current 
accounts in East Asia and Latin America are evident in the data for 
the regions and for individual countries shown in table 1.

Another factor that has contributed to the swing toward current-
account surplus among the non-industrialized nations in the past few 
years is the sharp rise in oil prices. The current account surpluses of 
oil exporters, notably in the Middle East but also in countries such as 
Russia, Nigeria, and Venezuela, have risen as oil revenues have 
surged. For example, as table 1 shows, the collective current account 

Page 10 of 22FRB: Speech, Bernanke — The Global Saving Glut and the ...

1/27/2017https://www.federalreserve.gov/boarddocs/speeches/2005/20050...



surplus of the Middle East and Africa rose more than $40 billion 
between 1996 and 2003; it continued to swell in 2004 as oil prices 
increased yet further. In short, events since the mid-1990s have led to 
a large change in the collective current account position of the 
developing world, implying that many developing and emerging-
market countries are now large net lenders rather than net borrowers 
on international financial markets.

Of course, developing countries as a group can increase their current 
account surpluses only if the industrial countries reduce their current 
accounts accordingly. How did this occur? Little evidence supports 
the view that the motivation to save has declined substantially in the 
industrial countries in recent years; indeed, as I have noted already, 
demographic factors should lead the industrial countries to try to 
save more, not less. Instead, the requisite shift in the collective 
external position of the industrial countries was facilitated by 
adjustments in asset prices and exchange rates, although the pattern 
of asset-price changes was somewhat different before and after 2000.

From about 1996 to early 2000, equity prices played a key 
equilibrating role in international financial markets. The 
development and adoption of new technologies and rising 
productivity in the United States--together with the country's long-
standing advantages such as low political risk, strong property rights, 
and a good regulatory environment--made the U.S. economy 
exceptionally attractive to international investors during that period. 
Consequently, capital flowed rapidly into the United States, helping 
to fuel large appreciations in stock prices and in the value of the 
dollar. Stock indexes rose in other industrial countries as well, 
although stock-market capitalization per capita is significantly lower 
in those countries than in the United States.

The current account positions of the industrial countries adjusted 
endogenously to these changes in financial market conditions. I will 
focus here on the case of the United States, which bore the bulk of 
the adjustment. From the trade perspective, higher stock-market 
wealth increased the willingness of U.S. consumers to spend on 
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goods and services, including large quantities of imports, while the 
strong dollar made U.S. imports cheap (in terms of dollars) and 
exports expensive (in terms of foreign currencies), creating a rising 
trade imbalance. From the saving-investment perspective, the U.S. 
current account deficit rose as capital investment increased (spurred 
by perceived profit opportunities) at the same time that the rapid 
increase in household wealth and expectations of future income gains 
reduced U.S. residents' perceived need to save. Thus the rapid 
increase in the U.S. current account deficit between 1996 and 2000 
was fueled to a significant extent both by increased global saving and 
the greater interest on the part of foreigners in investing in the United 
States.

After the stock-market decline that began in March 2000, new capital 
investment and thus the demand for financing waned around the 
world. Yet desired global saving remained strong. The textbook 
analysis suggests that, with desired saving outstripping desired 
investment, the real rate of interest should fall to equilibrate the 
market for global saving. Indeed, real interest rates have been 
relatively low in recent years, not only in the United States but also 
abroad. From a narrow U.S. perspective, these low long-term rates 
are puzzling; from a global perspective, they may be less so.8

The weakening of new capital investment after the drop in equity 
prices did not much change the net effect of the global saving glut on 
the U.S. current account. The transmission mechanism changed, 
however, as low real interest rates rather than high stock prices 
became a principal cause of lower U.S. saving. In particular, during 
the past few years, the key asset-price effects of the global saving 
glut appear to have occurred in the market for residential investment, 
as low mortgage rates have supported record levels of home 
construction and strong gains in housing prices. Indeed, increases in 
home values, together with a stock-market recovery that began in 
2003, have recently returned the wealth-to-income ratio of U.S. 
households to 5.4, not far from its peak value of 6.2 in 1999 and 
above its long-run (1960-2003) average of 4.8. The expansion of 
U.S. housing wealth, much of it easily accessible to households 
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through cash-out refinancing and home equity lines of credit, has 
kept the U.S. national saving rate low--and indeed, together with the 
significant worsening of the federal budget outlook, helped to drive it 
lower. As U.S. business investment has recently begun a cyclical 
recovery while residential investment has remained strong, the 
domestic saving shortfall has continued to widen, implying a rise in 
the current account deficit and increasing dependence of the United 
States on capital inflows.9

According to the story I have sketched thus far, events outside U.S. 
borders--such as the financial crises that induced emerging-market 
countries to switch from being international borrowers to 
international lenders--have played an important role in the evolution 
of the U.S. current account deficit, with transmission occurring 
primarily through endogenous changes in equity values, house 
prices, real interest rates, and the exchange value of the dollar. One 
might ask why the current-account effects of the increase in desired 
global saving were felt disproportionately in the United States 
relative to other industrial countries. The attractiveness of the United 
States as an investment destination during the technology boom of 
the 1990s and the depth and sophistication of the country's financial 
markets (which, among other things, have allowed households easy 
access to housing wealth) have certainly been important. Another 
factor is the special international status of the U.S. dollar. Because 
the dollar is the leading international reserve currency, and because 
some emerging-market countries use the dollar as a reference point 
when managing the values of their own currencies, the saving 
flowing out of the developing world has been directed relatively 
more into dollar-denominated assets, such as U.S. Treasury 
securities. The effects of the saving outflow may thus have been felt 
disproportionately on U.S. interest rates and the dollar. For example, 
the dollar probably strengthened more in the latter 1990s than it 
would have if it had not been the principal reserve currency, 
enhancing the effect on the U.S. current account.

Most interesting, however, is that the experience of the United States 
in recent years is not so nearly unique among industrial countries as 
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one might think initially. As shown in table 1, a number of key 
industrial countries other than the United States have seen their 
current accounts move substantially toward deficit since 1996, 
including France, Italy, Spain, Australia, and the United Kingdom. 
The principal exceptions to this trend among the major industrial 
countries are Germany and Japan, both of which saw substantial 
increases in their current account balances between 1996 and 2003 
(and significant further increases in 2004). A key difference between 
the two groups of countries is that the countries whose current 
accounts have moved toward deficit have generally experienced 
substantial housing appreciation and increases in household wealth, 
while Germany and Japan--whose economies have been growing 
slowly despite very low interest rates--have not. For example, 
wealth-to-income ratios have risen since 1996 by 14 percent in 
France, 12 percent in Italy, and 27 percent in the United Kingdom; 
each of these countries has seen their current account move toward 
deficit, as already noted. By contrast, wealth-to-income ratios in 
Germany and Japan have remained flat.10 The evident link between 
rising household wealth and a tendency for the current account to 
shift toward deficit is consistent with the mechanism that I have 
described today.

Economic and Policy Implications

I have presented today a somewhat unconventional explanation of 
the high and rising U.S. current account deficit. That explanation 
holds that one of the factors driving recent developments in the U.S. 
current account has been the very substantial shift in the current 
accounts of developing and emerging-market nations, a shift that has 
transformed these countries from net borrowers on international 
capital markets to large net lenders. This shift by developing nations, 
together with the high saving propensities of Germany, Japan, and 
some other major industrial nations, has resulted in a global saving 
glut. This increased supply of saving boosted U.S. equity values 
during the period of the stock market boom and helped to increase 
U.S. home values during the more recent period, as a consequence 
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lowering U.S. national saving and contributing to the nation's rising 
current account deficit.

From a global perspective, are these developments economically 
beneficial or harmful? Certainly they have had some benefits. Most 
obviously, the developing and emerging-market countries that 
brought their current accounts into surplus did so to reduce their 
foreign debts, stabilize their currencies, and reduce the risk of 
financial crisis. Most countries have been largely successful in 
meeting each of these objectives. Thus, the shift of these economies 
from borrower to lender status has provided at least a short-term 
palliative for some of the problems they faced in the 1990s.

In the longer term, however, the current pattern of international 
capital flows--should it persist--could prove counterproductive. Most 
important, for the developing world to be lending large sums on net 
to the mature industrial economies is quite undesirable as a long-run 
proposition. Relative to their counterparts in the developing world, 
workers in industrial countries have large quantities of high-quality 
capital with which to work. Moreover, as I have already noted, the 
populations of most of these countries are both growing slowly and 
aging rapidly, implying that ratios of retirees to workers will rise 
sharply in coming decades. For example, in the United States, for 
every 100 people between the ages of 20 and 64, there are currently 
about 21 people aged 65 or older. According to United Nations 
projections, by 2030 the population of the United States will include 
about 34 people aged 65 or over for each 100 people in the 20-64 age 
range; for the Euro area and Japan, the analogous numbers in 2030 
will be 46 and 57, respectively. Over the remainder of the century, 
the populations of other major industrial countries will age much 
more quickly than that of the United States. In 2050, for example, the 
number of retirees for each 100 working-age people in the United 
States should be about the same as in 2030, about 34, but the number 
of retirees per 100 working-age people is projected to increase to 
about 60 in the Euro area and about 78 in Japan.
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We see that many of the major industrial countries--particularly 
Japan and some countries in Western Europe--have both strong 
reasons to save (to help support future retirees) and increasingly 
limited investment opportunities at home (because workforces are 
shrinking and capital-labor ratios are already high). In contrast, most 
developing countries have younger and more-rapidly growing 
workforces, as well as relatively low ratios of capital to labor, 
conditions that imply that the returns to capital in those countries 
may potentially be quite high.11 Basic economic logic thus suggests 
that, in the longer term, the industrial countries as a group should be 
running current account surpluses and lending on net to the 
developing world, not the other way around. If financial capital were 
to flow in this "natural" direction, savers in the industrial countries 
would potentially earn higher returns and enjoy increased 
diversification, and borrowers in the developing world would have 
the funds to make the capital investments needed to promote growth 
and higher living standards. Of course, to ensure that capital flows to 
developing countries yield these benefits, the developing countries 
would need to make further progress toward improving conditions 
for investment, as I will discuss further in a bit.

A second issue concerns the uses of international credit in the United 
States and other industrial countries with external deficits. Because 
investment by businesses in equipment and structures has been 
relatively low in recent years (for cyclical and other reasons) and 
because the tax and financial systems in the United States and many 
other countries are designed to promote homeownership, much of the 
recent capital inflow into the developed world has shown up in 
higher rates of home construction and in higher home prices. Higher 
home prices in turn have encouraged households to increase their 
consumption. Of course, increased rates of homeownership and 
household consumption are both good things. However, in the long 
run, productivity gains are more likely to be driven by nonresidential 
investment, such as business purchases of new machines. The greater 
the extent to which capital inflows act to augment residential 
construction and especially current consumption spending, the 
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greater the future economic burden of repaying the foreign debt is 
likely to be.

A third concern with the pattern of capital flows arises from the 
indirect effects of those flows on the sectoral composition of the 
economies that receive them. In the United States, for example, the 
growth in export-oriented sectors such as manufacturing has been 
restrained by the U.S. trade imbalance (although the recent decline in 
the dollar has alleviated that pressure somewhat), while sectors 
producing nontraded goods and services, such as home construction, 
have grown rapidly. To repay foreign creditors, as it must someday, 
the United States will need large and healthy export industries. The 
relative shrinkage in those industries in the presence of current 
account deficits--a shrinkage that may well have to be reversed in the 
future--imposes real costs of adjustment on firms and workers in 
those industries.

Finally, the large current account deficit of the United States, in 
particular, requires substantial flows of foreign financing. As I have 
discussed today, the underlying sources of the U.S. current account 
deficit appear to be medium-term or even long-term in nature, 
suggesting that the situation will eventually begin to improve, 
although a return to approximate balance may take some time. 
Fundamentally, I see no reason why the whole process should not 
proceed smoothly. However, the risk of a disorderly adjustment in 
financial markets always exists, and the appropriately conservative 
approach for policymakers is to be on guard for any such 
developments.

What policy options exist to deal with the U.S. current account 
deficit? I have downplayed the role of the U.S. federal budget deficit 
today, and I disagree with the view, sometimes heard, that balancing 
the federal budget by itself would largely defuse the current account 
issue. In particular, to the extent that a reduction in the federal budget 
resulted in lower interest rates, the principal effects might be 
increased consumption and investment spending at home rather than 
a lower current account deficit. Indeed, a recent study suggests that a 
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one-dollar reduction in the federal budget deficit would cause the 
current account deficit to decline less than 20 cents (Erceg, Guerrieri, 
and Gust, 2005). These results imply that even if we could balance 
the federal budget tomorrow, the medium-term effect would likely be 
to reduce the current account deficit by less than one percentage 
point of GDP.

Although I do not believe that plausible near-term changes in the 
federal budget would eliminate the current account deficit, I should 
stress that reducing the federal budget deficit is still a good idea. 
Although the effects on the current account of reining in the budget 
deficit would likely be relatively modest, at least the direction is 
right. Moreover, there are other good reasons to bring down the 
federal budget deficit, including the reduction of the debt obligations 
that will have to be serviced by taxpayers in the future. Similar 
observations apply to policy recommendations to increase household 
saving in the United States, for example by creating tax-favored 
saving vehicles. Although the effect of saving-friendly policies on 
the U.S. current account deficit might not be dramatic, again the 
direction would be right. Moreover, increasing U.S. national saving 
from its current low level would support productivity and wealth 
creation and help our society make better provision for the future.

However, as I have argued today, some of the key reasons for the 
large U.S. current account deficit are external to the United States, 
implying that purely inward-looking policies are unlikely to resolve 
this issue. Thus a more direct approach is to help and encourage 
developing countries to re-enter international capital markets in their 
more natural role as borrowers, rather than as lenders. For example, 
developing countries could improve their investment climates by 
continuing to increase macroeconomic stability, strengthen property 
rights, reduce corruption, and remove barriers to the free flow of 
financial capital. Providing assistance to developing countries in 
strengthening their financial institutions--for example, by improving 
bank regulation and supervision and by increasing financial 
transparency--could lessen the risk of financial crises and thus 
increase both the willingness of those countries to accept capital 
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inflows and the willingness of foreigners to invest there. Financial 
liberalization is a particularly attractive option, as it would help both 
to permit capital inflows to find the highest-return uses and, by 
easing borrowing constraints, to spur domestic consumption. Other 
changes will occur naturally over time. For example, the pace at 
which emerging-market countries are accumulating international 
reserves should slow as they increasingly perceive their reserves to 
be adequate and as they move toward more flexible exchange rates. 
The factors underlying the U.S. current account deficit are likely to 
unwind only gradually, however. Thus, we probably have little 
choice except to be patient as we work to create the conditions in 
which a greater share of global saving can be redirected away from 
the United States and toward the rest of the world--particularly the 
developing nations.

Footnotes

1. As U.S. capital outflows in those three quarters totaled $728 
billion at an annual rate, gross financing needs exceeded $1.3 
trillion.Return to text

2. I thank David Bowman, Joseph Gagnon, Linda Kole, and Maria 
Perozek of the Board staff for excellent assistance.Return to text

3. For simplicity, I will use the term "net foreign borrowing" to refer 
to the financing of the current account deficit, though strictly 
speaking this financing involves the sale of foreign and domestic 
assets as well as the issuance of debt securities to foreigners. As 
illustrated by the data in footnote 1, U.S. gross foreign borrowing is 
much larger than net foreign borrowing, as gross borrowing must be 
sufficient to offset not only the deficit in current payments but also 
U.S. capital outflows.Return to text

4. This definition of capital investment ignores many less tangible 
forms of investment, such as research and development expenditures. 
It also ignores investment in human capital, such as educational 
expenses. Using a more inclusive definition of investment could well 
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change our perceptions of U.S. saving and investment trends quite 
substantially. I will leave that topic for another day. Return to text

5. The Bureau of Economic Analysis treats government investment--
in roads or schools, for instance--as part of national saving in the 
national income accounts. Thus, strictly speaking, national saving is 
reduced by the government deficit net of government investment, not 
by the entire government deficit. The difference between domestic 
investment and national saving is not affected by this qualification, 
however, as government investment and the implied adjustment to 
national saving cancel each other out. Return to text

6. By "high desired saving" I mean a supply schedule for saving that 
is shifted far to the right. Actual or realized saving depends on the 
equilibrium values of the real interest rate and other economic 
variables. Return to text

7. The statistical discrepancy also increased substantially, by $96 
billion on net. As asset accumulation in developing countries may be 
less completely measured than in industrial countries, a significant 
part of the change in the discrepancy may represent an additional 
movement toward surplus in developing-country current accounts. 
Return to text

8. In pointing out the possible effects of strong global saving on real 
interest rates, I do not mean to rule out other factors. For example, a 
lowering of risk premiums resulting from increased macroeconomic 
and monetary stability has likely played some role. Return to text

9. Greenspan (2005) notes a strong correlation between U.S. 
mortgage debt and the U.S. current account deficit. Return to text

10. These data are from Annex Table 58, OECD Economic Outlook,
vol. 76, 2004, p. 226. The latest year for which data are available is 
2003 for Germany and the United Kingdom, 2002 for France, Italy, 
and Japan. Return to text
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11. China is an important exception to the generalization that 
developing countries have young populations. The country's fertility 
rate has declined since the 1970s, and its elderly dependency ratio is 
expected to exceed that of the United States by midcentury. Return to 
text
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Table 1. Global Current Account Balances, 1996 and 2003 
(Billions of U.S. dollars)
Countries 1996 2003

Industrial 46.2 -342.3
United States -120.2 -530.7
Japan 65.4 138.2

Euro Area 88.5 24.9
France 20.8 4.5

Germany -13.4 55.1
Italy 39.6 -20.7
Spain 0.4 -23.6

Other 12.5 25.3
Australia -15.8 -30.4
Canada 3.4 17.1
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Switzerland 21.3 42.2
United Kingdom -10.9 -30.5

Developing -87.5 205.0
Asia -40.8 148.3

China 7.2 45.9
Hong Kong -2.6 17.0

Korea -23.1 11.9
Taiwan 10.9 29.3

Thailand -14.4 8.0

Latin America -39.1 3.8
Argentina -6.8 7.4

Brazil -23.2 4.0
Mexico -2.5 -8.7

Middle East and Africa 5.9 47.8
E. Europe and the former 
Soviet Union -13.5 5.1

Statistical discrepancy 41.3 137.2
Return to text
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Ben Bernanke

Why are interest rates so low?
Ben S. BernankeMonday, March 30, 2015

Interest rates around the world, both short-term and long-term, are exceptionally 

low these days. The U.S. government can borrow for ten years at a rate of about 

1.9 percent, and for thirty years at about 2.5 percent. Rates in other industrial 

countries are even lower: For example, the yield on ten-year government bonds is 

now around 0.2 percent in Germany, 0.3 percent in Japan, and 1.6 percent in the 

United Kingdom. In Switzerland, the ten-year yield is currently slightly negative, 

meaning that lenders must pay the Swiss government to hold their money! The 

interest rates paid by businesses and households are relatively higher, primarily 

because of credit risk, but are still very low on an historical basis.

Low interest rates are not a short-term aberration, but part of a long-term trend.

As the figure below shows, ten-year government bond yields in the United States 

were relatively low in the 1960s, rose to a peak above 15 percent in 1981, and 

have been declining ever since. That pattern is partly explained by the rise and 

fall of inflation, also shown in the figure. All else equal, investors demand higher 

yields when inflation is high to compensate them for the declining purchasing 

power of the dollars with which they expect to be repaid. But yields on inflation-

protected bonds are also very low today; the real or inflation-adjusted return on 

lending to the U.S. government for five years is currently about minus 0.1 percent.
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Why are interest rates so low? Will they remain low? What are the implications

for the economy of low interest rates?

If you asked the person in the street, “Why are interest rates so low?”, he or she 

would likely answer that the Fed is keeping them low. That’s true only in a very 

narrow sense. The Fed does, of course, set the benchmark nominal short-term 

interest rate. The Fed’s policies are also the primary determinant of inflation and 

inflation expectations over the longer term, and inflation trends affect interest 

rates, as the figure above shows. But what matters most for the economy is the 

real, or inflation-adjusted, interest rate (the market, or nominal, interest rate 

minus the inflation rate). The real interest rate is most relevant for capital 

investment decisions, for example. The Fed’s ability to affect real rates of return, 
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especially longer-term real rates, is transitory and limited. Except in the short 

run, real interest rates are determined by a wide range of economic factors, 

including prospects for economic growth—not by the Fed.

To understand why this is so, it helps to introduce the concept of the equilibrium 

real interest rate (sometimes called the Wicksellian interest rate, after the late-

nineteenth- and early twentieth-century Swedish economist Knut Wicksell). The 

equilibrium interest rate is the real interest rate consistent with full employment 

of labor and capital resources, perhaps after some period of adjustment. Many 

factors affect the equilibrium rate, which can and does change over time. In a 

rapidly growing, dynamic economy, we would expect the equilibrium interest rate 

to be high, all else equal, reflecting the high prospective return on capital 

investments. In a slowly growing or recessionary economy, the equilibrium real 

rate is likely to be low, since investment opportunities are limited and relatively 

unprofitable. Government spending and taxation policies also affect the 

equilibrium real rate: Large deficits will tend to increase the equilibrium real rate 

(again, all else equal), because government borrowing diverts savings away from 

private investment. 

If the Fed wants to see full employment of capital and labor resources (which, of

course, it does), then its task amounts to using its influence over market interest 

rates to push those rates toward levels consistent with the equilibrium rate, 

or—more realistically—its best estimate of the equilibrium rate, which is not 

directly observable. If the Fed were to try to keep market rates persistently too 

high, relative to the equilibrium rate, the economy would slow (perhaps falling 

into recession), because capital investments (and other long-lived purchases, like 

consumer durables) are unattractive when the cost of borrowing set by the Fed 

exceeds the potential return on those investments. Similarly, if the Fed were to 

push market rates too low, below the levels consistent with the equilibrium rate, 

the economy would eventually overheat, leading to inflation—also an 

unsustainable and undesirable situation. The bottom line is that the state of the 
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economy, not the Fed, ultimately determines the real rate of return attainable by 

savers and investors. The Fed influences market rates but not in an unconstrained 

way; if it seeks a healthy economy, then it must try to push market rates toward 

levels consistent with the underlying equilibrium rate.

This sounds very textbook-y, but failure to understand this point has led to some 

confused critiques of Fed policy. When I was chairman, more than one legislator 

accused me and my colleagues on the Fed’s policy-setting Federal Open Market 

Committee of “throwing seniors under the bus” (to use the words of one senator) 

by keeping interest rates low. The legislators were concerned about retirees living 

off their savings and able to obtain only very low rates of return on those savings. 

I was concerned about those seniors as well. But if the goal was for retirees to

enjoy sustainably higher real returns, then the Fed’s raising interest rates 

prematurely would have been exactly the wrong thing to do. In the weak (but 

recovering) economy of the past few years, all indications are that the equilibrium 

real interest rate has been exceptionally low, probably negative. A premature 

increase in interest rates engineered by the Fed would therefore have likely led 

after a short time to an economic slowdown and, consequently, lower returns on 

capital investments. The slowing economy in turn would have forced the Fed to 

capitulate and reduce market interest rates again. This is hardly a hypothetical 

scenario: In recent years, several major central banks have prematurely raised 

interest rates, only to be forced by a worsening economy to backpedal and retract 

the increases. Ultimately, the best way to improve the returns attainable by savers 

was to do what the Fed actually did: keep rates low (closer to the low equilibrium 

rate), so that the economy could recover and more quickly reach the point of 

producing healthier investment returns.

A similarly confused criticism often heard is that the Fed is somehow distorting

financial markets and investment decisions by keeping interest rates “artificially 

low.” Contrary to what sometimes seems to be alleged, the Fed cannot somehow 
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withdraw and leave interest rates to be determined by “the markets.” The Fed’s 

actions determine the money supply and thus short-term interest rates; it has no 

choice but to set the short-term interest rate somewhere. So where should that 

be? The best strategy for the Fed I can think of is to set rates at a level consistent 

with the healthy operation of the economy over the medium term, that is, at the 

(today, low) equilibrium rate. There is absolutely nothing artificial about that! Of 

course, it’s legitimate to argue about where the equilibrium rate actually is at a 

given time, a debate that Fed policymakers engage in at their every meeting. But 

that doesn’t seem to be the source of the criticism.

The state of the economy, not the Fed, is the ultimate determinant of the

sustainable level of real returns. This helps explain why real interest rates are low 

throughout the industrialized world, not just in the United States. What features 

of the economic landscape are the ultimate sources of today’s low real rates? I’ll 

tackle that in later posts.

Comments are now closed for this post.
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stocks and bonds; high values of the risk
premium are associated with
above-average short-term equity–bond
return spreads. Also, when the ERP is
low, the correction typically takes place
via a rally in the bond market rather
than a fall in stock prices. We need to be
cautious in generalising this result,
however, as the period we investigate is
characterised by strong trends of falling
inflation and rising stock prices.

In the sections that follow, we outline
our measure of the ERP and describe
the underlying data. We then test the
power of the measure in predicting
relative returns between stocks and bonds
and look in detail at what contributes to

Introduction
In this paper, we use surveys of
consensus economic forecasts to produce
a forward-looking estimate of the equity
risk premium (ERP) relative to
government bonds for the US market.
Using this novel data source, our model
provides a more realistic estimate of the
ex ante ERP than assuming that realised
returns accurately indicate what investors
expected. Furthermore, the ERP offers
the potential to be used as the basis of a
tactical asset allocation strategy by active
investment managers.

We find that our ERP measure shows
a tendency to mean revert and helps
predict relative returns between US
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the realised figure they measured is a fair
estimate of what investors had required.
Their paper sparked a search for a
solution to the ‘equity premium puzzle’.1

The view that the realised ERP is a
fair estimate of what investors required, or
expected, however, needs some quite
strong assumptions. We must assume the
investors hold ‘rational expectations’ and
that the required risk premium is
constant. The growing literature on
behavioural finance contains many
illustrations of investors making decisions
that are inconsistent with the traditional
notions of rationality used in finance.2

Furthermore, Fama and French (1989)
present plausible arguments and evidence
to suggest risk premiums are not
constant, but rather vary through the
business cycle. It is also possible to argue
that structural factors, such as changing
demographics, can cause longer-term
shifts in the level of required risk
premiums.

Relaxing the rational expectations and
constant risk premium assumptions breaks
the link between what actually happened
— the realised risk premium — and the
premium expected by investors when
they made their investment. Bernstein
(1997), in particular, argues that realised
returns on stocks and bonds — and risk
premium estimates derived from them —
are dominated by unexpected changes in
valuations. Siegel (1999) notes the high
realised ERP appears to be due more to
low returns on bonds than to high
returns on stocks. The average real

this. In particular, we look at the process
by which extreme values of the series
adjust back towards the mean. We also
look briefly at UK data to assess the
similarity with the US experience.

The equity risk premium
Finance theory holds that stocks are
more ‘risky’ than government bonds —
meaning that equity prices are more
volatile than bond prices. Investors
require higher expected returns in order
to invest in the (volatile) stock market
than they do to invest in (more stable)
bonds. In simple terms, equity returns
must offer a ‘risk premium’ compared
with the returns available on bonds and
treasury bills. Welch (1999) notes that
this equity risk premium ‘is perhaps the
single most important number in
financial economics’, with implications
for asset allocation decisions and
providing a key input into calculations of
the appropriate discount rate for
evaluating investments.

It is well documented that US stocks
have delivered higher returns, on
average, than US Treasury bonds.
Returns on the stock market have also
been more volatile than those earned
from bonds. Figures for the period
1900–1999 are shown in Table 1.

Welch describes the approach of
extrapolating the historically realised
equity premium as ‘the most popular’
method of obtaining an estimate of the
required ERP. His survey of the views of
226 financial economists yields an
average estimate for the ERP relative to
treasury bills of about 7 per cent, not far
below the figure derived from historical
information. Mehra and Prescott (1985)
noted that the realised ERP in the US
from 1889 to 1978 (6 per cent) was
much larger than could be explained by
standard models of risk aversion.
Implicitly, they make the assumption that
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Table 1 US stock and bond returns, 1900–1999
(%)

Stocks Government
bonds

Arithmetic average
annual return

Standard deviation

12.2

20.0

5.0

8.1

Source: Dimson et al. (2000).



Substituting Equation (2) into
Equation (1) yields the following
expression for the ERP:

ERP � (d/p) � g � y (3)

The obvious problem with Equation (3)
is that only one of the right-hand-side
variables, p, the value of the stock
market index, is observable. The other
variables relate to investors’ expectations
and are not directly observable. To make
our model operational, we need to find
proxies for these expectations.

Variable y, the expected return on
government bonds, can be dealt with
relatively easily. The current redemption
yield on a government bond is a
reasonable approximation of its
longer-term expected return, and this can
be observed in the market.5

Survey data can be used to provide
estimates of d and g. Analysts’ forecasts
for corporate earnings are readily
available through services such as IBES.6

Each month IBES collate analysts’
earnings estimates for each stock and
calculate a ‘consensus’ in the form of the
mean forecast. It is then possible to
aggregate these forecasts to derive an
earnings figure for the market as a
whole. By applying a payout ratio to the
forecasts of the following year’s earnings,
we can arrive at an estimate of d, the
next period dividends expected by
investors. The calculation of the payout
ratio is discussed in the next section.

We also need an estimate of
expectations of the long-term rate of
dividend growth. Over the longer term,
we assume that profits, and by
implication dividends, will grow at the
same pace as nominal gross domestic
product. For this assumption to be true,
a number of conditions must hold,
namely that the stock market index is
representative of the economy as a
whole, the profit share of GDP is steady,

return on fixed income assets this
century looks unduly low, and he
suggests this may be the result of
investors’ failure to anticipate higher
inflation.3 If the high realised ERP was
not expected by investors, there may not
be an ‘equity premium puzzle’, at least
not in the sense used by Mehra and
Prescott.

Overall, we think the evidence weighs
against the realised ERP being a good
measure of the premium investors
actually expected. A key motivation of
our work is to find a better way of
estimating the risk premium expected by
investors than the ‘extrapolation’
approach. As active investors, we also
want to assess whether the estimate is a
useful predictor of short-term relative
returns. The following section outlines
the model we use.

Our model
The ex ante ERP is simply the difference
in expected return between stocks and
bonds.

In notation form:

ERP � r � y (1)

where ERP is the ex ante equity risk
premium, r is the expected return on the
stock market, and y is the expected
return on long-term government bonds.

The expected return on the stock
market can in turn be expressed in terms
of the constant growth dividend discount
model developed by Gordon (1962).4

The model is represented as follows:

r � (d/p) � g (2)

where d is the expected value of
dividends payable in the coming year, p
is the price of the stock market index,
and g is the expected long-term growth
rate of dividends.
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other factors, possibly including
‘irrational’ misvaluation. In the following
section, we test these alternative
specifications of the risk premium model.
We also test specifications of our model
using actual rather than forecast
dividends.

Predicting relative returns
In this section, we test whether our
estimate of the ERP is useful for
predicting the short-term return spread
between stocks and bonds. If investors
require a risk premium for investing in
(volatile) stocks rather than (more stable)
bonds, this implies stocks should
outperform bonds on average over the
long run. However, the degree of
outperformance we observe is volatile
and, in some shorter periods, bonds
return more than stocks. Our ERP
measure may offer a more reliable
prediction of the return spread in any
single period than simply assuming the
historical average will hold.

We make the assumption that the
equilibrium level of the ERP is relatively
stable over time.7 Our hypothesis is then
that unusually high observations of the
ERP should be associated with
subsequent periods when stocks
outperform bonds by more than average
and the risk premium reverts towards its
mean level. In contrast, unusually low
observations should be associated with
low, and possibly negative, return spreads
between stocks and bonds as the risk
premium reverts to the mean.

It is possible for our risk premium
series to mean revert without being a
useful predictor of relative returns
between stocks and bonds. It may be
that the expectation variables in our
model change in such a way as to
generate mean reversion in the risk
premium series independent of moves in
relative prices. Our tests deal with this

the overseas earnings of US listed
companies grow at the same pace as
their domestic profits, and the payout
ratio is steady. While these conditions
may not hold exactly, our analysis will
show whether our approach represents a
valid proxy for long-term dividend
growth expectations.

Long-term ‘consensus’ forecasts of
GDP growth are available from a
publication called Blue Chip Economic
Indicators (various editions). Each month
since August 1976, Blue Chip has
published a survey of economists’
forecasts of key variables for the US
economy looking one to two years
ahead. The survey takes forecasts from
about 50 economists at major financial
institutions, industrial corporations and
consulting firms. Twice a year since
1979, the survey has been extended to
cover the economists’ ten-year forecasts.
We use the Blue Chip ten-year forecast
of nominal GDP growth as our proxy
for g — the expected long-term rate of
dividend growth.

We are now in a position to estimate
the ERP from Equation (3) using
observable proxies for the unobservable
expectation variables. In the next section,
we examine whether our estimate of the
ERP is useful as a measure of valuation
— specifically, whether it helps predict
the short-term return spread between
stocks and bonds.

Our measure is closely related to the
practice common among market
participants of estimating the ERP by
comparing the nominal yields available
on stocks and bonds — either in ratio
form or as a difference. In difference
form, this comparison is equivalent to
our model with the long-term growth
parameter, g, missing. The risk in
excluding this parameter is that we may
confuse yield shifts that are an
appropriate response to changing profit
growth expectations with shifts driven by
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March and match this with returns from
10th March to 10th October. Since the
Blue Chip data are published in March
and October, our time series consists of
five-month and seven-month periods
rather than actual half years. We
transform the five-month and
seven-month returns into the
corresponding semi-annual rates. The
return spread series is calculated in ratio
form rather than as differences.

Descriptive statistics for the estimated
ERP and the relative return series are
shown in Table 2. The ERP measure is
graphed in Figure 1. While the sample
period is short by comparison with those
used in many academic studies, it has to
be noted that we are constrained by the
availability of the survey data. We have
used all of the available data.9

Figure 1 shows the ERP started the
sample period at a high level of over 5
per cent, perhaps reflecting the uncertain
economic environment following the
second OPEC oil price ‘shock’. The
premium declined sharply over the
following two years and the range 1–3
per cent is much more typical for the
rest of the sample period, with the mean
level just over 2 per cent. Most
deviations outside this range look to have
‘corrected’ quite quickly. Interestingly,
the range is consistent with the
theoretical estimates produced by Mehra
and Prescott (1985) using standard
models of risk aversion. The low of the
series occurs in October 1987, just
before the ‘crash’. It is notable that the

by looking directly at whether the ERP
predicts relative returns.

The data we require to estimate
Equation (3) are obtained from a number
of sources. The forecasts of long-run
nominal GDP we use to proxy dividend
growth are available from the Blue Chip
publication in March and October each
year from 1979, with the survey being
published on the 10th of the month.8

We match these data with the
corresponding level of the S&P500 index
and the ten-year Treasury note yield
obtained from Datastream. In the latter
case, we use the Datastream Ten Year
Benchmark index.

IBES data are used to estimate the
forward dividend yield on the S&P500
index. We apply an estimated payout
ratio of 0.4 to the IBES consensus
forecast of the next 12 months’ earnings.
We estimate the payout ratio by
calculating the relationship between IBES
earnings forecasts and subsequent
dividends over the period for which we
have data. On average, subsequent
dividends amount to about 40 per cent
of the earnings forecast. Varying the
payout ratio between 30 per cent and 50
per cent shows the results of our analysis
are largely insensitive to the figure used.

We also use Datastream to source total
return data for the S&P500 index and
the ten-year benchmark bond index. We
match each calculation of the risk
premium with the total returns on stocks
and bonds in the following period, eg
we calculate the risk premium on 10th
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Table 2 Equity risk premium and relative returns, March 1979–March 1999 (%)

ERP
Subsequent
stock return

Subsequent
bond return

Stock–bond
return spread

Mean
Standard deviation
Minimum
Maximum

2.06
1.33
0.11
6.25

8.60
11.68

�18.02
38.85

4.37
7.08

�11.03
23.52

4.23
12.81

�33.54
39.03

All returns are expressed as semi-annual rates.



between stocks and bonds. The t-statistic
of 3.3 indicates the relationship is
statistically significant at a 99 per cent
confidence level. Our ERP measure
explains almost 20 per cent of the
variation in relative returns between
stocks and bonds over the sample period.
Diagnostic tests show no significant
econometric problems, although the
sample size is relatively small.

Putting our results into more obvious
economic terms, on average, stocks
outperformed bonds by 4.2 per cent in
each semi-annual period in our sample.
The average ERP measure over the
sample period was 2.1 per cent. For
every percentage point increase (decrease)
in the ERP, the subsequent semi-annual
relative return was increased (decreased)
by 4.5 percentage points. Figure 2 shows
a scatter diagram of the ERP

last data point from October 1999 is the
third-lowest reading in the series, lending
support to some commentators’ concerns
about high valuation levels in the US
equity market.

To test whether our ERP measure is a
useful predictor of the return spread
between stocks and bonds, we estimate
an ordinary least squares regression,
where the level of the ERP at the end
of one period is used to explain the
return spread in the following period.

In notation terms:

SVBt � a � b ERPt � 1 � et (4)

where SVBt is the log total return on
stocks in period t relative to the total
return on bonds [=(1 � total return on
S&P500 index)/(1 � total return on
Datastream 10-Year Treasury Index)],
ERPt � 1 is the estimated ERP at the end
of period t � 1, and et is the error term.
The results of the regression are shown
in Table 3.

The regression equation reveals a
positive relationship between our ERP
measure and the subsequent return spread
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Figure 1 US equity risk premium

Table 3 Regression results, March 1979–March
1999

SVBt � �5.00 � 4.47 ERPt �1

t-statistics (�1.50) (3.27)
Adjusted R 2 � 19.5% n � 41



In short, the alternative specifications
produce similar, though generally slightly
weaker, results. We would argue that the
more complete specification of our
measure makes it more robust to changes
in the environment, especially revised
long-term growth expectations.

What really happened
We have established that our risk
premium measure is a reliable predictor
of the return spread between stocks and
bonds. An unusually high risk premium
implies stocks will outperform bonds by
a wider-than-average margin in the
following period. Similarly, a low-risk
premium implies the short-term return
margin between stocks and bonds will be
narrow or even negative.

To investigate what is driving these
results, we rank the 41 observations
according to the level of the ERP. We
then split the data into quartiles —
missing out the median observation10 —
and examine the return characteristics of
each quartile. The results are shown in
Table 4. Note all returns shown are
expressed on a semi-annual basis.

Table 4 reveals that in quartiles one

observations against the subsequent
equity–bond return spread. The positive
relationship can be seen in the data.

In order to test the robustness of our
results, we also tested a number of
alternative specifications of the ERP.
Using actual dividends rather than the
IBES forecasts produces results that are
similar, but slightly weaker, than our
initial specification. Using the difference
between the nominal earnings yield on
stocks and the bond yield, ie omitting
the long-term growth term, also
produces similar results for predicting
relative returns. This measure does not
show significant mean reversion,
however, raising questions about its
reliability. Using the ratio between the
forecast earnings yield on the stock
market and the bond yield produces
results similar to but slightly stronger
than our chosen specification. Our main
concern about this specification is that it
is unlikely to be robust to significant
changes in long-term dividend growth
expectations. Using the Blue Chip
forecasts for growth in the national
income definition of profits rather than
nominal GDP produces similar, but
slightly weaker results.
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Figure 2 Stocks and bonds return spread against equity risk premium
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above, there is a negative relationship
between the ERP measure and the
return on bonds, ie bonds tend to
perform poorly in the period following a
high ERP. Stocks tend to perform
strongly following a high ERP, as shown
by the positive regression coefficient.
The main caveat is that the regression
coefficient for stocks is not statistically
significant at conventional confidence
levels.

Our results show that over the period
for which we have data, overvaluation of
the stock market relative to bonds has
tended to be corrected by a rally in the
bond market, ie a fall in yields. In only
seven of the 41 periods was the return
on the stock market negative. It would
be wrong to generalise from this result,
however. Over the period we studied,
the average level of inflation dropped
sharply, providing a beneficial
environment for financial assets.
Consumer price inflation averaged 7.9
per cent in the five years leading up to

and two, bond returns are below average,
while stock returns are higher than
average. It is apparent that the
above-average relative returns observed
in these quartiles are driven both by
below-average bond returns and by
above-average stock returns. In quartiles
three and four, bonds perform better
than stocks on average, which is
unsurprising given the econometric
results in the previous section. The
mechanism for this result is interesting,
however. The ‘overvaluation’ of stocks is
usually corrected by a rally in the bond
market rather than by stocks falling in
price — stock returns are below average,
but not generally negative. The most
notable exception is the October 1987
data point. The forecast ERP registered
just 0.1 per cent on 10th October 1987.
Over the following five months, bonds
delivered a 15.5 per cent semi-annual
return, helping to restore a more normal
ERP. Stocks dropped sharply, however,
registering a return of �18.0 per cent for
the period. As we know, the 22.0 per
cent ‘crash’ on Black Monday, 19th
October, caused most of the damage to
investors’ portfolios.

Our measure appears to have some
predictive power over both stocks and
bonds individually as well as over relative
returns. To confirm these results in
econometric terms, Table 5 shows
regression equations where we use the
ERP measure to predict the return on
stocks St and the return on bonds Bt.

As expected given the quartile analysis
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Table 4 Equity risk premium and returns by quartile (%)

Average
ERP

Average
relative
return

Average
stock
return

Average
bond
return

Quartile One
Quartile Two
Quartile Three
Quartile Four

3.90
2.18
1.40
0.82

12.38
6.29

�0.81
�0.97

11.29
8.17
4.75
8.24

�1.09
1.88
5.56
9.21

All returns are expressed as semi-annual rates.

Table 5 Regression results, March 1979–March
1999

Stocks

St � 5.32 � 1.59 ERPt �1

t-statistics (1.57) (1.15)
Adjusted R 2 � 0.8% n � 41

Bonds

Bt � 10.33 � 2.89 ERPt �1

t-statistics (5.89) (�4.03)
Adjusted R 2 � 27.5% n � 41



The international evidence
We have focused on the US market due
to the ready availability of the survey
data we use to proxy expectations. Some
data, however, are also available for
international markets. In particular, we
have been able to assemble a series of
ERP estimates for the UK market from
April 1982 to April 1999 using IBES
earnings forecasts and long-run nominal
GDP from Consensus Economics Inc.’s
Consensus Forecasts (various editions), an
international equivalent to Blue Chip
Economic Indicators.11 We use the FTSE
100 as our equity index and the
Datastream ten-year benchmark gilt
index for our bond series. With the
exception of the sources of the forecasts,
the methodology and data sources are
the same as outlined for the US in the
section on ‘Our model’. Table 6 gives
descriptive statistics for our UK ERP
measure and the corresponding returns.
Figure 3 plots the ERP series.

It is notable that the UK series shares
many similarities with our US data. The
mean level of the ERP, at 2.1 per cent,
is almost identical to the US average.
The highs and lows are also broadly
similar, and both series typically occupy a
range from about 1 per cent to 3 per
cent. Unlike the US, October 1987 did
not represent the low for the UK, which
in fact occurred in April 1991. The last
data point in the sample, 1.7 per cent in
October 1999, is much closer to the
mean than the comparable US
observation.

our first data point in March 1979. For
the five years to October 1999, the
comparable figure is 2.4 per cent. The
ten-year bond yield has fallen in tandem
with the drop in inflation, moving from
9.1 per cent in March 1979 to 6.0 per
cent in October 1999. Without this
beneficial environment of falling
inflation, and rising stock prices, investors
buying stocks when the risk premium
was low may have faced a harsher
experience than they have had.

While many investors and media
commentators have been talking about
the overvaluation of the US stock
market for several years, there has been
significant variation in the level of the
ERP measure over the recent period.
During the third quarter of 1998,
stocks fell sharply as investors
undertook a ‘flight to safety’ in the
aftermath of the Russian government’s
decision to introduce a moratorium on
debt repayments. Treasury bond yields
fell as investors sought secure and
liquid instruments in which to hold
their capital. The result was to drive
the ERP to an above-average level of
2.3 per cent in October 1998. In
contrast, the March 1998 reading was
only 1.3 per cent. The October 1998
data point stands out as the ‘best’
buying signal for equities in our series,
with the S&P500 index outperforming
bonds by 39.0 per cent on a
semi-annual basis over the following
five months, as fears of deflation and
recession abated.
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Table 6 UK equity risk premium and relative returns, April 1982–April 1999 (%)

ERP
Subsequent
stock return

Subsequent
bond return

Stock–bond
return spread

Mean
Standard deviation
Minimum
Maximum

2.07
1.22
0.35
5.34

8.40
12.01

�26.75
30.00

5.88
6.20

�6.66
24.53

2.52
11.96

�38.26
24.41

All returns are expressed as semi-annual rates.



approach. The techniques are also
applicable for other international markets,
but data availability is a problem. For
many European and Asian markets,
comprehensive surveys of economic
forecasts have only become available in
the past decade. This will, however,
provide a useful ‘out-of-sample’ test of
our analysis once the data histories are
longer.

Conclusions
Our work represents an attempt to
produce a well-specified ex ante measure
of the ERP expected by investors. We
use surveys of economic forecasts as a
novel way to solve the problem that
many of the variables in the risk
premium calculation are unobservable.
We focus on the US experience, but also
present results for the UK which are
similar.

The results show that the ERP
measure helps predict the short-term
relative return between stocks and bonds.
When the premium is higher than
average, the stock–bond return spread in

Following the US analysis, we also test
whether the UK ERP series helps
predict the short-term stock–bond return
spread. The regression yields a slope
coefficient of 3.72 with a t-statistic of
2.35 — similar to the US equation. The
adjusted R-square statistic at 12 per cent
is lower than in the US model. Overall,
the results are qualitatively similar.

Regression of the ERP series on stock
and bond returns separately produces a
contrast to the US results. In our results
(not shown), we find the ERP series is
more predictive of stock returns than
bond returns. The slope coefficient of
the bond equation is statistically
insignificant, though it has the expected
negative sign.

In general, the UK results and their
similarity to the US experience give us
confidence in the validity of our
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Table 7 Regression results, April 1982–April 1999

Stocks

SVBt � �5.19 � 3.72 ERPt �1

t-statistics (�1.37) (2.35)
Adjusted R 2 � 11.7% n � 35

Figure 3 UK equity risk premium



about 1 per cent more than bonds over
the longer term, if our model
specification is correct. Our concluding
message has to be to caution against
using a measure of the realised ERP as
an indication of what can be expected in
future.
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Notes
1 A review of some of the initial solutions proposed

can be found in Kocherlakota (1996).
2 See Shefrin (1999) for a comprehensive review of

this field.
3 Best et al. (1998) show that investors in the US

bond market in recent years appear to have made
large and persistent errors in forecasting inflation. As
a result the realised real returns earned by these
investors seem to have been very different from
what they expected at the outset. It is not apparent
in the data that these forecast errors average out to
zero over time.

4 The Gordon model is a simple valuation model,
which necessarily rests on a number of strong
assumptions. The firm is assumed to be debt free
and to finance its investments through retaining a
constant portion of its earnings. The investments
have infinite lives and earn a constant return on
capital. A full critique of the model and the
assumptions is outwith the scope of our paper.

5 This approximation involves a number of
assumptions, such as a flat and unchanging yield
curve and the ability to reinvest coupon payments at
the same rate as the yield. The effect of these
assumptions is likely to be small.

6 IBES is a data vendor specialising in the systematic
collection of earnings estimates from ‘sell-side’
investment analysts.

7 It is possible to argue the risk premium will shift
over time, eg as a result of changing demographics.
Such changes by their nature, however, are likely to
be very gradual. Tests on the ERP series indicate it
is stationary over the sample period. The augmented
Dickey–Fuller statistic for the series is �5.99, which
is significant at a 95% confidence level.

8 Prior to 1983, some of the data points relate to May
and November. After 1983, the series becomes more
regular.

9 To avoid the need for survey data, some analysts
assume investors have had perfect (or at least
unbiased) foresight. They argue that what happened,
for example in terms of dividend growth, was what

the coming period also tends to be
above average. When the risk premium
measure is below average, the subsequent
return spread tends to be low or even
negative. The measure therefore offers
scope to be the basis of a tactical asset
allocation strategy.12

It is not clear why our measure,
which uses widely available data, should
offer potential for generating excess
returns. It may be the model captures
inefficiency in the relative pricing of
stocks and bonds, but other, more
‘rational’, explanations are possible. Fama
and French (1989) find that US stock
and bond returns between 1926 and
1987 were predictable using the market
dividend yield; the ‘default’ spread
between the average corporate bond
yield and the yield on AAA-rated bonds;
and the term premium of AAA-rated
corporate bonds over Treasury bills. They
argue the explanatory variables are
related to the business cycle and that
predictable variation in expected returns
reflects a rational response to economic
conditions. For example, when business
conditions are poor, income is low and
expected returns from bonds and stocks
must be high to induce substitution from
consumption to investment. In the case
of our analysis, it may be that the
business cycle leads to short-term
fluctuations in the compensation investors
require for equity risk. Similarly, the
actual or perceived level of risk in stocks
and bonds may vary through the business
cycle, leading to variations in expected
returns that have rational foundations.
Our tests do not offer any way to decide
between these different explanations.

Our analysis also suggests, in recent
years at least, the risk premium expected
by equity investors has been significantly
less than the levels (7 per cent or so)
that historical studies show have been
realised. The most recent US data we
have show stocks priced to deliver only
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Really Happened to US Bond Yields’, May/June,
Financial Analysts Journal, 41–49.

Blue Chip Economic Indicators (various editions), Capitol
Publications, Alexandria, VA.

Consensus Forecasts (various editions) Consensus
Economics Inc., London, UK.

Dimson E., Marsh P. and Staunton, M. (2000) The
Millennium Book: A Century of Investment Returns,
ABN Amro/London Business School, London.

Fama, E. and French, K. (1989) ‘Business Conditions
and Expected Returns on Stocks and Bonds’, Journal
of Financial Economics, 25 (1), 23–50.

Gordon, M. J. (1962) The Investment, Financing and
Valuation of the Corporation, Irwin, Homewood, IL.

Kocherlakota, N. (1996) ‘The Equity Premium: It’s still
a Puzzle’, Journal of Economic Literature, 34, 42–71.

Mehra, R. and Prescott, E. (1985) ‘The Equity
Premium: A Puzzle’, Journal of Monetary Economics,
15 (March), 145–161.

Shefrin, H. (1999) Beyond Greed and Fear: Understanding
Behavioural Finance and the Psychology of Investing,
Harvard Business School Press, Boston, MA.

Siegel, J. (1999) ‘The Shrinking Equity Premium’,
Journal of Portfolio Management, 26 (1), Fall, 10–17.

Welch, I. (1999) ‘Views of Financial Economists on the
Equity Risk Premium and on Professional
Controversies’, UCLA Working Paper.

investors had expected and thus historical out-turn
data can proxy for prior expectations. While this can
yield longer data histories, to us the assumption is
too strong.

10 The median observation is from October 1985 and
is characterised by: ERP � 1.69 per cent; stock
return � 28.01 per cent; bond return � 23.52 per
cent; relative return � 4.49 per cent.

11 UK data from IBES and Consensus Economics is
only available from 1987 and 1989 respectively. We
create our own comparable series for the early
periods by combining the relevant forecasts of
leading economic forecasting institutions.

12 Best and Byrne (1997) present the results of a
simulated tactical asset allocation strategy based on
this measure.
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Public Utility Beta Adjustment
and Biased Costs of Capital in
Public Utility Rate Proceedings
The Capital Asset Pricing Model (CAPM) is commonly
used in public utility rate proceedings to estimate the cost
of capital and allowed rate of return. The beta in the
CAPM associates risk with estimated return. However, an
empirical analysis suggests that the commonly used
Blume CAPM beta adjustment is not appropriate for
electric and electric and gas public utility betas, and may
bias the cost of common equity capital in public utility rate
proceedings.
Richard A. Michelfelder and Panayiotis Theodossiou
I. Introduction
Regulators, public utilities, and

other financial practitioners of

utility rate setting in the United

States and other countries often

use the Capital Asset Pricing

Model (CAPM) to estimate the

rate of return on common

equity (cost of common equity).1

Typically, the ordinary least

squares method (OLS) is the

preferred estimation method for
Inc. All rights reserved., http://dx.doi.org/10.1016
the CAPM betas of public utilities.

Although the CAPM model has

been widely criticized regarding

its validity and predictability in

the literature, as summarized by

Professors Fama and French in

2005,2 many firms and practi-

tioners extensively use it to obtain

cost of common equity estimates;

e.g., such as shown by Bruser et al.

in 1998, Graham and Harvey in

2001, and Gray, et al. in 2005.3

Michelfelder, et al. in 20134 in this
/j.tej.2013.09.017 The Electricity Journal
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The premise
behind the
Blume adjustment
is that
estimated betas
exhibit mean
reversion
toward one
over time.

N

journal presents a new model, i.e.,

the Predictive Risk Premium

Model, to estimate the cost of

common equity capital and com-

pare and contrast the poor results

of the CAPM to that model and

the discounted cash flow model.

M ajor vendors of betas

include, but are not lim-

ited to, Merrill Lynch, Value Line

Investment Services (Value Line),

and Bloomberg. These companies

use Blume’s 1971 and 19755 beta

adjustment equation to adjust

OLS betas to be used in the esti-

mation of the cost of common

equity for public utilities and

other companies.

The premise behind the Blume

adjustment is that estimated betas

exhibit mean reversion toward

one over time; that is, betas

greater or less than 1 are expected

to revert to 1. There are various

explanations for the phenomenon

first discussed in Blume’s pio-

neering papers. One explanation

is that the tendency of betas

toward one is a by-product of

management’s efforts to keep the

level of firm’s systematic risk

close to that of the market.

Another explanation relates to the

diversification effect of projects

undertaken by a firm.6

While this may be the case for

non-regulated stocks, regulation

affects the risk of public utility

stocks and therefore the risk

reflected in beta may not follow a

time path toward one as sug-

gested by Peltzman in 1976, Bin-

der and Norton in 1999, Kolbe and

Tye in 1990, Davidson, Rangan,

and Rosenstein in 1997, and

Nwaeze in 2000.7 Being
ovember 2013, Vol. 29, Issue 9 1040-6190/$–se
natural monopolies in their own

geographic areas, public utilities

have more influence on the prices

of their product (gas and electri-

city) than other firms. The rate

setting process provides public

utilities with the opportunity to

adjust prices of gas and electricity

to recover the rising costs of fuel

and other materials used in the

transmission and distribution of

electricity and gas. Companies

operating in competitive markets
do not have this ability. In this

respect, the perceived systematic

risk associated with the common

stock of a public utility may be

lower than that of a non-public

utility. Therefore, forcing the beta

of a utility stock toward one may

not be appropriate, at least on a

conceptual basis.

The explanations provided by

Blume and others to justify the

latter tendency are hardly

applicable to public utilities.

Unlike other companies, utilities

can and do possess monopolistic

power over the markets for their

products. This power impacts

the ‘‘negotiation process’’ for

setting electric and gas prices.
e front matter # 2013 Elsevier Inc. All rights reserved
Furthermore, it provides them

with the opportunity to raise

prices to recover increases in

operating costs without regard to

competitive market pressure.

Such price influence is rarely

available to companies operating

in competitive market environ-

ments for their products. In that

respect, macroeconomic factors

will have a greater impact on the

earnings and stock prices of the

non-utility companies resulting in

larger systematic risk or betas.

T he application of Blume’s

equation to public utility

stocks generally results in larger

betas, since most raw utility betas

are less than 1. Therefore, appli-

cations of these betas to estimate

the cost of capital and an allowed

rate of return on common equity

possibly biases the required rate

of return or cost of common

equity, leading to an over-invest-

ment of capital as predicted by

Averch and Johnson in 1962,8

which preceded the trend in

prudency reviews that began to

occur in the 1980s. Although

reported public utility betas may

have been biased upward by the

vendors of beta that applied

Blume’s adjustment to public

utility betas, ex post prudency

reviews of ‘‘used and useful’’

assets defined and supported by

the Duquesne 1989 US Supreme

Court decision9 resulted in an

underinvestment of capital in

generation and transmission

assets, leading to electric brown-

outs and blackouts. This article

examines the behavior of the betas

of the population of publicly

traded U.S. energy utilities. In
., http://dx.doi.org/10.1016/j.tej.2013.09.017 61
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addition to evaluating the stabi-

lity of these betas over the period

from the January 1962 to Decem-

ber 2007, we also test whether or

not public utility betas are sta-

tionary or mean reverting toward

1 or perhaps a different level.
II. Background
Investor-owned public
utility regulatory

proceedings to change
rates for service almost

always involve
contentious litigation

on the fair rate of
return or cost of
common equity.
Investor-owned public utility

regulatory proceedings to change

rates for service almost always

involve contentious litigation on

the fair rate of return or cost of

common equity. Since the cost of

common equity is not observable,

it must be inferred from market

valuation models of common

equity. The differences in the

recommended allowed rates of

return resulting from necessary

subjective judgments in the

application of cost of common

equity models can easily mean

500 basis points or more in the

estimate. Therefore, both the

impact on customer rates for uti-

lity service and the profits of the

utilities are very sensitive to the

methods used to estimate the cost

of common equity and allowed

rate of return. The two most

commonly used models are the

Dividend Discount Model (DDM)

and the CAPM. We discuss the

use of CAPM for estimating the

cost of common equity for public

utilities. Our focus is on the use of

market-influential betas from the

major vendors of betas: Merrill

Lynch, Value Line, and Bloom-

berg. These vendors apply

Blume’s adjustment to raw betas

to estimate forward-looking
1040-6190/$–see front matter # 2013 Elsevier
betas. Blume10 performed an

empirical investigation, finding

that beta is non-stationary and has

a tendency to converge to 1. Bey in

1983 and Gombola and Kahl in

199011 found that utility betas are

non-stationary and concluded

that each utility beta’s non-sta-

tionarity must be viewed on an

individual stock basis, unlike the

recommendation of Blume which

adjusts all betas for their tendency

to approach 1. Similarly with
Gombola and Kahl, we find that

public utility betas have a ten-

dency to be less than 1. They

investigated the time series

properties of public utility betas

for their ability to be forecasted

whereas we are concerned with

the institutional reasons for the

trends in beta, the bias instilled in

cost of capital estimates assuming

that utility betas converge to one

and the widespread use and

applicability of the Blume

adjustment to public utility betas.

McDonald, Michelfelder and

Theodossiou in 201012 show that

use of OLS is problematic itself for

estimating betas as the nonnormal

nature of stock returns result in
Inc. All rights reserved., http://dx.doi.org/10.1016
beta estimates that are statistically

inefficient and possibly biased.

Blume’s equation is:

btþ1 ¼ 0:343þ 0:677bt (1)

where bt+1 is the foreasted or

projected beta for stock i based on

the most recent OLS estimate of

firm’s beta bt. For example if bt is

estimated using historical returns

from the most recent five years,

then the projected bt+1 may be

viewed as a forecast of the beta to

prevail during the next five years.

As mentioned earlier, Blume’s

equation implies a long-run mean

reversion of betas toward 1. The

long-run tendency of betas

implied by Blume’s equation can

be computed using the equation:

b ¼ 0:343

1� 0:677
¼ 1:0619 � 1 (2)

The same result can be obtained

by recursively predicting beta

until it converges to a final value.

This can only be appropriate for

stocks with average betas, as a

group, close to one. This is,

however, hardly the case for

public utility betas that are

generally less than 1 (as discussed

in detail below).

T he magnitude of adjustment

for Blume’s beta equation is

initially large and declines dra-

matically as the adjusted beta

approaches 1 either from below

(for betas lower than 1) or from

above (for betas greater than 1). In

this respect, the beta adjustment

step (size) will be larger for betas

further away from 1.

As we will see in the next

section, the median beta of the

public utilities studied ranges

between 0.08 and 0.74 over time,
/j.tej.2013.09.017 The Electricity Journal
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Occasionally,
an expert witness
in a public utility
rate case estimates
their own betas,
but they are
quickly repudiated
in rate
proceedings.

N

depending upon the period used.

Under the assumption that betas

for public utilities are consistent

with Blume’s equation, the next

period beta for a stock with a

current beta of 0.5, will be

bt+1 = 0.343 + 0.677 (0.5) = 0.6815,

implying a 36.3 percent (0.6815/

0.5) upward adjustment. On the

other hand a beta of 0.4 will be

adjusted to bt+1 = 0.343 + 0.677

(0.4) = 0.6138 which constitutes a

53.5 percent upward adjustment

and a beta of 0.3 will be adjusted

to 0.5461 or by 82.0 percent.

T he beta adjustment method

most widely disseminated

by the major beta vendors is the

Blume adjustment. Therefore, our

focus is on the Blume adjustment

for public utility betas and the

public utility cost of common

equity capital. Occasionally, an

expert witness in a public utility

rate case estimates their own

betas, but they are quickly repu-

diated in rate proceedings since

these betas are not disseminated

by influential stock analysts and

presumed not to be reflected in

the stock price. Section III dis-

cusses the data and empirical

analysis of the Blume adjustment

and its impact on the cost

of common equity for public

utilities.
III. Data and Empirical
Analysis
The data include monthly

holding period total returns for 57

publicly traded U.S. public utili-

ties for the period from January

1962 to December 2007 obtained
ovember 2013, Vol. 29, Issue 9 1040-6190/$–se
from the University of Chicago’s

Center for Research in Security

Prices (CRSP) database. The

sample includes all publicly

traded electric and electric and

gas combination public utilities

with SIC codes 4911 and 4931

listed in the CRSP database. All

non-U.S. public utilities traded in

the U.S. and non-utility stocks

were not included in the

dataset. The monthly holding

period total returns for each
stock as calculated in the CRSP

database were used for estimat-

ing betas of varying periods. The

monthly market total return is

the CRSP value-weighted total

return.

The computation of the betas is

based on the single index model,

also used in Blume:

Ri;t ¼ ai þ biRm;t þ ei;t; (3)

where Ri,t and Rm,t are total

returns for stock i and the market

during month t, ai, and bi are the

intercept and beta for stock i and

ei,t is a regression error term for

stock i. As previously mentioned,

OLS is the typical estimation

method used by many vendors of
e front matter # 2013 Elsevier Inc. All rights reserved
beta and is used in this investi-

gation.

Table 1 presents the mean and

median OLS beta estimates for the

57 utilities using 60, 84, 96, and

108 monthly returns respectively

over five different non-lapping

periods between December 1962

and December 2007. We also

performed the same empirical

analysis for periods of 4, 6, 10, 11,

12 and 13 years and the results

were similar; the results are not

shown for brevity but available

upon request. We used non-

overlapping periods to avoid

serial correlation and unit roots. If

we take, for example, 360 months

of time series of returns for a stock

and estimate 60-month rolling

betas moving one month forward

for each beta, this would result in

300 betas. Since only two of 60

observations would be unique

due to overlapping periods, the

error term would be highly seri-

ally correlated. A Blume-type

regression of these betas would

have a unit root, a coefficient of

one and an intercept near 0, and

therefore appear to follow a ran-

dom walk. Therefore, the

empirical nature of beta requires

that lags in the Blume equation

involve no overlapping time

periods.

T he mean and median betas

in Table 1 not only do not

rise toward 1 as the time period

moves forward; the betas gener-

ally decline. Table 2 includes OLS

regressions of the Blume equation

for the 5-, 7-, 8-, and 9-year betas.

We estimated five sets of 4-

through 13-year betas inclusively

for each public utility then
., http://dx.doi.org/10.1016/j.tej.2013.09.017 63
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Table 1: Mean and Median Betas for Varying Time Periods.

9-Year Periods 12/62–12/71 12/71–12/80 12/80–12/89 12/89–12/98 12/98–12/07

Mean 0.69 0.60 0.41 0.40 0.27

Median 0.68 0.57 0.40 0.36 0.22

8-Year Periods 12/67–12/75 12/75–12/83 12/83–12/91 12/91–12/99 12/99–12/07

Mean 0.76 0.39 0.45 0.27 0.33

Median 0.74 0.37 0.43 0.23 0.27

7-Year Periods 12/72–12/79 12/79–12/86 12/86–12/93 12/93–12/00 12/00–12/07

Mean 0.68 0.40 0.40 0.09 0.50

Median 0.65 0.39 0.38 0.06 0.47

5-Year Periods 12/77–12/82 12/82–12/87 12/87–12/92 12/92–12/97 12/97–12/02

Mean 0.36 0.38 0.53 0.49 0.12

Median 0.35 0.38 0.50 0.45 0.08

The following model was estimated for the sample of public utility stocks for five 60-, 84-, 96-, and 108-month non-overlapping periods. The ordinary least squares method was used

to estimate the parameters of the single index model:Ri,t = ai + biRm,t + ei,t

where Ri,t and Rm,t are total returns for stock i and the market during month t, ai,and bi is the intercept and capital asset pricing model beta for stock i, respectively, and ei,t is a

regression error term for stock i. The entire data series ranges from December 1962 to December 2007. The stock returns are the monthly holding period total returns from the CRSP

database. The market returns are the CRSP market value-weighted total returns.
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regressed the latter beta on the

previous period betas. The 5-, 7-,

8-, and 9-year equations are

shown for brevity. The diagnostic

statistics strongly refute the

validity of the Blume equation for

public utility stocks. Most of the

R2‘s are equal to or close to 0.00

and the largest is 0.09. Only one F-

statistic (tests the significance of

the equation estimation) is sig-

nificant and all but two slopes are

insignificant. Also shown is the

long-run beta implied from each

Blume model as shown in equa-

tion (2). They range from 0.08 to

0.59. Only one estimate, the first-

period 9-year Blume equation,

includes a positive and statisti-

cally significant slope and inter-

cept. The implied long-term beta

of that equation is 0.59, which is

substantially below one and the
1040-6190/$–see front matter # 2013 Elsevier
largest value of all estimates. As a

final and visual review of the

trends in betas, we developed and

plotted probability distribution

box plots developed by Tukey in

197713 for the 4- through 13-year

public utility betas. We have

shown only the 4- and 5-year beta

box plots as shown in Figures 1

and 2 for brevity (the 6- to 13-year

plots are available upon request).

Tukey box plots show the 25th

and 75th percentiles (the box

height), the 10th and 90th

percentiles (the whiskers), the

median (the line inside the box),

and the dispersion of the outlying

betas. The box plots should be

viewed as looking down on the

distributions of the betas. We

developed 4- through 13-year

beta box plots to review the

trend in shorter-term versus
Inc. All rights reserved., http://dx.doi.org/10.1016
longer-term betas. None of the 51

beta probability distributions dis-

play any tendency for betas to drift

toward one. The 5-, 6- and 7-year

betas have higher variances in the

last period relative to all other

periods. A few outlying betas are

greater than 2.0. This pattern is

consistent with the notion that

utility holding companies are

investing in risky ventures of

affiliates that can retain excess

returns should they be realized.

Note that the mean beta in

Figures 1 and 2 show the cyclical

nature of short-term utility betas

with a severe downturn in the late

1990s and a severe upswing in the

early 2000s. Generally, the box

plots show a long-term downward

trend in public utility betas.

I t is interesting to note that the

drop in beta occurred just after
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Table 2: Public Utility Blume Equation Estimates.

9-Year Betas b2 = f(b1) b3 = f(b2) b4 = f(b3) b5 = f(b4)

g0 0.463*** 0.318*** 0.480*** 0.235***

(0.074) (0.062) (0.096) (0.080)

g1 0.214** 0.153 �0.186 0.800

(0.102) (0.099) (0.227) (0.179)

Long Run b 0.59 0.38 0.41 0.26

R2 0.09 0.04 0.01 0.00

F-Statistic 4.43** 2.36 0.67 0.20

p-Value 0.04 0.13 0.42 0.65

8-Year Betas b2 = f(b1) b3 = f(b2) b4 = f(b3) b5 = f(b4)

g0 0.341*** 0.464*** 0.184** 0.321***

(0.083) (0.047) (0.088) (0.070)

g1 0.058 �0.034 0.193 0.035

(0.106) (0.115) (0.189) (0.220)

Long Run b 0.36 0.45 0.23 0.33

R2 0.01 0.00 0.02 0.00

F-Statistic 0.30 0.09 1.04 0.02

p-Value 0.58 0.76 0.31 0.88

7-Year Betas b2 = f(b1) b3 = f(b2) b4 = f(b3) b5 = f(b4)

g0 0.370*** 0.375*** 0.074 0.491***

(0.081) (0.052) (0.075) (0.049)

g1 0.048 0.059 0.036 0.128

(0.115) (0.122) (0.179) (0.259)

Long Run b 0.39 0.40 0.08 0.56

R2 0.00 0.00 0.00 0.00

F-Statistic 0.17 0.23 0.04 0.24

p-Value 0.68 0.63 0.84 0.62

5-Year Betas b2 = f(b1) b3 = f(b2) b4 = f(b3) b5 = f(b4)

g0 0.329*** 0.474*** 0.321*** 0.106*

(0.047) (0.086) (0.088) (0.061)

g1 0.151 0.137 0.316** 0.019

(0.119) (0.213) (0.157) (0.111)

Long Run b 0.39 0.55 0.47 0.11

R2 0.03 0.01 0.07 0.00

F-Statistic

p-Value 1.62 0.41 4.07 0.03

0.21 0.52 0.05 0.87

The following Blume equation was estimated using the betas of public utility stocks for five 60-, 84-, 96-, and 108-month non-

overlapping periods. The ordinary least squares method was used to estimate the parameters of the following model:bi,t+1 = g0 +

g1bi,t + ei,t.

where bi,t+1 is the OLS estimated CAPM beta for stock i, bi,t is the previous period beta for stock i, g0 and g1 are the intercept and slope

of the Blume equation, and et is the regression error term. The time subscripts on the betas refer to the time periods of estimation from

Table 1. For example, b5 in the 9 year panel refers to the beta estimated for each stock using the returns data from December 1998 to

December 2007. The long-run b = g0/(1 � g1); it can also be found by solving recursively for the next period beta until it converges on a

final value. Newey-West autocorrelation and heteroskedasticity consistent standard errors are in parentheses.
* Significance at 0.10 level.
** Significance at 0.05 level.
*** Significance at 0.01 level.
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deregulation of the wholesale

electricity market in April 1996.

This is inconsistent with the buf-

fering theory of Peltzman and

Binder and Norton14 who found

that regulation buffers the vola-

tility of cash flows of public uti-

lities from the vicissitudes of

competition and business cycles

and therefore reduces their sys-

tematic risk. However, this is

consistent with Koble and Tye’s

199015 theory of asymmetric reg-

ulation and the empirical findings

of Michelfelder and Theodossiou

in 2008,16 who found that

asymmetric regulation is asso-

ciated with down-market public

utility betas greater than their up-

market betas. Adverse asym-

metric regulation began in the

1980s and resulted in an upper

boundary for public utilities’

allowed rates of return equal to

the cost of capital. If public utili-

ties were granted an opportunity

to earn their cost of common

equity, regulators frequently

would disallow specific invest-

ments ex post from earning the

allowed rate of return if they

were deemed ‘‘not used and

useful,’’ even though they were

deemed to be prudent when the

decision was made to make these

investments. The result was that

utilities were not truly granted

the opportunity to earn their

allowed rate of return. If they

happened to over-earn their

allowed rate of return due to

higher than anticipated demand

forecasts, ‘‘excess’’ returns were

taken away. This became known

as regulatory risk, quantified as a

risk premium in the cost of
., http://dx.doi.org/10.1016/j.tej.2013.09.017 65
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Figure 1: Boxplots of Utility Stock Betas Using 4 Year Periods Data
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common equity. Michelfelder

and Theodossiou in 200817 also

concluded that public utility

stocks are no longer defensive

stocks dampening the down-

ward behavior of otherwise less

diversified portfolio returns in

down markets.
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T herefore, some suggest that

deregulation may have

‘‘buffered’’ utility cash flows from

regulatory risk, i.e., the chance

that regulation would impose

disappointing allowed rates of

return in the manner described

above. The advent of generation
1990 1995 2000 2005 2010

r the median; whiskers give the 10th and 90th Percentiles.

g 5 Year Periods Data
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deregulation caused electric uti-

lities with generating plants to no

longer face regulatory risk on over

50 percent of their asset base. This

is consistent with falling betas

after deregulation of electric

generation. The Brattle Group in

200418 found the same result in a

research project for the Edison

Electric Institute, an electric utility

trade and lobbying organization.

They found that electric utility

betas fell after deregulation.

We suggest that it may be due

to the relief of deregulation from

asymmetric regulation. In any

case, we find that the Blume

adjustment toward 1 is not sup-

ported by our empirical results.

This adjustment suggests that in

the long run, all public utilities

(and all firms) would gravitate

toward the same risk and return.

Our results herein suggest that

the Blume adjustment is inap-

propriate for public utilities as it

assumes that public utility betas

are moving toward one in the

long run as are non-utility com-

pany betas.

W e perform a simple cal-

culation to show the

impact of a biased beta on public

utility revenues. We calculate the

common equity risk premium on

the market as the annual total

return for the CRSP market return

from 1926 to 2007 to be approxi-

mately 12 percent and the average

return on a three-month T-Bill to

be about 4 percent. The long-term

common equity risk premium is 8

percent. The difference between a

beta of 0.50 and a Blume adjusted

beta of .67 would result in a dif-

ference in cost of common equity
/j.tej.2013.09.017 The Electricity Journal
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N

of 136 basis points. Using a com-

mon equity ratio of 0.50, this

would impact the weighted

average rate of return by 68

points. Assuming a rate base of $5

billion (the level for a moderately

large electric utility), the differ-

ence in ‘‘allowed’’ net income

would be 0.0068 � $5 billion, or,

$34 million. Assuming a 37.5

percent income tax rate, the

increase in revenues required to

earn the additional $34 million

would be $54 million. This is

obviously a substantial difference.

It is important for us to stress in

this example that we do not

necessarily advocate these inputs

for the recommended cost of

common equity for a utility with a

raw beta of 0.50. The deliberation

in recommending the cost of

common equity is performed with

a careful and detailed analysis of

the company and stock, referral to

more than one valuation model of

the cost of common equity esti-

mation and expert judgment.
IV. Conclusion
Major vendors of CAPM betas

such as Merrill Lynch, Value Line,

and Bloomberg distribute Blume-

adjusted betas to investors. We

have shown empirically that

public utility betas do not have a

tendency to converge to 1. Short-

term betas of public utilities fol-

low a cyclical pattern with recent

downward trends, then upward

structural breaks with long-term

betas following a downward

trend. We estimate the Blume

equation for electric and gas
ovember 2013, Vol. 29, Issue 9 1040-6190/$–se
public utilities, finding that all

but one equation is statistically

insignificant. The single signifi-

cant equation implies a long-

term convergence of beta to

approximately 0.59. During our

nearly 45-year study period, the

median beta ranged from 0.08

to 0.74. Therefore the Blume

equation overpredicts utility

betas and Blume-adjustments
of utility betas are not

appropriate.

W e are not suggesting that

betas should not be

adjusted for prediction. Rather, the

measurement period and subjec-

tive adjustment to beta should be

based upon the likely future trend

in peer group or public utility betas,

or the specific utility’s beta, not the

trend in betas for all stocks in

general. The time pattern of utility

betas is obviously more complex

than a smooth curvilinear adjust-

ment, or for that matter, any

adjustment toward one. Nor do we

suggest as an alternative the use of

raw or unadjusted betas in an

application of the CAPM to esti-

mate a public utility’s cost of

common equity.&
e front matter # 2013 Elsevier Inc. All rights reserved
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One Hundred Years of Bond History Means Bears 
Fated to Lose
By Daniel Kruger and Liz Capo McCormick - Dec 8, 2014 

If you’re convinced the plummet in yields of U.S. government bonds is an aberration, it may be 

because you haven’t been in the business long enough. 

With the longest-dated Treasuries now yielding less than half the 6.8 percent average over the past 

five decades, it’s not hard to see why forecasters say they’re bound to rise as the Federal Reserve

prepares to raise interest rates following the most aggressive stimulus measures in its 100-year 

history. Yet compared with levels that prevailed in the half-century before that, yields are in line 

with the norm. 

For David Jones, the former vice chairman at Aubrey G. Lanston & Co. and a 51-year bond veteran, 

the notion that Treasury yields are too low is being shaped by traders, money managers and 

economists who began their careers in the wake of runaway inflation surpassing 10 percent in the 

1970s and 1980s. With U.S. consumer prices rising at the slowest pace in five decades and 

economic growth weakening around the world, today’s bond market may now be reverting back to 

form, he said. 

“We have come full circle,” Jones, 76, said by telephone on Dec. 1 from Denver. “Rather than 

decrying how low interest rates are and expecting them to shoot higher, it may be that we’re in 

more normal territory than we thought we were.” 

Since the financial crisis, yields on Treasuries of all maturities have fallen as the Fed attempted to 

restore demand in the U.S. by dropping its overnight target rate close to zero and buying bonds to 

suppress long-term borrowing costs. 

Bull Case 

The 5.1 percent rally in U.S. government debt this year has pushed down yields even further, 

surprising everyone on Wall Street who anticipated the central bank’s unprecedented stimulus 

would lead to stronger economic growth, faster inflation and ultimately higher borrowing costs. 
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Yields on 30-year bonds, the longest-term debt securities issued by the Treasury Department, have 

fallen a full percentage point this year to 2.95 percent as of 9:25 a.m. in New York today. At the 

start of 2014, forecasters said they would rise 0.28 percentage point to 4.25 percent. 

Economists and strategists in a Bloomberg survey are sticking to their calls that yields will rise and 

predicting those on long-term Treasuries will reach 3.88 percent next year. 

Lacy Hunt, the 72-year-old chief economist at Hoisington Investment Management, says lackluster 

demand and inflation will likely keep yields low for years to come as the U.S. contends with record 

debt levels. 

Even though the Fed inundated the U.S. economy with almost $4 trillion of cheap cash with its 

bond buying, growth has averaged 1.8 percent a year since 2009. In the seven expansions dating 

back to the 1960s, growth averaged almost 4 percent. 

History Lesson 

Inflation, which erodes the value of fixed-income payments, has failed to reach the Fed’s 2 percent 

target for 30 straight months based on its preferred measure. The U.S. consumer price index has 

risen an average 1.62 percent over the past five years, the least since the five-year period ended in 

1965. 

“Over time, what drives the bond yield is the inflationary expectations,” Hunt said by telephone on 

Dec. 2. “If you wring all the inflationary expectations out, you are going down to 2 percent on the 

long bond over the next several years. That is the path that we are on.” 

Based on bond yields, inflation expectations over the next 30 years have fallen below 2 percent and 

reached a three-year low of 1.96 percent at the end of last month. 

Those levels are more akin to inflation rates that were prevalent in the five decades after the Fed 

was established in 1913. Living costs rose an average 2.45 percent annually during that span, 

versus 4.3 percent in the half-century since, according to data compiled by the Labor Department. 

Great Society 

Long-term U.S. bond yields were also lower in the earlier period, averaging about 3.1 percent, 

according to more than 100 years of data provided by Austin, Texas-based Hoisington. 

Forecasters have continued to anticipate higher borrowing costs partly because recent history has 

been marked by periods of elevated inflation, said Ray Stone, a Princeton, New Jersey-based 

managing director at Stone & McCarthy Research Associates. 
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“Those of us that grew up in the 1970s and when there were very high interest rates in the early 

1980s might think that that is the norm,” Stone, who began his career at the New York Fed in 1973, 

said by telephone Dec. 3. “But it’s not. What prevailed before then is probably more indicative of 

the norm.” 

Yields on the longest-term U.S. government bonds started to rise to unprecedented levels in the 

1960s as government spending increased with the Vietnam War and the social welfare programs of 

the Great Society under President Lyndon B. Johnson. 

Oil Shock 

In the 1970s, oil shocks stemming from the 1973 embargo by the Organization of Petroleum 

Exporting Countries and the Iranian revolution in 1979, as well as the easy-money policies by the 

Fed during the Nixon administration, caused annual consumer prices to soar as much as 14.8 

percent in March 1980. 

Yields on 30-year Treasuries followed, surging to a record 15 percent in October 1981. 

While former Fed Chairman Paul Volcker was credited with finally breaking the inflationary cycle 

by raising interest rates to 20 percent that year, at least one bond veteran says the three-decade 

bull market in bonds that ensued may finally be over as the central bank tightens policy. His name? 

Bill Gross. 

“Prepare for at least a halt of asset appreciation engineered upon a false central bank premise of 

artificial yields,” Gross, 70, who left Pacific Investment Management Co. in September to join 

Janus Capital Group Inc., wrote in his investment outlook for December. 

Less than two months earlier, billionaire hedge-fund manager Paul Tudor Jones said there’s a 

bubble in debt globally that will burst and that “the piper will be paid one day.” 

Secular Bear 

Signs that the trillions of dollars of stimulus by the Fed will lead to a pickup in inflation may 

already be emerging. Last month, the economy created more jobs than at any time in almost three 

years, helping trigger a 0.4 percent jump in average hourly wages that was the biggest in 17 

months. 

Before November, earnings remained flat or rose just 0.1 percent in five of the prior eight months. 

Economists also anticipate that 3 percent economic growth in the U.S. next year, which would be 

the fastest in a decade, will compel the Fed to raise rates in the second quarter of 2015. 
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“We’re in a transition period between secular bull and bear markets in bonds,” Stewart Taylor, a 

money manager at Boston-based Eaton Vance Management, which oversees $294 billion, said by 

telephone on Dec. 4. 

Even as the U.S. economy gains momentum, a slowdown abroad may help keep Treasuries in 

demand as central banks in Europe and Japan step up their own stimulus measures. 

No Return 

With the inflation rate for the 18-nation euro area matching a five-year low in November and 

Japan falling into a recession, JPMorgan Chase & Co. estimates their central banks will buy $1.1 

trillion of debt in 2015 to support demand. 

That’s already made Treasuries more attractive on a relative basis, with 10-year German bunds

yielding 1.58 percentage points less than similar-maturity Treasuries today, the widest since 1999. 

The gap between the U.S. and Japan is even greater at 1.88 percentage points. 

“It’s more of a structural shift related to globally low yields,” Jennifer Vail, the head of fixed income 

at U.S. Bank Wealth Management, which oversees $115 billion, said by telephone. “It’s driving a lot 

of money into our market.” 

A price war between OPEC and U.S. shale oil drillers is also likely to keep inflationary pressures 

tied to energy from building. The price of the U.S. benchmark grade has plummeted 33 percent this 

year and reached a five-year low of $63.72 a barrel on Dec. 1. Since soaring to a record of $147.27 

in July 2008, prices fallen by about half. During the oil shock in the late 1970s and early 1980s, 

crude prices more than tripled. 

“Inflation is a non-story, and as long as inflation is a non-story, we’re not going back to those 

elevated yield levels,” David Robin, an interest-rate strategist at Newedge, an institutional 

brokerage firm, said in a Dec. 3 telephone interview in New York. “We’re not going back there.” 
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Unstoppable $100 Trillion Bond Market Renders 
Models Useless
By Susanne Walker and Liz Capo McCormick - Jun 2, 2014

If the insatiable demand for bonds has upended the models you use to value them, you’re not 

alone. 

Just last month, researchers at the Federal Reserve Bank of New York retooled a gauge of relative 

yields on Treasuries, casting aside three decades of data that incorporated estimates for market 

rates from professional forecasters. Priya Misra, the head of U.S. rates strategy at Bank of America 

Corp., says a risk metric she’s relied on hasn’t worked since March. 

After unprecedented stimulus by the Fed and other central banks made many traditional models 

useless, investors and analysts alike are having to reshape their understanding of cheap and 

expensive as the global market for bonds balloons to $100 trillion. With the world’s biggest 

economies struggling to grow and inflation nowhere in sight, catchphrases such as “new neutral” 

and “no normal” are gaining currency to describe a reality where bonds are rallying the most in a 

decade. 

Related:

• Bond Bankers Have 144 Reasons to Fret Over Underwriting Frenzy

• You’re All Whales in the Bond Market Now

• Opinion: Adam Smith vs. Keynes and Minsky

“The world’s gotten more complicated and it’s a little different,” James Evans, a New York-based 

money manager at Brown Brothers Harriman & Co., which oversees $30 billion, said in a 

telephone interview on May 30. “As far as predicting direction up and down, I don’t think they 

have much value,” referring to bond-market models used by forecasters. 

Flawed Consensus 

With the Fed paring its $85 billion-a-month bond buying program this year and economists calling 

for the five-year-long U.S. expansion to finally take off, Wall Street prognosticators said at the start 
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of the year that yields were bound to rise as central banks began employing tighter monetary 

policies. 

Instead, investors poured into bonds of all types as global growth weakened, disinflation emerged 

in Europe and tensions between Ukraine and Russia intensified. 

Globally, bonds have returned an average 3.89 percent this year for the biggest year-to-date gain 

since 2003, index data compiled by Bank of America Merrill Lynch show. The advance decreased 

yields on 10-year Treasuries by more than a half percentage point to 2.48 percent, the fastest pace 

over the same span since 1995, while borrowing costs for the riskiest U.S. companies tumbled to a 

record 5.94 percent last week. 

Benchmark Treasury 10-year note yields rose six basis points, or 0.06 percentage point, to 2.53 

percent as of 3:36 p.m. in New York. 

In developed countries, benchmark yields in 24 of 25 nations tracked by Bloomberg have fallen this 

year, with those in Italy and Spain closing below 3 percent for the first time. 

‘How Wrong’ 

“I don’t expect the consensus to be right, I’m just surprised by how wrong it has been,” Jim Bianco, 

president of Chicago-based Bianco Research LLC, said by telephone on May 28. 

The seemingly unstoppable rally has caused bond-market professionals to reassess whether they’re 

using the right tools. 

At the New York Fed, researchers Tobias Adrian, Richard Crump, Benjamin Mills and Emanuel 

Moench on May 12 released an updated methodology for a metric known as the term premium, 

which can be used to determine whether 10-year Treasuries are cheap or expensive relative to short

-term rates. 

After stripping out all human predictions and using only market prices to calculate future 

expectations, the researchers found the extra yield longer-term Treasuries offered has been 

“considerably higher since the onset of the financial crisis” than previous models, according to 

their blog post that included the data. That may be because the metric now suggests the Fed’s short

-term interest rate may not rise as high as survey-based results predicted, wrote the economists. 

Old Model 
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Based on the old model, last updated on March 31, the term premium on 10-year notes was 0.25 

percentage point, versus 0.96 percentage point on the same day using the current methodology. 

The reading was at 0.67 percentage point last week. 

The researchers declined to comment beyond the blog post, according to Eric Pajonk, a spokesman 

at the New York Fed. 

Bank of America’s Misra says she stopped looking at the gap between the rate on 10-year interest-

rate swaps and yields on benchmark government debt as a measure of risk. 

The gauge, which usually widens as investors seek out haven assets in times of stress, is being 

distorted as those betting on losses in Treasuries have unwound their trades, she said. 

Hedge funds and other large speculators cut their net short positions in 10-year note futures by the 

most since February as of May 27, according to data from the U.S. Commodity Futures Trading 

Commission. Primary dealers, which had net short positions in March for the first time since 2011, 

have since reversed those wagers, data compiled by Bloomberg show. 

Forced Buying 

“Everyone is short and they are forced to cover,” Misra said by telephone on May 28. 

While economists and strategists have reduced their yield forecasts, they’re still sticking to the view 

borrowing costs will end the year higher as the economy gains momentum. 

They now see yields on 10-year Treasuries rising to 3.25 percent by year-end as the economy 

accelerates 3.1 percent in 2015, estimates compiled by Bloomberg show. At the start of the year, the 

median yield forecast was 3.44 percent. 

Investors risk becoming lulled into complacency by six years of near-zero U.S. interest rates at a 

time when yields are so low, according to Zach Pandl, the Minneapolis-based senior interest-rate 

strategist at Columbia Management Investment Advisers, which oversees $340 billion. 

Pandl, who developed his own version of the term premium, maintains that U.S. government 

bonds are too expensive. 

“The Treasury market is overvalued,” he said by telephone on May 28. “The funds rate has been at 

zero for so long so it becomes difficult to envision it being higher at all. Monetary policy is closer to 

exit.” 
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Biggest Mistake 

Traditional models are failing to explain the resilience of fixed-income assets as central banks led 

by the Fed pump trillions of dollars into their economies and suppress short-term rates at 

historical lows, according to Bianco. 

The Fed, Bank of Japan and Bank of England all have quantitative-easing programs in place, while 

at least two dozen nations have dropped benchmark rates to 1 percent or less. 

“The biggest mistake for people is they think interest rates are merely a projection of where the 

economy is supposed to go,” Bianco said. “It’s the Fed and the way they have changed the 

marketplace.” He foresees that yields on 10-year notes will end the year at 2 percent to 2.5 percent. 

Fed Chair Janet Yellen said on May 7 there will be “considerable time” before the central bank 

raises its benchmark rate as slack in the jobs market keeps inflation below its 2 percent target. 

Household spending declined in April, while the world’s largest economy contracted in the first 

quarter for the first time since 2011, government reports showed last week. 

“Given the outlook for the global economy and inflation, bonds are not a bad place to be,” Gary 

Pollack, the New York-based head of fixed-income trading at Deutsche Bank AG’s private-wealth 

management unit, which oversees $12 billion, said in a telephone interview on May 28. 

To contact the reporters on this story: Susanne Walker in New York at swalker33@bloomberg.net; 

Liz Capo McCormick in New York at emccormick7@bloomberg.net

To contact the editors responsible for this story: Dave Liedtka at dliedtka@bloomberg.net Michael 

Tsang
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How Interest Rates Keep Making People on Wall Street Look Like Fools  

 

Will this be the year they get it right? 

 

 

 

 

 

 

If there’s one call that investors and economists almost always seem to get wrong, it’s the direction of 

long-term interest rates. For years economists have been predicting that rates would rise, yet rates have 

been on a downtrend for ages. 

 

Over the years, a variety of reasons have been given for the forecasted rise. Inflation and the amount of 

government spending have often been cited. You also frequently hear that “rates have nowhere to go 

but up,” yet it turns out that yes, they can keep getting lower. 

http://www.bloomberg.com/news/articles/2015-03-16/how-interest-rates-keep-making-people-on-wall-street-look-like-fools
http://www.bloomberg.com/news/articles/2015-03-16/how-interest-rates-keep-making-people-on-wall-street-look-like-fools


 

The ongoing decline in interest rates isn’t just a U.S. phenomenon, either. In Europe, many government 

bonds now carry negative interest rates—a decline some wouldn’t have thought possible. In Japan, the 

term “the widowmaker” has been used to describe the perpetually losing trade of betting on higher 

government rates. 

 

 

 

 

So why have rates declined so intensely over the years? Inflation has been on a steady downtrend in 

most places. And as societies get older, the demand for ultra-safe assets, such as government bonds, 

gets bigger. 

 

And yes, in 2015, analysts are once again predicting higher rates. 
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Supreme Court of the United States 
BLUEFIELD WATERWORKS & IMPROVEMENT 

CO. 
v. 

PUBLIC SERVICE COMMISSION OF WEST 
VIRGINIA et al. 

No. 256. 
 

Argued January 22, 1923. 
Decided June 11, 1923. 

 
In Error to the Supreme Court of Appeals of West 
Virginia. 
 
Proceedings by the Bluefield Waterworks & 
Improvement Company against the Public Service 
Commission of the State of West Virginia and others 
to suspend and set aside an order of the Commission 
fixing rates. From a judgment of the Supreme Court 
of West Virginia, dismissing the petition, and 
denying the relief (89 W. Va. 736, 110 S. E. 205), the 
Waterworks Company bring error. Reversed. 
 

West Headnotes 
 
Constitutional Law 92 298(1.5) 
 
92 Constitutional Law 
     92XII Due Process of Law 
          92k298 Regulation of Charges and Prices 
               92k298(1.5) k. Public Utilities in 
General. Most Cited Cases 
Rates which are not sufficient to yield a reasonable 
return on the value of the property used in public 
service at the time it is being so used to render the 
service are unjust, unreasonable, and confiscatory, 
and their enforcement deprives the public utility 
company of its property, in violation of the 
Fourteenth Amendment of the Constitution. 
 
Constitutional Law 92 298(3) 
 
92 Constitutional Law 
     92XII Due Process of Law 
          92k298 Regulation of Charges and Prices 
               92k298(3) k. Water and Irrigation 
Companies. Most Cited Cases 
Under the due process clause of the Fourteenth 
Amendment of the Constitution, U.S.C.A., a 

waterworks company is entitled to the independent 
judgment of the court as to both law and facts, where 
the question is whether the rates fixed by a public 
service commission are confiscatory. 
 
Waters and Water Courses 405 203(10) 
 
405 Waters and Water Courses 
     405IX Public Water Supply 
          405IX(A) Domestic and Municipal 
Purposes 
               405k203 Water Rents and Other 
Charges 
                    405k203(10) k. Reasonableness 
of Charges. Most Cited Cases 
It was error for a state public service commission, in 
arriving at the value of the property used in public 
service, for the purpose of fixing the rates, to fail to 
give proper weight to the greatly increased cost of 
construction since the war. 
 
Waters and Water Courses 405 203(10) 
 
405 Waters and Water Courses 
     405IX Public Water Supply 
          405IX(A) Domestic and Municipal 
Purposes 
               405k203 Water Rents and Other 
Charges 
                    405k203(10) k. Reasonableness 
of Charges. Most Cited Cases 
A public utility is entitled to such rates as will permit 
it to earn a return on the value of the property which 
it employs for the convenience of the public equal to 
that generally being made at the same time and in the 
same general part of the country on investments in 
other business undertakings which are attended by 
corresponding risks and uncertainties, but it has no 
constitutional right to such profits as are realized or 
anticipated in highly profitable enterprises or 
speculative ventures. 
 
Waters and Water Courses 405 203(10) 
 
405 Waters and Water Courses 
     405IX Public Water Supply 
          405IX(A) Domestic and Municipal 
Purposes 
               405k203 Water Rents and Other 
Charges 
                    405k203(10) k. Reasonableness 
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of Charges. Most Cited Cases 
Since the investors take into account the result of past 
operations as well as present rates in determining 
whether they will invest, a waterworks company 
which had been earning a low rate of returns through 
a long period up to the time of the inquiry is entitled 
to return of more than 6 per cent. on the value of its 
property used in the public service, in order to justly 
compensate it for the use of its property. 
 
Federal Courts 170B 504.1 
 
170B Federal Courts 
     170BVII Supreme Court 
          170BVII(E) Review of Decisions of State 
Courts 
               170Bk504 Nature of Decisions or 
Questions Involved 
                    170Bk504.1 k. In General. Most 
Cited Cases 
 (Formerly 106k394(6)) 
A proceeding in a state court attacking an order of a 
public service commission fixing rates, on the ground 
that the rates were confiscatory and the order void 
under the federal Constitution, is one where there is 
drawn in question the validity of authority exercised 
under the state, on the ground of repugnancy to the 
federal Constitution, and therefore is reviewable by 
writ of error. 
 
 
**675 *680 Messrs. Alfred G. Fox and Jos. M. 
Sanders, both of Bluefield, W. Va., for plaintiff in 
error. 
Mr. Russell S. Ritz, of Bluefield, W. Va., for 
defendants in error. 
 
*683 Mr. Justice BUTLER delivered the opinion of 
the Court. 
Plaintiff in error is a corporation furnishing water to 
the city of Bluefield, W. Va., **676 and its 
inhabitants. September 27, 1920, the Public Service 
Commission of the state, being authorized by statute 
to fix just and reasonable rates, made its order 
prescribing rates. In accordance with the laws of the 
state (section 16, c. 15-O, Code of West Virginia 
[sec. 651]), the company instituted proceedings in the 
Supreme Court of Appeals to suspend and set aside 
the order. The petition alleges that the order is 
repugnant to the Fourteenth Amendment, and 
deprives the company of its property without just 

compensation and without due process of law, and 
denies it equal protection of the laws. A final 
judgment was entered, denying the company relief 
and dismissing its petition. The case is here on writ of 
error. 
 
 [1] 1. The city moves to dismiss the writ of error for 
the reason, as it asserts, that there was not drawn in 
question the validity of a statute or an authority 
exercised under the state, on the ground of 
repugnancy to the federal Constitution. 
 
The validity of the order prescribing the rates was 
directly challenged on constitutional grounds, and it 
was held valid by the highest court of the state. The 
prescribing of rates is a legislative act. The 
commission is an instrumentality of the state, 
exercising delegated powers. Its order is of the same 
force as would be a like enactment by the 
Legislature. If, as alleged, the prescribed rates are 
confiscatory, the order is void. Plaintiff in error is 
entitled to bring the case here on writ of error and to 
have that question decided by this court. The motion 
to dismiss will be denied. See *684Oklahoma Natural 
Gas Co. v.  Russell, 261 U. S. 290, 43 Sup. Ct. 353, 
67 L. Ed. 659, decided March 5, 1923, and cases 
cited; also Ohio Valley Co. v. Ben Avon Borough, 
253 U. S. 287, 40 Sup. Ct. 527, 64 L. Ed. 908. 
 
2. The commission fixed $460,000 as the amount on 
which the company is entitled to a return. It found 
that under existing rates, assuming some increase of 
business, gross earnings for 1921 would be $80,000 
and operating expenses $53,000 leaving $27,000, the 
equivalent of 5.87 per cent., or 3.87 per cent. after 
deducting 2 per cent. allowed for depreciation. It held 
existing rates insufficient to the extent of 10,000. Its 
order allowed the company to add 16 per cent. to all 
bills, excepting those for public and private fire 
protection. The total of the bills so to be increased 
amounted to $64,000; that is, 80 per cent. of the 
revenue was authorized to be increased 16 per cent., 
equal to an increase of 12.8 per cent. on the total, 
amounting to $10,240. 
 
As to value: The company claims that the value of 
the property is greatly in excess of $460,000. 
Reference to the evidence is necessary. There was 
submitted to the commission evidence of value which 
it summarized substantially as follows: 

 
 
a. Estimate by company's engineer  
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on. 
  basis of reproduction new, less.  
  depreciation, at prewar prices. $  624,548 00
b. Estimate by company's engineer 

on. 
 

  basis of reproduction new, less.  
  depreciation, at 1920 prices. 1,194,663 00
c. Testimony of company's engineer.  
  fixing present fair value for rate.  
  making purposes. 900,000 00
d. Estimate by commissioner's 

engineer on.
 

  basis of reproduction new, less.  
  depreciation at 1915 prices, plus.  
  additions since December 31, 

1915, at. 
 

  actual cost, excluding Bluefield.  
  Valley waterworks, water rights,.  
  and going value. 397,964 38
e. Report of commission's statistician.  
  showing investment cost less.  
  depreciation. 365,445 13
f. Commission's valuation, as fixed 

in. 
 

  case No. 368 ($360,000), plus 
gross. 

 

  additions to capital since made.  
  ($92,520.53). 452,520 53
 
*685 It was shown that the prices prevailing in 1920 were 
nearly double those in 1915 and pre-war time. The 
company did not claim value as high as its estimate of 
cost of construction in 1920. Its valuation engineer 
testified that in his opinion the value of the property was 
$900,000-a figure between the cost of construction in 
1920, less depreciation, and the cost of construction in 
1915 and before the war, less depreciation. 
 
The commission's application of the evidence may be 
stated briefly as follows: 
 

As to ‘a,’ supra: The commission deducted $204,000 from 
the estimate (details printed in the margin), FN1 leaving 
approximately $421,000, which it contrasted with the 
estimate of its own engineer, $397,964.38 (see ‘d,’ supra). 
It found that there should be included $25,000 for the 
Bluefield Valley waterworks plant in Virginia, 10 per 
cent. for going value, and $10,000 for working capital. If 
these be added to $421,000, there results $500,600. This 
may be compared with the commission's final figure, 
$460,000. 
 
 

FN1 
 
 
Difference in depreciation allowed. $ 49,000
Preliminary organization and development.  
 cost. 14,500
Bluefield Valley waterworks plant. 25,000
Water rights. 50,000
Excess overhead costs. 39,000
Paving over mains. 28,500
 $204,000
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*686 As to ‘b’ and ‘c,’ supra: These were given no weight 
by the commission in arriving at its final figure, $460,000. 
It said: 
‘Applicant's plant was originally constructed more than 
twenty years ago, and has been added to from time to time 
as the progress and development of the community 
required. For this reason, it would be unfair to its 
consumers to use as a basis for present fair value the 
abnormal prices prevailing during the recent war period; 
but, when, as in this case, a part of the plant has been 
constructed or added to during that period, in fairness to 
the applicant, consideration must be given to the cost of 
such expenditures made to meet the demands of the 
public.' 
 
 
**677 As to ‘d,’ supra: The commission, taking $400,000 
(round figures), added $25,000 for Bluefield Valley 
waterworks plant in Virginia, 10 per cent. for going value, 
and $10,000 for working capital, making $477,500. This 
may be compared with its final figure, $460,000. 
 
As to ‘e,’ supra: The commission, on the report of its 
statistician, found gross investment to be $500,402.53. Its 
engineer, applying the straight line method, found 19 per 
cent. depreciation. It applied 81 per cent. to gross 
investment and added 10 per cent. for going value and 
$10,000 for working capital, producing $455,500. FN2 
This may be compared with its final figure, $460,000. 
 

 
FN2 As to ‘e’: $365,445.13 represents 
investment cost less depreciation. The gross 
investment was found to be $500,402.53, 
indicating a deduction on account of depreciation 
of $134,957.40, about 27 per cent., as against 19 
per cent. found by the commission's engineer. 

 
As to ‘f,’ supra: It is necessary briefly to explain how this 
figure, $452,520.53, was arrived at. Case No. 368 was a 
proceeding initiated by the application of the company for 
higher rates, April 24, 1915. The commission made a 
valuation as of January 1, 1915. There were presented two 
estimates of reproduction cost less depreciation, one by a 
valuation engineer engaged by the company, *687 and the 
other by a valuation engineer engaged by the city, both 
‘using the same method.’ An inventory made by the 
company's engineer was accepted as correct by the city 
and by the commission. The method ‘was that generally 
employed by courts and commissions in arriving at the 
value of public utility properties under this method.’ and 
in both estimates ‘five year average unit prices' were 
applied. The estimate of the company's engineer was 
$540,000 and of the city's engineer, $392,000. The 
principal differences as given by the commission are 
shown in the margin. FN3 The commission disregarded 
both estimates and arrived at $360,000. It held that the 
best basis of valuation was the net investment, i. e., the 
total cost of the property less depreciation. It said: 
 
 

FN3 

 
 
  Company City

  Engineer. Engineer.
1. Preliminary costs. $14,455 $1,000
2. Water rights. 50,000 Nothing
3. Cutting pavements over.   
   mains. 27,744 233
4. Pipe lines from gravity.   
   springs. 22,072 15,442
5. Laying cast iron street.   
   mains. 19,252 15,212
6. Reproducing Ada springs. 18,558 13,027
7. Superintendence and.   
   engineering. 20,515 13,621
8. General contingent cost. 16,415 5,448
  $189,011 $63,983
 
 
‘The books of the company show a total gross investment, 

since its organization, of $407,882, and that there has 
been charged off for depreciation from year to year the 
total sum of $83,445, leaving a net investment of 
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$324,427. * * * From an examination of the books * * * it 
appears that the records of the company have been 
remarkably well kept and preserved. It therefore seems 
that, when a plant is developed under these conditions, the 
net investment, which, of course, means the total gross 
investment less depreciation, is the very best basis of 
valuation for rate making purposes and that the other 
methods above referred to should *688 be used only when 
it is impossible to arrive at the true investment. Therefore, 
after making due allowance for capital necessary for the 
conduct of the business and considering the plant as a 
going concern, it is the opinion of the commission that the 
fair value for the purpose of determining reasonable and 
just rates in this case of the property of the applicant 
company, used by it in the public service of supplying 
water to the city of Bluefield and its citizens, is the sum of 
$360,000, which sum is hereby fixed and determined by 
the commission to be the fair present value for the said 
purpose of determining the reasonable and just rates in 
this case.' 
 
In its report in No. 368, the commission did not indicate 
the amounts respectively allowed for going value or 
working capital. If 10 per cent. be added for the former, 
and $10,000 for the latter (as fixed by the commission in 
the present case), there is produced $366,870, to be 
compared with $360,000, found by the commission in its 
valuation as of January 1, 1915. To this it added 
$92,520.53, expended since, producing $452,520.53. This 
may be compared with its final figure, $460,000. 
 
The state Supreme Court of Appeals holds that the 
valuing of the property of a public utility corporation and 
prescribing rates are purely legislative acts, not subject to 
judicial review, except in so far as may be necessary to 
determine whether such rates are void on constitutional or 
other grounds, and that findings of fact by the commission 
based on evidence to support them will not be reviewed 
by the court. City of Bluefield v. Waterworks, 81 W. Va. 
201, 204, 94 S. E. 121; Coal & Coke Co. v. Public 
Service Commission, 84 W. Va. 662, 678, 100 S. E. 
557, 7 A. L. R. 108; Charleston v. Public Service 
Commission, 86 W. Va. 536, 103 S. E. 673. 
 
In this case (89 W. Va. 736, 738, 110 S. E. 205, 206) it 
said: 
‘From the written opinion of the commission we find that 
it ascertained the value of the petitioner's property for rate 
making [then quoting the commission] ‘after *689 
maturely and carefully considering the various methods 
presented for the ascertainment of fair value and giving 
such weight as seems proper to every element involved 
and all the facts and circumstances disclosed by the 
record.’' 
 

 
 [2] [3] The record clearly shows that the commission, in 
arriving at its final figure, did not accord proper, if any, 
weight to the greatly enhanced costs of construction in 
1920 over those prevailing about 1915 and before the war, 
as established by uncontradicted **678 evidence; and the 
company's detailed estimated cost of reproduction new, 
less depreciation, at 1920 prices, appears to have been 
wholly disregarded. This was erroneous. Missouri ex rel. 
Southwestern Bell Telephone Co. v. Public Service 
Commission of Missouri, 262 U. S. 276, 43 Sup. Ct. 544, 
67 L. Ed. 981, decided May 21, 1923. Plaintiff in error is 
entitled under the due process clause of the Fourteenth 
Amendment to the independent judgment of the court as 
to both law and facts. Ohio Valley Co. v. Ben Avon 
Borough, 253 U. S. 287, 289, 40 Sup. Ct. 527, 64 L. Ed. 
908, and cases cited. 
 
We quote further from the court's opinion (89 W. Va. 739, 
740, 110 S. E. 206): 
‘In our opinion the commission was justified by the law 
and by the facts in finding as a basis for rate making the 
sum of $460,000.00. * * * In our case of Coal & Coke 
Ry. Co. v. Conley, 67 W. Va. 129, it is said: ‘It seems to 
be generally held that, in the absence of peculiar and 
extraordinary conditions, such as a more costly plant than 
the public service of the community requires, or the 
erection of a plant at an actual, though extravagant, cost, 
or the purchase of one at an exorbitant or inflated price, 
the actual amount of money invested is to be taken as the 
basis, and upon this a return must be allowed equivalent 
to that which is ordinarily received in the locality in 
which the business is done, upon capital invested in 
similar enterprises. In addition to this, consideration must 
be given to the nature of the investment, a higher rate 
*690 being regarded as justified by the risk incident to a 
hazardous investment.' 
‘That the original cost considered in connection with the 
history and growth of the utility and the value of the 
services rendered constitute the principal elements to be 
considered in connection with rate making, seems to be 
supported by nearly all the authorities.' 
 
 
 [4] The question in the case is whether the rates 
prescribed in the commission's order are confiscatory and 
therefore beyond legislative power. Rates which are not 
sufficient to yield a reasonable return on the value of the 
property used at the time it is being used to render the 
service are unjust, unreasonable and confiscatory, and 
their enforcement deprives the public utility company of 
its property in violation of the Fourteenth Amendment. 
This is so well settled by numerous decisions of this court 
that citation of the cases is scarcely necessary: 
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‘What the company is entitled to ask is a fair return upon 
the value of that which it employs for the public 
convenience.’ Smyth v. Ames (1898) 169 U. S. 467, 547, 
18 Sup. Ct. 418, 434 (42 L. Ed. 819). 
‘There must be a fair return upon the reasonable value of 
the property at the time it is being used for the public. * * 
* And we concur with the court below in holding that the 
value of the property is to be determined as of the time 
when the inquiry is made regarding the rates. If the 
property, which legally enters into the consideration of 
the question of rates, has increased in value since it was 
acquired, the company is entitled to the benefit of such 
increase.’ Willcox v. Consolidated Gas Co. (1909) 212 U. 
S. 19, 41, 52, 29 Sup. Ct. 192, 200 (53 L. Ed. 382, 15 
Ann. Cas. 1034, 48 L. R. A. [N. S.] 1134). 
‘The ascertainment of that value is not controlled by 
artificial rules. It is not a matter of formulas, but there 
must be a reasonable judgment having its basis in a proper 
consideration of all relevant facts.’ Minnesota Rate Cases 
(1913) 230 U. S. 352, 434, 33 Sup. Ct. 729, 754 (57 L. 
Ed. 1511, 48 L. R. A. [N. S.] 1151, Ann. Cas. 1916A, 18). 
*691 ‘And in order to ascertain that value, the original 
cost of construction, the amount expended in permanent 
improvements, the amount and market value of its bonds 
and stock, the present as compared with the original cost 
of construction, the probable earning capacity of the 
property under particular rates prescribed by statute, and 
the sum required to meet operating expenses, are all 
matters for consideration, and are to be given such weight 
as may be just and right in each case. We do not say that 
there may not be other matters to be regarded in 
estimating the value of the property.’ Smyth v. Ames, 169 
U. S., 546, 547, 18 Sup. Ct. 434, 42 L. Ed. 819. 
‘* * * The making of a just return for the use of the 
property involves the recognition of its fair value if it be 
more than its cost. The property is held in private 
ownership and it is that property, and not the original cost 
of it, of which the owner may not be deprived without due 
process of law.' 
 
 
Minnesota Rate Cases, 230 U. S. 454, 33 Sup. Ct. 762, 57 
L. Ed. 1511, 48 L. R. A. (N. S.) 1151, Ann. Cas. 1916A, 
18. 
 
In Missouri ex rel. Southwestern Bell Telephone Co., v. 
Public Service Commission of Missouri, supra, applying 
the principles of the cases above cited and others, this 
court said: 
‘Obviously, the commission undertook to value the 
property without according any weight to the greatly 
enhanced costs of material, labor, supplies, etc., over 
those prevailing in 1913, 1914, and 1916. As matter of 
common knowledge, these increases were large. 
Competent witnesses estimated them as 45 to 50 per 

centum. * * * It is impossible to ascertain what will 
amount to a fair return upon properties devoted to public 
service, without giving consideration to the cost of labor, 
supplies, etc., at the time the investigation is made. An 
honest and intelligent forecast of probable future values, 
made upon a view of all the relevant circumstances, is 
essential. If the highly important element of present costs 
is wholly disregarded, such a forecast becomes 
impossible. Estimates for to-morrow cannot ignore prices 
of to-day.' 
 
 
 [5] *692 It is clear that the court also failed to give 
proper consideration to the higher cost of construction in 
1920 over that in 1915 and before the war, and failed to 
give weight to cost of reproduction less depreciation on 
the basis of 1920 prices, or to the testimony of the 
company's valuation engineer, based on present and past 
costs of construction, that the property in his opinion, was 
worth $900,000. The final figure, $460,000, was arrived 
**679 at substantially on the basis of actual cost, less 
depreciation, plus 10 per cent. for going value and 
$10,000 for working capital. This resulted in a valuation 
considerably and materially less than would have been 
reached by a fair and just consideration of all the facts. 
The valuation cannot be sustained. Other objections to the 
valuation need not be considered. 
 
3. Rate of return: The state commission found that the 
company's net annual income should be approximately 
$37,000, in order to enable it to earn 8 per cent. for return 
and depreciation upon the value of its property as fixed by 
it. Deducting 2 per cent. for depreciation, there remains 6 
per cent. on $460,000, amounting to $27,600 for return. 
This was approved by the state court. 
 
 [6] The company contends that the rate of return is too 
low and confiscatory. What annual rate will constitute just 
compensation depeds upon many circumstances, and must 
be determined by the exercise of a fair and enlightened 
judgment, having regard to all relevant facts. A public 
utility is entitled to such rates as will permit it to earn a 
return on the value of the property which it employs for 
the convenience of the public equal to that generally 
being made at the same time and in the same general part 
of the country on investments in other business 
undertakings which are attended by corresponding, risks 
and uncertainties; but it has no constitutional right to 
profits such as are realized or anticipated in *693 highly 
profitable enterprises or speculative ventures. The return 
should be reasonably sufficient to assure confidence in the 
financial soundness of the utility and should be adequate, 
under efficient and economical management, to maintain 
and support its credit and enable it to raise the money 
necessary for the proper discharge of its public duties. A 
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rate of return may be reasonable at one time and become 
too high or too low by changes affecting opportunities for 
investment, the money market and business conditions 
generally. 
 
In 1909, this court, in Willcox v. Consolidated Gas Co., 
212 U. S. 19, 48-50, 29 Sup. Ct. 192, 53 L. Ed. 382, 15 
Ann. Cas. 1034, 48 L. R. A. (N. S.) 1134, held that the 
question whether a rate yields such a return as not to be 
confiscatory depends upon circumstances, locality and 
risk, and that no proper rate can be established for all 
cases; and that, under the circumstances of that case, 6 per 
cent. was a fair return on the value of the property 
employed in supplying gas to the city of New York, and 
that a rate yielding that return was not confiscatory. In 
that case the investment was held to be safe, returns 
certain and risk reduced almost to a minimum-as nearly a 
safe and secure investment as could be imagined in regard 
to any private manufacturing enterprise. 
 
In 1912, in Cedar Rapids Gas Co. v. Cedar Rapids, 223 U. 
S. 655, 670, 32 Sup. Ct. 389, 56 L. Ed. 594, this court 
declined to reverse the state court where the value of the 
plant considerably exceeded its cost, and the estimated 
return was over 6 per cent. 
 
In 1915, in Des Moines Gas Co. v. Des Moines, 238 U. S. 
153, 172, 35 Sup. Ct. 811, 59 L. Ed. 1244, this court 
declined to reverse the United States District Court in 
refusing an injunction upon the conclusion reached that a 
return of 6 per cent. per annum upon the value would not 
be confiscatory. 
 
In 1919, this court in Lincoln Gas Co. v. Lincoln, 250 U. 
S. 256, 268, 39 Sup. Ct. 454, 458 (63 L. Ed. 968), 
declined on the facts of that case to approve a finding that 
no rate yielding as much as 6 per cent. *694 on the 
invested capital could be regarded as confiscatory. 
Speaking for the court, Mr. Justice Pitney said: 
‘It is a matter of common knowledge that, owing 
principally to the World War, the costs of labor and 
supplies of every kind have greatly advanced since the 
ordinance was adopted, and largely since this cause was 
last heard in the court below. And it is equally well 
known that annual returns upon capital and enterprise the 
world over have materially increased, so that what would 
have been a proper rate of return for capital invested in 
gas plants and similar public utilities a few years ago 
furnishes no safe criterion for the present or for the 
future.' 
 
 
In 1921, in Brush Electric Co. v. Galveston, the United 
States District Court held 8 per cent. a fair rate of 
retur FN4

 
 

FN4 This case was affirmed by this court June 4, 
1923, 262 U. S. 443, 43 Sup. Ct. 606, 67 L. Ed. 
1076. 

 
In January, 1923, in City of Minneapolis v. Rand, the 
Circuit Court of Appeals of the Eighth Circuit (285 Fed. 
818, 830) sustained, as against the attack of the city on the 
ground that it was excessive, 7  1/2  per cent., found by a 
special master and approved by the District Court as a fair 
and reasonable return on the capital investment-the value 
of the property. 
 
 [7] Investors take into account the result of past 
operations, especially in recent years, when determining 
the terms upon which they will invest in such an 
undertaking. Low, uncertain, or irregular income makes 
for low prices for the securities of the utility and higher 
rates of interest to be demanded by investors. The fact 
that the company may not insist as a matter of 
constitutional right that past losses be made up by rates to 
be applied in the present and future tends to weaken 
credit, and the fact that the utility is protected against 
being compelled to serve for confiscatory rates tends to 
support it. In *695 this case the record shows that the rate 
of return has been low through a long period up to the 
time of the inquiry by the commission here involved. For 
example, the average rate of return on the total cost of the 
property from 1895 to 1915, inclusive, was less than 5 per 
cent.; from 1911 to 1915, inclusive, about 4.4 per cent., 
without allowance for depreciation. In 1919 the net 
operating income was approximately $24,700, leaving 
$15,500, approximately, or 3.4 per cent. on $460,000 
fixed by the commission, after deducting 2 per cent. for 
depreciation. In 1920, the net operating income was 
approximately $25,465, leaving $16,265 for return, after 
allowing for depreciation. Under the facts and 
circumstances indicated by the record, we think that a rate 
of return of 6 per cent. upon the value of the property is 
substantially too low to constitute just compensation for 
the use of the property employed to render the service. 
 
The judgment of the Supreme Court of Appeals of West 
Virginia is reversed. 
 
Mr. Justice BRANDEIS concurs in the judgment of 
reversal, for the reasons stated by him in Missouri ex rel. 
Southwestern Bell Telephone Co. v. Public Service 
Commission of Missouri, supra. 
U.S. 1923 
Bluefield Waterworks & Imp. Co. v. Public Service 
Commission of W. Va. 
  P.U.R. 1923D 11, 262 U.S. 679, 43 S.Ct. 675, 67 L.Ed. 
1176 n.  
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In a note to clients today, BofA Merrill Lynch Head of U.S. Equity Strategy Savita Subramanian ups her 
year-end target for the S&P 500 to 1750 from 1600 – making hers the second-most bullish forecast on the 
Street, behind Cannacord's Tony Dwyer, who sees the index finishing 2013 at 1760.

Subramanian's 1750 target implies around 4.2% upside from today's levels at 1680 by the end of 2013.

(Before today, only two Wall Street equity strategists had lower S&P 500 price targets than 
Subramanian: Gina Martin Adams at Wells Fargo, with a target of 1440 by year-end, and Barry Knapp at 
Barclays, with a target of 1525.)

"Our new 2013 year-end target of 1750 implies modest upside from current levels, attributable to expected 
earnings growth, contrasting with returns so far this year driven by multiple expansion," says 
Subramanian. "While the decline in the equity risk premium (ERP) has been more than twice what we 
expected, we think it is justified by diminished tail risks, positive surprises in the US economy, and, as 
expected, a continued decline in earnings volatility."

BofA Merrill Lynch US Equity and US Quant Strategy

The biggest input into Subramanian's new S&P 500 price target forecast is the BAML Fair Value model, 
which assumes a forward price-to-earnings ratio unchanged from current levels at 16 and full-year S&P 
500 earnings of $107.50 per share in 2014.

The assumption of a 16x price-to-earnings ratio rests heavily on Subramanian's forecast for the equity risk 
premium.

Below, Subramanian gives her thoughts on the ERP:
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The equity rally over the last eight months has been primarily driven by multiple expansion, with the 
forward PE multiple on the S&P 500 expanding from 12x to 14x (18%). In our fair value model, we 
focus on the normalized forward PE multiple, which has also risen from 13.5x to 16.0x (18%). This 
multiple expansion has predominantly been a function of the significant decline in the equity risk 
premium (ERP), partially offset by a modest rise in real normalized interest rates.

While current real normalized rates are only modestly higher than our previous year-end assumption 
of 1.0% (now forecasting 1.5%), the 135bp drop in the ERP is more than double the 50bp that we had 
originally assumed going into the year. This rapid ERP compression reflects the reality that many of 
the major uncertainties overhanging the market have been removed or significantly diminished (US 
election, fiscal cliff, sequestration, Eurozone collapse, China hard landing).

But at 500bp, the ERP is currently still well above the sub-400bp levels preceding the financial crisis, 
and we think it should continue to decline over the next several years as the memory of the Financial 
Crisis fades, corporate profits continue to make new highs and some of the macro risks abate. We 
expect the “wall of worry” to persist as new concerns emerge, but visibility is clearly improving and 
we still expect global growth to pick up as the year progresses.

As such, we have lowered our normalized risk premium assumption in our fair value model for the 
end of 2013 from 600bp to 475bp, which assumes roughly another 25bp of ERP contraction by year-
end. We have also raised our normalized real risk-free rate assumption for year-end from 1.0% to 
1.5%. Not only have current and future inflation expectations declined since last fall, but long-term 
interest rates have also begun to rise recently. Meanwhile, our Rates Strategist Priya Misra also 
recently raised her interest rate forecasts.

The chart below shows BAML's ERP forecast.

BofAML US Equity & Quant Strategy, Federal Reserve Board, Standard & Poor’s, BLS
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Abstract (Summary) 
Investors require additional expected returns for bearing costs and risks. The equity premium is the compensation 
investors require for bearing the additional costs and risks of equity investment compared with government bonds 
(or cash). In this framework, the equity premium is constructed by assembling the premiums paid for each source of 
cost and risk. The results appeal to intuition and are closer to theoretical expectations than historical equity and 
bond return comparisons. [PUBLICATION ABSTRACT] 

Full Text (2957  words) 
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The equity premium relates required returns for equities to returns for cash and bonds. The equity premium is the 
compensation investors require for bearing the additional costs and risks of equity investment. 

Understanding the equity premium is largely a matter of using clear terms. Arnott in "Proceedings" [2002] suggests 
equity risk premium for the forward-looking expected or required returns and equity excess return for historical 
performance numbers. It is also useful to refer to the total equity premium, which is the compensation investors 
require for risk and for non-risk items such as term structure expectations, trading costs, and taxes. 

There is a substantial literature on the equity premium. Kocherlakota [1996], Cornell [1999], "Proceedings of Equity 
Risk Premium Forum" [2002], and Ilmanen [2003] provide excellent reviews with comprehensive references. 

Mehra and Prescott [1985] demonstrate theoretically that under standard finance models the equity risk premium 
should be very low: "The largest premium obtainable with the Model is 0.35%, which is not close to the observed 
value" (p. 156). Observing that equities had outperformed cash by some 6 percentage points per year over a period 
of almost 90 years, Mehra and Prescott realized there is a puzzle. 

The risk premium is all about expectations and requirements. If assets return their expected rates, there is little 
dispersion among them. Actual historical returns vary enormously because historical returns also predominantly 
reflect surprises (departures from, or changes in, expectations.) It is therefore extremely difficult to infer a risk 
premium from historical returns. 

The great 20th century surprise was inflation. In the 19th century, there was no inflation, while the 20th century saw 
an inflation explosion. Much of the 20th century equity-bond return difference is the effect of unanticipated inflation 
on cash and bond performance. Wilkie [1995], Arnott and Bernstein [2002], and Hunt and Hoisington [2003] discuss 
inflation further. 

COMPARING REQUIRED RETURNS ACROSS ASSET CLASSES 

We develop an intuitive framework for construction of the total equity premium, piece by piece. We do not use 
historical returns or valuation indicators to assess the equity risk premium, but rather assess how high it j/zowM be, 
using information from other asset classes whose premiums are arguably more transparent. The approach is 
neither rigorous nor unique. 

As a starting point, equities, bonds, and cash have one important general characteristic in common: Each provides 
a stream of income over time. For any income-producing asset, we can calculate a fair value by discounting the 
future expected cash flows at an appropriate rate-one that takes into account all relevant information: credit rating 
of the issuer, interest rate risk (or duration), discretionary variability of dividend income, trading, and tax costs. 

 

Databases selected:  Multiple databases... 

The Equity Premium 
Paul Bostock. Journal of Portfolio Management. New York: Winter 2004. Vol. 30, Iss. 2;  pg. 104, 8 pgs

[Headnote]
What level should investors require?

Page 1 of 6Document View

9/18/2007http://proquest.umi.com/pqdlink?index=9&sid=1&srchmode=3&vinst=PROD&fmt=3&sta...



Taking into account the full set of characteristics that investors would use to compare assets leads to a 
straightforward framework of analysis, illustrated in Exhibit 1. Note that discount rates and required rates of return 
are the same thing; the price now is the future value discounted back, while the future value is the price now plus its 
appreciation at the required rate. Required return is a natural characterization of how investors compare assets. 

Cash is considered the risk-free asset, and its required return R^sub 0^ is known. The required return on fowg 
government bonds, over the shorter time horizon, is denoted R^sub L^. This is not the same as the long yield 
Y^sub L^ because the yield curve reflects expectations about interest rates in later periods as well as an interest 
rate risk premium. 

For the long rate: 

R^sub L^ = R^sub 0^, + fn[Duration(Bonds)l (1) 

For long corporate bonds, the required return RH differs from the government bond rate solely because of issuer 
risk (normally expressed as a function of credit rating) . Smithers and Wright [2000] note that issuer differences can 
be used to refine risk premium measurements (although they do not pursue this). Corporate bonds are included to 
provide a yardstick for the issuer risk premium: 

R^sub B^ = R^sub 0^ + fn[Duration(Bonds)] + fn[Issuer(Bonds)] (2) 

The required return for equities, R^sub E^, differs from the long corporate rate because of additional uncertainty in 
the payout, additional duration, and additional costs. There is no term for price volatility. In the discounted income 
valuation, a change in the value of equities is either a change in the expected income stream or a change in the 
discount rate, and the framework includes both these terms: 

R^sub E^ = R^sub 0^ + fn[Duration(Equity)] + fn[Issuer(Equity)] + fn(Income Risk) + fn(Tax)+ fn(Trading Costs) (3) 

Putting these pieces together, we can construct the equity premium by measuring and extrapolating the duration 
premium from the yield curve, providing the details for Equation (1); inferring an appropriate issuer premium from 
corporate bond data [Equation (2)]; calculating tax and trading costs from known rates; and measuring the effect of 
income volatility in cross-sectional studies of equities, for Equation (3). 

ASSIGNING REQUIRED RETURNS TO ASSET CHARACTERISTICS 

We use the framework in Exhibit 1 to assign required returns to the various asset characteristics. 

Term Structure and Interest Rate Risk 

Required returns cannot be taken directly from the yield curve, which shows return expectations over lengthening 
time horizons. Here we need to compare required returns for different assets over the same time horizon. 

Over the longer term, the average yield curve shape should reflect expected interest rate changes split evenly 
between rises and falls. The yield curve shape is then a measure of the interest rate risk premium. For equities, we 
must include interest rate risk over and above long bonds. 

The going concern equity duration is the reciprocal of the dividend yield, a result implied by the Gordon [1962] 
model. At a typical U.S. equity market yield of 4%, duration is 25 years. We use this figure to capture the essential 
property that growth of equity income over time makes equities more interest rate-sensitive than bonds. The 
duration figure may be model-dependent and may shorten because of buy-backs. 

The data in Exhibit 2 show that ten-year bonds have had an average premium of 1.6 percentage points per year 
over cash. The equity interest rate risk premium is estimated by fitting the yield curve (an exponential shape fits 
well) and extrapolating it to the equity time horizon (Exhibit 3). The best estimate for the additional annual equity 
premium is about 3 to 4 percentage points, the error attributable to analysis of the time series volatility of the yield 
curve slope. 
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The high differential between long-term and short rates as of December 2002 surely reflects expectations, since the 
cash rate of 1.2 percentage point is very low relative to its history. To isolate expectations, it is reasonable to 
assume there is no further interest rate forecasting beyond five years (the yield curve may continue to slope upward 
as it is the mean value or integral of the forward short rate curve). The choice of five years for the limit of interest 
rate forecasting is not precise, so we include an error term for this. 

According to the best fit, the ten-year yield is explained by term structure alone. This attribution has an indicative 
error of 0.3%, the interest rate risk premium on the next-higher maturity. Extrapolating to the long duration limit for 
the currently low equity yield (the analysis is not sensitive to the long duration number) gives an additional interest 
rate risk premium for equities of 0.8%. The additional equity premium has an error of 1.0%, reflecting the difficulty 
(and the model-dependence) of separating term structure and interest rate risk in this case. 

Issuer Risk 

Equities are issued by corporations, and corporations have a risk of default. The total equity premium and the 
equity risk premium must therefore include some compensation for issuer risk. Issuer risk is readily measurable in 
the bond markets. We use gross redemption yields on Lehman Corporate Aggregate bond indexes for four credit 
rating classes of U.S. corporate bonds (AAA, AA, A, BAA) as well as a government bond series (Exhibit 4). 

Issuer risk must be aggregated over all companies in the equity market. While not all listed equities have credit-
rated debt, it is possible to make reasonable estimates. Equities rank below debt, and companies can cut dividends 
more readily than they can suspend bond repayments. The larger companies that dominate the equity indexes in 
capitalization terms are typically rated A or AA. These considerations suggest an average rating of between A and 
BAA and, for an indicative range for errors, AA to BAA. 

Transaction costs are higher for corporate bonds than governments, and an estimated liquidity premium for 
corporate bonds of 0.5% has been subtracted from yield spreads. Using a series from January 1973, the issuer risk 
premium is estimated at around 0.9% ± 0.4%. As of the end of 2002, similar analysis produces an estimated issuer 
premium of 1.4% ± 0.8%. 

For an alternative approach that estimates premiums directly using option-based models, see Cooper and 
Davydenko [2003]. 

Income Risk 

Equities have income risk that government bonds and T-bills do not have, in the sense that dividend payments are 
not fixed or contractual. This element of unpredictability should require an additional premium in required return. If 
this income volatility requires additional return, then the more volatile the income, the greater the required return. 

The cross-sectional relationship between income volatility and required return may be isolated by grouping equities 
according to income volatility. From all S&P 500 constituents, over the period January 1960-January 2003, we 
select companies with a known market value and a dividend record. The five-year dividend volatility is evaluated 
from quarterly data for each company each year, and companies are assigned to slots of zero to 4% annual 
dividend volatility, over 4% to under 8%, and so on. 

Average dividend yields for these volatility groups are calculated over the entire period. Here, incremental dividend 
yield is used as a proxy for an incremental discount rate; the steady-state discount rate is dividend yield plus long-
term growth, and it is reasonable to assume over so many company-years that average expected growth would not 
be a function of historical dividend volatility. 

Dividend yields are flat to slightly negative across these groups, implying that there is no additional premium for 
additional volatility (see Exhibits 5 and 6). Running the analysis as of the end of 2002 yields similar results. 

This result suggests that investors in equities are not sensitive to dividend variability, and that there should be no 
additional premium required for the equity market over cash. Variations of the methodology indicate that the result 
is not explained by the variation of average market yield over the period, or by historical earnings growth, or by 
recent buybacks. Price volatility gives an even more negative slope. These results are supported by a similar study 
in the U.K. 
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Note that we have treated dividend variability and issuer risk separately for convenience. Part of income uncertainty 
is priced in issuer risk, but since equity income is discretionary and equity ranks below debt, a firm's shares carry 
more income risk than its corporate bonds. 

Transaction Costs 

Equities cost significantly more to trade than government bonds. One would expect the rational investor to price 
securities on the basis of after-cost returns. It is more realistic, however, to look at actual investor holding periods to 
calculate an appropriate liquidity premium. 

Jones [2002] gives a highly informative account of U.S. equity trading volumes and costs over the 20th century. 
Jones's detailed analysis produces an estimated premium effect of 50 basis points per year, which we use for the 
long-term adjustment. 

For end-2002 costs, we take a simpler approach. Consider a trading time horizon, which is the time it takes for the 
dollar value of trading in the market to equal the total market capitalization. The liquidity premium is the average 
round-trip cost taken over the trading time horizon. Using recent trading times (under a year) with current 
commissions and spreads produces a current U.S. equity liquidity premium of 20 ± 20 basis points. 

Tax Costs 

Investors should demand a higher return rate from securities that are more highly taxed, because realized net-of-
tax returns are what investors actually receive. Government issues are not treated specially in the U.S. In the U.K., 
for example, government bonds are offered with tax advantages over equities, so in the general case a tax cost 
term is required. 

Assembling the Risk Premium 

Estimates of the total equity premium and the equity risk premium are summarized in detail in Exhibit 7. On 
average, equities should have offered a total premium over government bonds of 1.7% ± 0.6% and a risk premium 
of 1.2% ± 0.6%. 

These results appeal to intuition and are consistent with an increasingly accepted view that the true risk premium is 
considerably lower than the historical return differential (see, for example, a thorough review in Ilmanen [2003]). We 
have already shown why historical returns give unreliable results. 

The December 2002 total premium is 2.6% ± 1.3% over bonds, reflecting mainly additional issuer risk. The result is 
very interesting. It means a higher return is required if equities are to be fairly valued against bonds. This premium 
taken over current long government bond rates of 4.8% gives a total required return over the ten years of 7.4%. 

The required long-term growth (with a yield of 1.8% and using the Gordon model again) is 5.6%. In current 
conditions (a bear market, an economy facing difficulties, and very low inflation), this outcome seems implausible. 
The analysis quite strongly suggests that the U.S. equity market remained overvalued at the end of 2002. 

ESTIMATING THE MEHRA AND PRESCOTT THEORETICAL PREMIUM 

Mehra and Prescott's [1985] theory shows how a premium is required for assets that offer uncertain delivery of 
marginal utility. In terms of securities, this relates both to the volatility of returns and to the timing (in simple terms, 
the same payment is more valuable in bad times than in good). Measurements or estimates of this premium require 
us to identify and price only the corresponding characteristics. 

An important question arises as to whether issuer risk is part of the theoretical risk premium. Over the very short 
term (the time horizon for the theoretical risk premium), we would not expect default to be a significant risk other 
than for already distressed, very low-grade issuers. Equity default is certainly rare (or, at least, it has been). If the 
Mehra and Prescott theoretical result is strictly a short-term only result, issuer risk should not be included in the 
premium estimate, which would then be low. 

FURTHER WORK 
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It would be most interesting to explore a framework with a long time horizon and to include the impact of inflation. 
High and unexpected 20th century inflation explains much of the low real return to cash and bonds. In a real and 
long-term framework, cash and bonds would be seen as more risky and equities less so, so a smaller risk premium 
would very probably result. 

The analysis here also raises interesting questions of how each premium component should be priced, in theory. In 
other words, is there a theoretically correct interest rate risk premium, a correct issuer premium, and so on? Mehra 
[2003] looks at pricing influences including costs and taxes, making modifications to the theory rather than to the 
measurements. 

Refining both the theory and the measurement for each risk premium component will be an interesting task. In 
other words, our work raises as many new issues as it solves, and it will continue to be interesting to see the 
subject evolve. 

SUMMARY 

We have described a procedure for constructing the equity premium by assembling premiums paid for each source 
of cost and risk. According to historical average data, equities should offer a total premium over government bonds 
of 1.7% ± 0.6% and a risk premium of 1.2% ± 0.6%. 

Investors do not all have the same time horizon and the same inflation risks. For long-term real investors, equities 
are the natural home, and it does seem that equity buyers accept short-term volatility as part of the package. These 
results appeal to intuition and are closer to theoretical expectations than historical equity and bond return 
comparisons. 
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Summary of slides from the Inaugural CARE Conference
 #1   “Analysts’ forecasts are optimistic”
 #2   “Analysts are better than time-series models”
 #3    We think we know how analysts forecast
 #4    “Analysts’ forecasts are inefficient”
 #5    Limited evidence on what analysts do with forecasts
 #6    Most research ignores analysts’ multi-tasking
 #7    Analyst data are helpful for capital markets literature
 #8   “Analysts are dominated by conflicts of interest”
 #9    We may be focusing on their least important activities
 #10  Researchers eschew alternative methodologies

2
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Summary motivation
 Analysts >> Time-series models is widely accepted

 However, research supporting this view is characterized by:
o Tiny samples relative to current research standards (in capital mkts.)

• e.g., 50 to a few hundred firms
o Data demands ⇒ bias towards large, mature firms

• e.g., some studies restrict sample to NYSE, or numerous analysts
• Analyst following correlated with institutional investment
• e.g., AF and II interact with firms ⇒ richer information environment (more severe 

in earlier years)
o Economic significance of differences seems small

• Collins & Hopwood (1980): 31.7% vs. 32.9%
• Fried & Givoly (1982): 16 vs. 19%

 Current-day incorporation of analysts’ forecasts into research studies
o Goes beyond generalizability of earlier studies

• e.g., smaller firms underrepresented in early research, 
longer forecast horizons underrepresented

• ala Bamber, Christensen & Gaver (AOS2000) 
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Figure 1:  Percentage of firms on Compustat/CRSP 
without analyst coverage
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Research question

 Do analysts’ forecasts really dominate time-series forecasts?
o When and when not?

• Covariate 1:  Forecast horizon (timing advantage)
• Covariate 2:  Firm age (information advantage)
• Covariate 3:  Firm size “                                        ”
• Covariate 4:  Analyst following “                                         ”
• Covariate 5:  Magnitude of changes (when analysts stand to add most value)

 Implicit Null:  We should see NO significant results

 Conditional on differences in forecast accuracy (in favor of time-series 
models), do market returns reinforce the primary results?



Observation:  Other Evidence re: Experts vs. Time-Series

 Interest rates (Belongia 1987)

 GDP (Loungani 2000)

 Recessions (Fintzen and Stekler 1999)

 Turning points of business cycles (Zarnowitz 1991)

 …

77
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Landscape – 1970s
 Much capital markets research was aimed at understanding the time-

series properties of earnings.
o Ball and Watts 1972, Brooks and Buckmaster 1976, Albrecht et al. 

1977, Salamon and Smith 1977, and Watts and Leftwich 1977.

 General Conclusion:  Earnings approximate a random walk.  
Sophisticated time-series models rarely provide an economically 
significant improvement, and even when they do it comes at high cost.

 “The ability of random walk models to “outpredict” the identified Box-
Jenkins models suggests that the random walk is still a good description 
of the process generating annual earnings in general, and for individual 
firms.”  Watts and Leftwich (1977, 269)

 Brown (1993, 295) declares the issue of whether annual earnings follow 
a random walk as “pretty much resolved by the late 1970s.”
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Landscape – 1980s

 Newly available analyst data becomes available 
(i.e., Value-Line, I/B/E/S).

 “Horse-race studies” comparing time-series and analyst forecasts.

 Brown and Rozeff 1978, Fried and Givoly 1982, and Brown et al. 1987a,b

 General Conclusion:  Analyst forecasts generally dominate time-series 
forecasts of earnings.  Analyst superiority is attributed to:
o Information Advantage 

• They know all information in TS and more
o Timing Advantage

• They issue forecasts after the end of the lagged TS
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Timeline of Analysts vs. Time-Series Research

20061968 1989

Cragg & Malkiel JF1968

1972

Elton & Gruber MS1972

1975

Barefield & Comiskey JBR1975

1978

Brown & Rozeff JF1978

1982

Fried & Givoly JAE1982

Brown, Griffin, Hagerman, 
& Zmijewski JAE1987

1987 1991

O’Brien JAE1988

Brown IJF1991

O’Brien JAR1990
Stickel JAR1990

Sinha, Brown & Das CAR1997

1997

Mikhail, Walther, & Willis JAR1997

Philbrick & Ricks 
JAR1991

Analysts vs. time-series models Refinements/extensions

1993 1999 2003

Clement JAE1999

1995 2004 20052001

Price association
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Landscape – Today

 Researchers generally regard this literature as having conclusively 
shown that analysts’ forecasts are a superior proxy for earnings 
expectations.

 Kothari (JAE2001) concludes that 
o The time-series properties of earnings literature is fast becoming 

extinct because of “the easy availability of a better substitute” 
which is “available at a low cost in machine-readable form for a 
large fraction of publicly traded firms.”  (p. 145)

o “[C]onflicting evidence notwithstanding, in recent years it is 
common practice to (implicitly) assume that analysts’ forecasts are 
a better surrogate for market’s expectations than time-series 
forecasts.” (p. 153)
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Landscape – Today (cont.)

 Random Walk
o Still descriptive (Lorek, Willinger & Bathke RQFA2008)

 Valuation and cost of capital literature:
o Researchers use analyst forecasts over some short horizon and then 

extrapolate to value a perpetuity.
o Example:  Dhaliwal et al. (JAE 2007), Frankel & Lee (JAE1998), etc.

• One-year-ahead: FY1    (I/B/E/S Consensus forecast )
• Two-years-ahead:  FY2
• Three-years-ahead:  FY3 = FY2 x (1+LTG)
• Four-years-ahead:  FY4 = FY3 x (1+LTG) 
• Five-years-ahead:  FY5 = FY4 x (1+LTG) 

o Exceptions: Allee (2009); Hou, Van Dijk and Zhang (2010)
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Data

 1983-2007 (25 years)
 Minimal constraints on data

o Biggest constraint is presence on I/B/E/S
• EPS forecast, actual EPS, stock price

o Sales on Compustat in year t-1
o Earnings in year t-1 > 0

• Hayn (1995): losses less persistent than profits 
⇒ bias results in favor of random walk (but not really)

o CRSP returns for last analysis

 Consensus forecasts in months 0 to -35

EPST
announcedMonth prior to month in which earnings are announced

35 01123
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Forecast errors
 Random Walk

o Minimizes data demands
o Performs as well or better than higher order models (consistent w/ Lorek, 

WIllinger & Bathke RQFA2008)
o We aim to do nothing to “help” RW forecasts

 Forecast of EPS for year T as of t months prior to the month EPST announced
o Analysts: |(FEPST,t – EPST)| / Pricet
o Time-series: |(EPST-1 – EPST)| / Pricet

#Forecasts #Firm-years #Firms
 FY1: 740,070 69,483 10,140
 FY2: 611,132 60,170 9,037
 FY3: 468,777 46,226 7,070

 Analyst superiority = RWFE – AFE
o >0 ⇒ analysts more accurate than random walk
o <0 ⇒ random walk more accurate than analysts 
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Table 2 Descriptive Statistics

* A hypothetical data requirement of 10 years (as in Fried and Givoly 1982)
would eliminate 70% of the observations in our sample).  

Mean Q1 Median Q3
Sales >374 110 374 1,384
BTM 0.58 0.31 0.50 0.75
Age 8.2 4 7 12
# Analysts 7.6 2 5 10



Scaling and winsorizing

16

|Actual|
)PredictedActual( −

=Error

Months Prior to RDQE Analysts Forecasts Errors Random Walk Errors
1 Month (Mature Firms) 2.90% 10.50%

1 Month 5.20% 14.20%
11 Months 16.50% 14.60%
23 Months 22.60% 19.70%
35 Months 29.50% 26.20%

% > 1.00

**The 1.00 cut-off was reasonable in earlier studies.  Fried and Givoly (1982) report that only 
0.5% of their observations have scaled forecast errors that are greater than 1.00.  
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Table 2 Descriptive Statistics (i.e., Forecast– Actual)

Panel C: Signed Forecast Errors  

 Mean Median Q1 Q3 
Signed Random Walk Errors 
11 Months 0.0086 -0.0055 -0.0153 0.0108 
23 Months 0.0033 -0.0091 -0.0260 0.0150 
35 Months -0.0038 -0.0124 -0.0363 0.0166 
Signed Analysts’ Forecasts Errors 
11 Months 0.0194 0.0028 -0.0041 0.0209 
23 Months 0.0272 0.0090 -0.0049 0.0391 
35 Months 0.0332 0.0162 -0.0047 0.0541 
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Table 3 – Main Results
Analysts’ forecast superiority, Full sample

FY1  FY2  FY3  

 

Months 
Prior 

Firm- 
years 

Analyst 
Superiority  

Months 
Prior 

Firm- 
years 

Analyst 
Superiority  

Months 
Prior 

Firm- 
years 

Analyst 
Superiority 

 

0 32,723 0.0245   12 29,072 0.0120   24 21,944 0.0072   
1 66,224 0.0236   13 55,447 0.0106   25 41,766 0.0055   
2 66,104 0.0227   14 56,659 0.0095   26 42,827 0.0044   
3 65,794 0.0212   15 56,575 0.0081   27 42,941 0.0033   
4 65,458 0.0182   16 56,023 0.0063   28 42,588 0.0019   
5 65,158 0.0155   17 55,360 0.0049   29 42,272 0.0007   
6 64,787 0.0131   18 54,458 0.0037   30 41,753 (0.0000) NS 
7 64,361 0.0102   19 53,195 0.0022   31 40,952 (0.0012)  
8 63,869 0.0081   20 51,832 0.0012   32 40,137 (0.0020)  
9 63,200 0.0064   21 49,745 0.0004   33 38,925 (0.0027)  

10 62,103 0.0041   22 46,501 (0.0006)  34 36,836 (0.0035)  
11 60,289 0.0025   23 42,124 (0.0011)  35 33,789 (0.0040)  

 

Analyst are more accurate than RW 
by 25 basis-pts

RW is more accurate than 
Analysts by 40 basis-pts



1919

Table 4 – Analysts’ forecast superiority and firm age
Panel A: FY1 – 11 months prior to RDQE 

Firm Age Firm-years Analysts’Superiority RW Forecast Error  Analysts’ Forecast Error  
1 2,534 0.0007  0.0534  0.0527  
2 6,321 0.0015  0.0405  0.0391  
3 5,867 0.0005  0.0382  0.0378  
4 5,109 0.0005  0.0379  0.0374  

5+ 40,335 0.0033  0.0301  0.0268  
 

Panel B: FY2 – 23 months prior to RDQE 

Firm Age Firm Years Analysts’ Superiority RW Forecast Error  Analysts’ Forecast Error  
1 1,413 (0.0102) 0.0628  0.0730  
2 3,969 (0.0072) 0.0528  0.0599  
3 3,810 (0.0048) 0.0511  0.0559  
4 3,404 (0.0028) 0.0472  0.0500  

5+ 29,447 0.0008  0.0396  0.0388  
 

Panel C: FY3 – 35 months prior to RDQE 

Firm Age Firm Years Analysts’ Superiority RW Forecast Error  Analysts’ Forecast Error  
1 1,119 (0.0186) 0.0735  0.0871  
2 2,954 (0.0147) 0.0647  0.0785  
3 3,011 (0.0084) 0.0604  0.0670  
4 2,794 (0.0060) 0.0584  0.0618  

5+ 23,868 (0.0012) 0.0498  0.0488  
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Table 5: Partitions for size and analyst following
Panel A: Small Firms 

FY1  FY2  FY3  

Months 
Prior 

Firm- 
years 

Analysts’ 
Superiority  

Months 
Prior 

Firm- 
years 

Analysts’ 
Superiority  

Months 
Prior 

Firm- 
years 

Analysts’ 
Superiority 

0 6,897 0.0256   12 5,786 0.0085   24 3,067 0.0007  
1 13,845 0.0252   13 10,871 0.0074   25 6,006 (0.0023) 
2 13,737 0.0242   14 11,087 0.0060   26 6,192 (0.0040) 
3 13,535 0.0225   15 10,885 0.0045   27 6,114 (0.0054) 
4 13,396 0.0191   16 10,574 0.0020   28 5,968 (0.0074) 
5 13,175 0.0162   17 10,204 0.0004  NS 29 5,836 (0.0086) 
6 13,009 0.0132   18 9,799 (0.0012)  30 5,626 (0.0096) 
7 12,815 0.0098   19 9,299 (0.0026)  31 5,366 (0.0106) 
8 12,607 0.0071   20 8,759 (0.0040)  32 5,055 (0.0119) 
9 12,341 0.0052   21 8,023 (0.0055)  33 4,707 (0.0131) 

10 11,906 0.0023   22 6,987 (0.0066)  34 4,152 (0.0151) 
11 11,314 (0.0003)  23 5,804 (0.0078)  35 3,521 (0.0167) 
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Table 5: Partitions for size and analyst following

Panel B: Low Analyst Following 

FY1  FY2  FY3  

 

Months 
Prior 

Firm-  
years 

Analysts' 
Superiority  

Months 
Prior 

Firm- 
years 

Analysts’ 
Superiority  

Months 
Prior 

Firm- 
years 

Analysts’ 
Superiority 

 

0 9,089 0.0314   12 8,001 0.0110   24 8,634 0.0063   
1 18,744 0.0311   13 14,945 0.0102   25 16,197 0.0036   
2 18,704 0.0289   14 15,648 0.0085   26 16,784 0.0022   
3 18,557 0.0267   15 15,890 0.0066   27 16,848 0.0005  

NS 
4 18,422 0.0224   16 16,055 0.0043   28 16,672 (0.0014)  
5 18,265 0.0185   17 16,138 0.0027   29 16,489 (0.0030)  
6 18,104 0.0151   18 16,319 0.0008  NS 30 16,180 (0.0035)  
7 18,062 0.0109   19 16,646 (0.0009)  31 15,556 (0.0051)  
8 17,880 0.0080   20 16,901 (0.0022)  32 14,941 (0.0063)  
9 17,636 0.0058   21 17,310 (0.0032)  33 13,992 (0.0074)  

10 17,113 0.0026   22 17,924 (0.0041)  34 12,501 (0.0087)  
11 16,264 0.0000  NS 23 18,185 (0.0045)  35 10,544 (0.0099)  
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Table 6: Partitions by magnitude of change in EPS

Panel A: The 33% of Forecasts with the Least Extreme Forecasted Change in EPS 

FY1  FY2  FY3  

 

Months 
Prior 

Firm- 
years 

Analysts’ 
Superiority  

Months 
Prior 

Firm- 
years 

Analysts’ 
Superiority  

Months 
Prior 

Firm- 
years 

Analysts’ 
Superiority 

 

0 10,915 0.0025  12 9,679 0.0174  24 7,305 0.0140   
1 22,093 0.0026  13 18,472 0.0156  25 13,910 0.0124   
2 22,053 0.0025  14 18,881 0.0143  26 14,268 0.0115   
3 21,954 0.0023  15 18,845 0.0125  27 14,300 0.0106   
4 21,842 0.0020  16 18,654 0.0106  28 14,185 0.0097   
5 21,743 0.0018  17 18,439 0.0087  29 14,075 0.0085   
6 21,620 0.0016  18 18,139 0.0074  30 13,907 0.0078   
7 21,481 0.0014  19 17,721 0.0058  31 13,645 0.0071   
8 21,324 0.0013  20 17,260 0.0051  32 13,382 0.0065   
9 21,110 0.0012  21 16,561 0.0041  33 12,968 0.0061   

10 20,731 0.0012  22 15,488 0.0034  34 12,277 0.0057   
11 20,117 0.0012  23 14,023 0.0029  35 11,263 0.0053   
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Table 6: Partitions by magnitude of change in EPS

Panel B: The 33% of Forecasts with the Most Extreme Forecasted Change in EPS 

FY1  FY2  FY3  

 

Months 
Prior 

Firm- 
years 

Analysts’ 
Superiority  

Months 
Prior 

Firm- 
years 

Analysts’ 
Superiority  

Months 
Prior 

Firm- 
years 

Analysts’ 
Superiority 

 

0 20,131 0.0025  12 9,695 0.0090  24 7,319 0.0018   
1 10,881 0.0616  13 18,483 0.0077  25 13,924 0.0005  

NS 
2 22,029 0.0591  14 18,885 0.0067  26 14,272 (0.0007) 

NS 
3 21,988 0.0566  15 18,865 0.0057  27 14,316 (0.0021)  
4 21,881 0.0530  16 18,684 0.0042  28 14,196 (0.0037)  
5 21,761 0.0453  17 18,463 0.0028  29 14,088 (0.0049)  
6 21,657 0.0381  18 18,157 0.0014  30 13,908 (0.0058)  
7 21,530 0.0320  19 17,728 0.0000 NS 31 13,639 (0.0076)  
8 21,385 0.0244  20 17,276 (0.0012)  32 13,360 (0.0087)  
9 21,217 0.0190  21 16,584 (0.0025)  33 12,964 (0.0095)  

10 20,993 0.0143  22 15,498 (0.0035)  34 12,267 (0.0109)  
11 20,635 0.0083  23 14,042 (0.0040)  35 11,256 (0.0115)  

 



Market expectation tests
We estimate:

Return = α + β RWFE + ϵit

Return = a + b AFE + eit

where the return accumulation period is equaled to 
forecast horizon.

Market Expectation Proxy Ratio = β / b

24
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Table 7: Associations with market returns

     

   

FY1  FY2  FY3   
Months 

Prior 
Firm- 
years β/b  

Months 
Prior 

Firm- 
years β/b  

Months 
Prior 

Firm- 
years β/b 

 

0 30,411 0.345  12 28,003 0.602  24 21,097 0.784  
1 62,355 0.395  13 53,654 0.678  25 40,377 0.831  
2 63,455 0.342  14 54,664 0.707  26 41,336 0.843  
3 63,419 0.396  15 54,473 0.742  27 41,369 0.874  
4 63,101 0.540  16 53,882 0.798  28 40,992 0.908  
5 62,790 0.632  17 53,196 0.833  29 40,674 0.928  
6 62,441 0.685  18 52,319 0.888  30 40,151 0.962  
7 62,016 0.735  19 51,113 0.912  31 39,409 1.001  
8 61,540 0.795  20 49,789 0.953  32 38,624 1.017  NS 
9 60,915 0.838  21 47,783 1.007  NS 33 37,455 1.057  NS 

10 59,936 0.905  22 44,672 1.008  NS 34 35,435 1.081  
11 58,261 0.939  23 40,500 1.032  35 32,530 1.099  

 
The association between returns and RW is 94% of the 

association between returns and analyst forecast errors.
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Table 8:  Market returns, by size & analyst following

     

   

Panel A: Small Firms 

FY1  FY2  FY3   
Months 

Prior 
Firm-  
years β/b  

Months 
Prior 

Firm- 
years β/b  

Months 
Prior 

Firm- 
years β/b 

 

0 6,558 0.1813  12 7,275 0.6957  24 3,396 0.9083  
1 13,382 0.3422  13 13,711 0.7238  25 6,575 0.8822   
2 13,474 0.4286  14 14,068 0.7550  26 6,814 0.9084   
3 13,364 0.4433  15 13,887 0.7793  27 6,757 0.9330   
4 13,227 0.5309  16 13,468 0.8111  28 6,552 0.9392  NS 
5 13,001 0.6186  17 12,974 0.8496  29 6,422 0.9495  NS 
6 12,838 0.6610  18 12,424 0.9076  30 6,173 0.9550  NS 
7 12,643 0.7170  19 11,713 0.8973  31 5,844 0.9762  NS 
8 12,431 0.8323  20 10,906 0.9676 NS 32 5,491 1.0016  NS 
9 12,176 0.8551  21 9,808 1.0151 NS 33 5,028 1.0965  

10 11,750 0.9273 NS 22 8,168 1.0043 NS 34 4,258 1.1229  
11 11,167 0.9431 NS 23 6,392 1.0277 NS 35 3,431 1.1230  
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Table 8:  Market returns, by size & analyst following

Panel B: Low analyst following 

FY1  FY2  FY3   
Months 

Prior 
Firm-  
years β/b  

Months 
Prior 

Firm- 
years β/b  

Months 
Prior 

Firm- 
years β/b 

 

0 8,522 0.4728  12 5,691 0.6681  24 3,010 0.9507 NS 
1 17,567 0.5084  13 10,710 0.6871  25 5,901 0.9674 NS 
2 17,746 0.4986  14 10,912 0.7337  26 6,077 0.9682  NS 
3 17,688 0.5739  15 10,706 0.7421  27 5,993 0.9786  NS 
4 17,582 0.6328  16 10,395 0.8069  28 5,842 1.0100  NS 
5 17,437 0.7040  17 10,026 0.8506  29 5,706 1.0230  NS 
6 17,289 0.7165  18 9,631 0.9414 NS 30 5,502 1.0464  NS 
7 17,220 0.7617  19 9,140 0.9273 NS 31 5,247 1.0736  NS 
8 17,039 0.8377  20 8,606 0.9721 NS 32 4,941 1.0892  NS 
9 16,825 0.9025  21 7,878 1.0209 NS 33 4,596 1.1288  

10 16,383 0.9530 NS 22 6,849 1.0100 NS 34 4,045 1.2025  
11 15,615 0.9823 NS 23 5,687 1.0570 NS 35 3,426 1.1849  
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Table 9:  Market returns, by magnitude of change in EPS
     

   

Panel A: The 33% of Forecasts with the Least Extreme Forecasted Change in EPS 

FY1  FY2  FY3  

Months 
Prior 

Firm-  
Years β/b  

Months 
Prior 

Firm- 
years β/b  

Months 
Prior 

Firm- 
years β/b 

 

0 9,023 0.9388 NS 12 7,763 0.6330  24 5,840 0.7597  

1 18,254 0.9280 NS 13 14,935 0.7053  25 11,227 0.7974  

2 18,188 0.9300 NS 14 15,145 0.7316  26 11,462 0.8336  

3 18,083 0.9620 NS 15 15,057 0.7808  27 11,466 0.8514  

4 18,018 0.9882 NS 16 14,865 0.8222  28 11,356 0.8433  

5 17,921 0.9764 NS 17 14,697 0.8603  29 11,264 0.8631  

6 17,807 0.9807 NS 18 14,479 0.8661  30 11,101 0.9067  

7 17,710 0.9866 NS 19 14,147 0.9241  31 10,891 0.9716 
NS 

8 17,566 0.9767 NS 20 13,783 0.9412  32 10,696 0.9870 
NS 

9 17,398 0.9794 NS 21 13,218 0.9643 NS 33 10,337 1.0165 
NS 

10 17,143 0.9772 NS 22 12,365 0.9747 NS 34 9,777 1.0334 
NS 

11 16,646 0.9791 NS 23 11,269 0.9930 NS 35 9,034 1.0473 NS 
 
Panel B: The 33% of Forecasts with the Most Extreme Forecasted Change in EPS 

FY1  FY2  FY3  

Months 
Prior 

Firm-  
Years β/b  

Months 
Prior 

Firm- 
years β/b  

Months 
Prior 

Firm- 
years β/b 

 

0 8,795 0.2981  12 7,575 0.5937  24 5,566 0.8875  

1 17,647 0.3710  13 14,701 0.6814  25 10,831 0.8781  

2 17,619 0.3270  14 14,892 0.7739  26 10,975 0.8875  

3 17,498 0.3560  15 14,823 0.7831  27 10,950 0.9032  

4 17,319 0.5213  16 14,617 0.7384  28 10,811 0.9513 NS 
5 17,210 0.6093  17 14,426 0.8124  29 10,741 0.9741 NS 
6 17,103 0.6808  18 14,171 0.9003  30 10,587 0.9953 NS 
7 16,903 0.7110  19 13,800 0.9175  31 10,376 1.0477  

8 16,709 0.7550  20 13,433 1.0186  32 10,130 1.0967  

9 16,438 0.7822  21 12,856 1.0476  33 9,823 1.0626  

10 16,084 0.8471  22 11,983 1.0304  34 9,269 1.1096  

11 15,650 0.8717  23 10,852 1.0735  35 8,493 1.1257  
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Table 10:  Panel multivariate regression
 

    
 

Months 
Prior  

RDQE 
Intercep

t 

 
#Analyst

s 

 

STD 

 

BTM 

 

Sales 

 Forecaste
d  

 
0 -0.0083  -0.0021  0.0055  0.0035  0.0015 

NS 0.0279 
1 -0.0072  -0.0022  0.0052  0.0028  0.0017  0.0262 
2 -0.0079  -0.0013  0.0043  0.0030  0.0017  0.0253 
3 -0.0079  -0.0013  0.0047  0.0029  0.0012  0.0238 
4 -0.0071  -0.0005  0.0039  0.0024  0.0005 NS 0.0206 
5 -0.0055  0.0003 NS 

0.0027  0.0025  -0.0002 NS 0.0175 
6 -0.0054  0.0006 

 
0.0025  0.0022  0.0001 NS 0.0148 

7 -0.0050  0.0011 
 

0.0015  0.0019  0.0004 NS 0.0115 
8 -0.0047  0.0015 

 
0.0009  0.0017  0.0007 NS 0.0092 

9 -0.0041  0.0016 
 

0.0004  0.0015  0.0010  0.0069 
10 -0.0026  0.0015 

 
-0.0003  0.0010  0.0012  0.0043 

11 -0.0017  0.0018 
 

-0.0011  0.0008  0.0012  0.0025 
12 0.0076  -0.0002 NS 

0.0050  0.0045  0.0058  -0.0064 
13 0.0070  0.0003 

NS 
0.0031 

 
0.0041  0.0055  -0.0057 

14 0.0056  0.0008  0.0031 
 

0.0042  0.0053  -0.0057 
15 0.0046  0.0011  0.0020 

 
0.0042  0.0049  -0.0050 

16 0.0028  0.0017  0.0010 
 

0.0037  0.0052  -0.0048 
17 0.0012  0.0022  0.0000 NS 

0.0036  0.0054  -0.0043 
18 0.0005 NS 

0.0028  -0.0007 
 

0.0036  0.0048  -0.0043 
19 -0.0015  0.0031  -0.0014 

 
0.0033  0.0049  -0.0037 

20 -0.0023  0.0037  -0.0019 
 

0.0030  0.0048  -0.0035 
21 -0.0029  0.0038  -0.0023 

 
0.0026  0.0054  -0.0036 

22 -0.0036  0.0038  -0.0028 
 

0.0024  0.0057  -0.0035 
23 -0.0079  0.0057  -0.0027 

 
0.0019  0.0062  -0.0035 

24 0.0048  0.0009  -0.0005 NS 
0.0051  0.0094  -0.0074 

25 0.0026  0.0023  -0.0016 
 

0.0059  0.0090  -0.0074 
26 0.0026  0.0025  -0.0023  0.0056  0.0093  -0.0078 
27 0.0019  0.0029  -0.0026  0.0053  0.0094  -0.0083 
28 0.0007 

NS 
0.0035  -0.0028  0.0052  0.0096  -0.0089 

29 -0.0007 
NS 

0.0039  -0.0028  0.0047  0.0096  -0.0090 
30 -0.0020  0.0042  -0.0033  0.0046  0.0106  -0.0093 
31 -0.0027  0.0046  -0.0035  0.0042  0.0104  -0.0097 
32 -0.0036  0.0049  -0.0038  0.0038  0.0108  -0.0099 
33 -0.0040  0.0051  -0.0040  0.0035  0.0111  -0.0103 
34 -0.0060  0.0054  -0.0044  0.0030  0.0133  -0.0108 
35 -0.0062  0.0058  -0.0048  0.0019  0.0127  -0.0108 
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Conclusion
 DISCLAIMER: Prior research was appropriately deliberate in its sample 

selection and other research design choices, and the conclusions drawn are 
warranted. 
o However, as is common in our field, it is the subsequent researcher 

who over-generalizes findings from prior studies.

 Analysts only appear persistently superior to a simple earnings 
extrapolation for short horizons for large firms.

 Equivalently, time-series forecasts perform as well or better than analysts 
over moderate-to-long forecast horizons, and especially for smaller, 
younger firms.
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Table 1

Paper 

Sample and 
Time 

Period 

Time-Series 
(TS) Models 

and Data 
Requirements Outliers 

Forecast 
Horizon 

Difference in Forecast 
Accuracy 

Analysts’ Superiority 
Determinants 

Brown and Rozeff (1978)   50 firms from 
1972 through 
1975.  

Three TS models 
using quarterly 
data, requiring 
complete data for 
20 years. 

Winsorized 
forecast 
errors at 
1.0   

One to five 
quarters ahead. 

Median difference in forecast 
errors between all univariate 
forecasts and the analysts’ forecast 
is significantly greater than zero.  

  

Collins and Hopwood 
(1980)   

50 firms from 
1951 through 
1974. 

Four TS models, 
requiring a 
minimum of 76 
quarters of data.   

Winsorized 
forecast 
errors at 
3.0 

One to four 
quarters ahead. 

Four quarters out, analysts’ 
forecast errors are 31.7% 
compared to the best TS error of 
32.9%.  One quarter out, mean 
analysts’ forecast error are 9.7% 
compared to the best TS error of 
10.9%.  

  

Fried and Givoly (1982) 424 firms from 
1969 through 
1979. 

Modified 
submartingale 
models, requiring a 
minimum of 10 
years of past data.   

Winsorized 
forecast 
errors at 
1.0   

8 months prior 
to the fiscal 
end. 

Analysts’ forecast errors are 16.4% 
of realized EPS compared to 
19.3% for the best TS model. 

  

Hopwood and McKeown 
(1982) 

258 firms from 
1974 through 
1978. 

Random walk and 7 
other TS models, 
requiring at least 12 
years (48 quarters) 
of data. 

  One to four 
quarters ahead. 

Four quarters out (annual), 
absolute analysts’ forecasts errors 
are 22.5% compared to absolute 
forecast errors of 26.1% for 
random walk. 

Number of days separating 
TS and analysts’ forecast – 
positive 

Brown, Hagerman, Griffin, 
and Zmijewski (1987)   

233 firms from 
the 1975 
through 1980. 

3 TS models, 
requiring a 
minimum of 60 
quarters of data.   

Winsorized 
forecast 
errors at 
1.0   

One, two, and 
three quarters 
ahead. 

Three-quarters-ahead, analysts’ 
forecast errors are 28.7% and TS 
forecast errors are 33%. 

Forecast horizon – negative 

Brown, Richardson, and 
Schwager (1987)  

Sample 1: 168 
firms from Q1-
1977 through 
Q4-1979.  

Quarterly random-
walk model. 

  One, two, and 
three quarters 
ahead. 

For the one month horizon, the log 
of the squared ratio of TS to 
analysts’ forecast errors is 0.56. 

Firm size – positive; Prior 
analysts’ forecast dispersion 
– negative 

 

1. Data from 1960 and 1970.
2. Sample size ranges from fifty to a few hundred.
3. Models require a minimum of 10 years of data, and some require as many as 20 years of data.
4. Forecast horizons range from 1 quarter-ahead to 18 months-ahead.
5. Reported differences are typically statistically significant in favor of analysts, only modest magnitudes .  

TYPICAL 
STUDY: 
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Table 1 (cont.)

Brown, Richardson, and 
Schwager (1987)  

Sample 2: 168 
firms from 
1977 through 
1979.   

Annual random-
walk model. 

  Horizons of 1, 
6, and 18 
months prior to 
the fiscal year-
end date. 

For the one month horizon, the log 
of the squared ratio of TS to 
analysts’ forecast errors is 1.08. 

Firm size – positive; Prior 
analysts’ forecast dispersion 
– negative 

Brown, Richardson, and 
Schwager (1987)   

Sample 3: 702 
firms from 
1977 through 
1982. 

Annual random-
walk model. 

  Horizons of 1, 
6, and 18 
months prior to 
the fiscal year-
end date. 

Log of the squared ratio of TS to 
analysts’ forecast errors is 1.01 for 
the one month horizon. 

Firm size – positive; Prior 
analysts’ forecast dispersion 
– negative 

O'Brien (1988)  184 firms from 
1975 through 
1982. 

Two TS models, 
requiring 30 
consecutive 
quarters of data.   

Deleted 
absolute 
forecast 
errors 
larger 
than $10    

Horizons of 5, 
60, 120, 180, 
and 240 
trading days 
prior to the 
earnings 
announcement 
date. 

At 240 trading days (one year), 
analysts’ forecast errors are $0.74 
compared to TS forecast errors of 
$0.96.   

Forecast horizon – positive  

Kross, Ro, and Schroeder 
(1990)   

279 firms from 
1980 through 
1981.  

Box-Jenkins model, 
requiring 28 
quarters of data. 

  Last available 
one-quarter-
ahead forecast. 

Natural log of 1 + absolute TS 
error - absolute analysts’ error is 
positive across all industries 
(ranging from (0.043 to 0.385)). 

Earnings variability – 
positive; Wall Street 
Journal coverage – positive; 
# of days separating TS and 
analysts’ forecasts – 
positive 

Lys and Soo (1995) 62 firms from 
1980 through 
1986.   

Box-Jenkins model, 
requiring 20 years 
of data. 

Removed 
one firm 

Up to 8 
quarters ahead.   

Across all horizons, the mean 
(median) absolute analysts’ 
forecast error is 4.4% (2.8%) and 
the mean (median) absolute TS 
error is 26.8% (1.4%).   

Forecast horizon – negative 

Branson, Lorek, and 
Pagach (1995)   

223 firms from 
1988 through 
1989.   

ARIMA model, 
requiring 11 years 
of complete data. 

  One quarter 
ahead. 

The median absolute percentage 
forecast error (Actual - 
predicted)/actual)) from TS minus 
analysts’ forecasts is 7.22%. 

Conditional on the firm 
being small: earnings 
variability – positive; firm 
size – negative 

 



3333

Figure 3:  Mean assets for firms with (in maroon) and 
without (in blue) earnings forecasts on I/B/E/S
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A re-examination of analysts’ superiority over time-series forecasts of annual earnings 

Abstract:  In this paper, we re-examine the widely-held belief that analysts‟ earnings per share 

(EPS) forecasts are superior to forecasts from a time-series model.  Using a naive random walk 

time-series model for annual earnings, we investigate whether and when analysts‟ annual EPS 

forecasts are superior.  We also examine whether analysts‟ forecasts approximate market 

expectations better than expectations from a simple random walk model.  Our results indicate 

that simple random walk EPS forecasts are more accurate than analysts‟ forecasts over longer 

forecast horizons and for firms that are smaller, younger, or have limited analyst following.  

Moreover, analysts‟ superiority is less prevalent when analysts forecast large changes in EPS.  

These findings recharacterize generalizations about the superiority of analysts‟ forecasts over 

even simple time-series-based earnings forecasts and suggest that they are incomplete and/or 

misleading.  Our findings suggest that in certain settings, researchers can reliably use time-

series-based forecasts in studies requiring earnings expectations.   
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A re-examination of analysts’ superiority over time-series forecasts of annual earnings 

 

1  Introduction 

Research on analysts‟ forecasts originated from a need within capital markets research to 

find a reliable proxy for investor expectations of earnings per share (EPS).  The need for a proxy 

was necessitated by a growing interest in the relation between accounting earnings and stock 

returns that began with Ball and Brown (1968).  Prior to the widespread availability of analysts‟ 

forecasts, much capital markets research was aimed at better understanding the time-series 

properties of earnings in an effort to gauge the association between earnings expectations and 

stock prices (e.g., Ball and Watts 1972; Brooks and Buckmaster 1976; Albrecht et al. 1977; 

Salomon and Smith 1977; Watts and Leftwich 1977).  Numerous time-series specifications are 

examined in these studies, but the overall evidence points towards sophisticated time-series 

models of annual earnings rarely providing an economically significant improvement over a 

simple random walk model in terms of reduced forecast errors.
1
  This led Brown (1993, 295) to 

observe that the general consensus among researchers is that earnings follow a random walk, 

which he states was “pretty much resolved by the late 1970s.”   

In a parallel stream of studies between 1968 and 1987, many researchers examined 

whether analysts‟ forecasts are superior to time-series forecasts.  The culmination of that 

research is Brown et al. (1987a), who conclude that analysts‟ forecasts are superior to time-series 

forecasts because of both an information advantage and a timing advantage.  This conclusion 

was followed by a sharp decline in research on the properties of time-series forecasts.  Indeed, in 

a review of the capital markets literature, Kothari (2001, 145) observes that the time-series 

                                                           
1
 We note that prior research finds consistent evidence that sophisticated time-series models of quarterly earnings 

outperform a simple random walk model (see, for example, Lorek (1979) and Hopwood et al. (1982)).  However, we 

focus our examination on forecasts of annual earnings as we explain later in the introduction.   
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properties of earnings literature is fast becoming extinct because of “the easy availability of a 

better substitute” which is “available at a low cost in machine-readable form for a large fraction 

of publicly traded firms.”
2
  Thus, it appears that academics have generally concluded that 

analysts‟ forecasts of annual earnings are superior to those from time-series models. 

In this paper, we re-examine the widely-held belief that analysts‟ annual EPS forecasts 

are superior to those from time-series models.  We do this by comparing the performance of 

simple random walk annual earnings forecasts to that of analysts‟ annual earnings forecasts, and 

by correlating the associated forecast errors with long-window market returns.  Given 

information and timing advantages (Brown et al. 1987a), it seems improbable that analysts 

would not provide more accurate forecasts than a simple random walk model.  However, the 

prior research upon which the conclusion that analysts are superior is based is subject to 

numerous caveats (e.g., small samples, bias towards large firms, questionable economic 

significance, etc.), as we further discuss below.  Moreover, analysts are subject to a number of 

conflicting incentives that can result in biased or inaccurate forecasts (Francis and Philbrick 

1993; Dugar and Nathan 1995; McNichols and O‟Brien 1997; Lin and McNichols 1998). 

As noted in Bradshaw (2009), the accounting literature is unique in its conclusion that 

expert forecasts are superior to forecasts from time-series models.  For example, findings from 

research in economics, genetics, and physics are largely consistent with time-series models 

outperforming experts.
3
  Obviously, forecasts of macroeconomic variables like interest rates, 

unemployment, and GDP are different from forecasts of accounting earnings because firm 

                                                           
2
 Kothari (2001, 153) further states that “conflicting evidence notwithstanding, in recent years it is common practice 

to (implicitly) assume that analysts‟ forecasts are a better surrogate for market‟s expectations than time-series 

forecasts.” 
3
 For example, in the economics literature, Belongia (1987) examines expert and time-series forecasts of interest 

rates and finds that time-series forecasts are more accurate.  Similarly, Fintzen and Stekler (1999) and Loungani 

(2000) find that time-series forecasts of recessions and of gross domestic product (GDP) are more accurate than 

expert forecasts.  In addition, in the genetics literature, Orr (1998) finds that random walk describes the time-series 

properties of genetic drift, and in physics, Mazo (2002) finds that random walk describes Brownian motions.   
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managers can affect both analysts‟ forecasts (through guidance) and accounting earnings 

(through financial reporting discretion) (Watts and Zimmerman 1990; Matsumoto 2002).  This 

interaction clearly gives financial analysts‟ forecasts of EPS an advantage vis-à-vis expert 

forecasts of „less controllable‟ economic outcomes like interest rates or GDP. 

Furthermore, relative to the extensive amount of analyst forecast data currently available, 

the empirical results of the early studies examining analysts versus time-series models are based 

on very small samples.  For example, Brown and Rozeff (1978) use forecasts for only 50 firms 

from 1972 through 1975, and Fried and Givoly (1982) – arguably the most extensive sample in 

this early literature – use forecasts for only 424 firms from 1969 through 1979.  In addition to the 

limited availability of machine readable data when these studies were performed, another 

explanation for the small sample sizes is the data demands of ARIMA models, which require a 

long time series of earnings (e.g., 10 to 20 years) to estimate time-series parameters.  Other 

common research design choices, such as the selection of only December fiscal year-end firms or 

only firms trading on the New York Stock Exchange (which bias samples towards large, mature, 

and stable firms), may also affect early results.  Finally, as is well-known, the firms followed by 

analysts are biased towards larger firms with institutional following (Bhushan 1989) and with 

more extensive disclosures (Lang and Lundholm 1996), which censors the availability of 

analysts‟ forecasts for other firms.  The generalizability of the early evidence on analysts‟ 

forecast superiority is accordingly limited, as is made clear by descriptions in these studies about 

their sample characteristics and by other important caveats.   

Researchers now utilize analysts‟ earnings forecasts as a proxy for expected earnings for 

samples of firms that are not well-represented in these early studies.  For example, Lee (1992), 

Clement et al. (2003), and Jegadeesh and Livnat (2006) use analysts‟ forecasts to proxy for 
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earnings expectations for small firms (which are underrepresented in the early studies on the 

accuracy of analysts‟ versus time-series forecasts).  Similarly, researchers sometimes use 

analysts‟ forecasts of earnings over horizons that are not represented in these early studies 

(which rarely examine forecast horizons beyond one year).  For example, in the valuation and 

cost of capital literature (e.g., Frankel and Lee 1998; Claus and Thomas 2001; Gebhardt et al. 

2001; Easton et al. 2002; and Hribar and Jenkins 2004), analysts‟ earnings forecasts are often 

used as a proxy for longer-horizon earnings expectations, such as two- to five-year-ahead 

earnings.  One notable exception is Allee (2010) who utilizes exponential smoothing time-series 

forecasts for two-year horizons to estimate the firm-specific cost of equity capital.  He finds that 

cost of equity capital estimates using time-series forecasts are reliably associated with risk 

proxies (e.g., market volatility, beta, leverage, size, book-to-price, etc.) and concludes that 

researchers and investors may use time-series forecasts of earnings to estimate the implied cost 

of equity capital for firms not covered by analysts. 

Our empirical tests are based on annual earnings with forecast horizons ranging from 1 

month through 36 months.  We focus solely on annual earnings because we are interested in 

evaluating analysts‟ superiority over both short and long forecast horizons and the availability of 

quarterly analysts‟ earnings forecasts is generally limited to several quarters ahead.  Furthermore, 

it is unlikely that random walk forecasts are superior to analysts‟ forecasts in the quarterly 

setting, where both the information and timing advantage of analysts are greatest.
4
  Our focus on 

annual earnings forecasts is also consistent with the extensive use of these forecasts in research 

on the cost of equity capital and valuation, where longer horizon forecasts are the most cogent in 

terms of their influence on valuation-related estimates.   

                                                           
4
 We do not directly examine this conjecture, but our near-term forecasts of annual earnings are analogous to 

quarterly forecasts for the fourth quarter and for these very short forecast horizons, the results are consistent with 

analysts dominating time-series models. 
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We document several surprising findings.  First, for longer forecast horizons, analysts‟ 

forecasts do not consistently provide more accurate estimates of future earnings than time-series 

models, even when analysts have timing and information advantages.  Second, for forecast 

horizons where analysts are more accurate than random walk forecasts (i.e., shorter forecast 

horizons of several months), the differences in forecast accuracy are economically small.  Third, 

random walk forecasts are more accurate than analysts‟ forecasts for estimating two-year-ahead 

earnings in approximately half of the forecast horizons analyzed, and random walk forecasts 

strongly dominate analysts‟ forecasts of three-year-ahead earnings.  Fourth, over longer forecast 

horizons, analysts‟ forecast superiority is prevalent only in limited settings, such as when 

analysts forecast negative changes or small absolute changes in EPS.  Finally, the associations 

between random walk versus analysts‟ forecast errors and stock returns track the results of our 

forecast accuracy tests.  Over the shortest forecast horizon, when analysts‟ forecasts and earnings 

announcements occur almost simultaneously, the association between analysts‟ forecast errors 

and returns is three times larger than that between random walk forecast errors and returns.  

However, over longer forecast horizons, returns are more strongly associated with random walk 

forecast errors than with analysts‟ forecast errors, suggesting that random walk forecasts are a 

better proxy for market expectations of earnings than consensus analysts‟ forecasts over all but 

very limited forecast horizons.   

These results conflict with common (often implicit) assertions that analysts‟ forecasts are 

uniformly a better proxy for investor expectations than are forecasts from time-series models.  

For example, Frankel and Lee (1998, 289) state that I/B/E/S earnings forecasts “should result in a 

more precise proxy for market expectations of earnings.”  They use these forecasts as a proxy for 

expected earnings for horizons of up to three years.  Similarly, Easton et al. (2002) proxy for 
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expected earnings using analysts‟ forecasts for horizons of up to four years, and Claus and 

Thomas (2001) use analysts‟ forecasts for horizons of up to five years.  The evidence that time-

series forecasts perform as well or better than analysts‟ forecasts suggests that the 

generalizability of research typically confined to firms for which analysts forecast long-term 

earnings (i.e., large, mature firms) might be reliably enhanced by substituting time-series 

forecasts for those of analysts and by expanding the samples of firms examined. 

Although the tenor of our conclusions appears to contradict conclusions in early analysts‟ 

forecast research and questions the use of analysts‟ forecasts in more recent studies, we 

emphasize that early research was deliberate in its sample selection and other research design 

choices, and the conclusions were drawn appropriately.  As in many literatures, it is the 

subsequent researcher who over-generalizes findings in the prior literature (Bamber et al. 2000).  

The early research examines the relative accuracy of time-series versus analysts‟ forecasts using 

samples of firms that are large, mature, and stable, and studies fairly limited forecast horizons.  

For these types of firms, over relatively short horizons, we also find that analysts‟ forecasts 

consistently outperform forecasts from a random walk model (and from all of the other time-

series models that we evaluate).
5
  However, we do emphasize that for all but the very shortest of 

forecast horizons, analysts‟ forecast superiority is economically small for the average firm.  

Moreover, for smaller firms and for firms with low analyst following, we find that analysts‟ 

superiority is quite small, and over longer horizons, analysts‟ forecasts are not superior to 

random walk forecasts.   

                                                           
5
 In untabulated analyses, we also find that random walk forecasts are superior to forecasts from more complicated 

time-series models such as random walk with a drift.  This superiority exists for two reasons.  First, analysts are 

better at estimating earnings for firms with sufficient data to calculate the time-series parameters in some 

complicated time-series models because longer time-series availability is associated with more mature firms.  

Second, adding time-series parameters to a random walk forecast does not help much because the negative serial 

correlation in EPS changes is very small.   
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Our study is also subject to an unavoidable sample bias because to assess analysts‟ 

forecasts relative to time-series forecasts, we are necessarily constrained to use data for firms 

with available analyst forecasts.  Thus, we cannot avoid biasing our sample towards covered 

firms.  However, as we document, the percentage of firms without analyst coverage has fallen 

from more than 50% in the 1990s to approximately 25% and firms without analyst coverage 

have median total assets of less than $100 million.  A second design choice is that, because 

analysts forecast earnings purged of transitory or special items, we use actual earnings per 

I/B/E/S (rather than earnings from Compustat) to calculate forecast errors based on analysts‟ 

forecasts and random walk.  This is necessary in order to make the analyst and random walk 

forecast errors comparable.   

The remainder of this paper proceeds as follows.  In section 2, we review the prior 

literature.  We describe our data and develop hypotheses in section 3.  We present the results of 

our tests in section 4, and section 5 concludes. 

 

2  Prior research and motivation 

2.1  Prior Research 

 Numerous studies examine the time-series properties of annual earnings, motivated by a 

need for a well-specified expectations model to be used in asset pricing tests.  The early studies 

(e.g., Little 1962; Ball and Watts 1972) provide evidence that annual earnings approximate a 

simple random walk process.  Subsequent studies (e.g., Albrecht et al. 1977; Watts and Leftwich 

1977) find that this simple time-series characterization performs at least as well as more complex 

models of annual earnings, such as random walk with drift or Box Jenkins.
6
  Based on this 

                                                           
6
 Albrecht et al. (1977) also show that the choice of scalar is important to the relative accuracy of predictions from 

random walk versus random walk with drift models.  Specifically, a random walk model outperforms a random walk 
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evidence, Brown (1993, 295) concludes that earnings follow a random walk and that this was 

“pretty much resolved by the late 1970s.”  In addition to the empirical evidence, the random 

walk model is advantageous because it does not require a long time series of data, which restricts 

the sample size and induces survivor bias. 

 A stream of literature based on these prior studies compares the accuracy of earnings 

forecasts from time-series models to that of analysts‟ forecasts.  These studies can be broadly 

classified into one of two lines of research.  The first line asks whether analysts‟ forecasts are 

superior to forecasts derived from time-series models.  These studies are motivated by the 

intuition that analysts‟ forecasts should be more accurate than time-series forecasts for a number 

of reasons (e.g., analysts have access to more information and have a timing advantage), and 

these studies provide evidence that analysts‟ forecasts are more accurate than time-series 

forecasts.  For example, Fried and Givoly (1982) argue that analysts‟ superiority is related to an 

information advantage because analysts have access to a broader information set, which includes 

non-accounting information as well as information released after the prior fiscal year.  They 

compare prediction errors (defined as (forecasted EPS – realized EPS) / |realized EPS|) based on 

analysts‟ forecasts made approximately eight months prior to the fiscal-end date to those based 

on forecasts from two time-series models.  The eight-month forecast horizon roughly 

corresponds to the annual forecast horizon of time-series models based on earnings releases, 

which typically occur by four months after fiscal year-end.  Fried and Givoly (1982) report 

prediction errors of 16.4 percent using analysts‟ forecasts versus 19.3 percent using a modified 

sub-martingale random walk model and 20.3 percent using a random walk model.
7
  The 

                                                                                                                                                                                           
with drift model when earnings are deflated by stockholders‟ equity but underperforms when earnings are not 

deflated. 
7
 Fried and Givoly (1982) analyze a modified submartingale model that uses the firm‟s past earnings growth as the 

drift term as well as an index model that uses past earnings growth of the Standard & Poor‟s 500 as the drift term.  
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differences among these prediction errors seem small but are statistically significant.  Fried and 

Givoly (1982) also find that analysts‟ forecast errors are more closely associated with security 

price movements than are forecast errors from time-series models.  Collins and Hopwood (1980) 

document similar evidence using a slightly longer forecast horizon.  Using forecasts made four 

quarters prior to year-end, they find mean analysts‟ forecast errors of 31.7 percent compared to 

32.9 percent for their most accurate time-series forecast, again, an economically small but 

statistically significant difference.  

 A related line of research investigates the source of this apparent superiority.  For 

example, Brown et al. (1987b) find that analysts‟ forecast superiority is positively (negatively) 

related to firm size (forecast dispersion).  Similarly, Brown et al. (1987a) provide evidence 

consistent with analysts possessing an information advantage in that they better utilize 

information available on the date on which the time-series forecast is made, which Brown et al. 

(1987a) label a “contemporaneous advantage,” and with analysts better utilizing information 

acquired between the date on which the time-series forecast is made and the date on which the 

analysts‟ forecast is made, which they label a “timing advantage.”  Subsequent research supports 

their conclusion that analysts‟ superiority is negatively associated with the forecast horizon 

(Kross et al. 1990; Lys and Soo 1995).  Finally, O‟Brien (1988) argues that analysts‟ superiority 

stems from their use of time-series models along with a broader information set that includes 

information about industry and firm sales and production, general macroeconomic information, 

and other analysts‟ forecasts.  Consistent with this, Kross et al. (1990) find that the analysts‟ 

advantage is positively associated with firm coverage in the Wall Street Journal. 

                                                                                                                                                                                           
Our focus is limited to the random walk model out of simplicity; refinement to incorporate past earnings growth 

would likely improve the performance of time-series forecasts relative to analysts‟ forecasts, but would require 

longer time series, thus biasing the sample.   
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 Collectively, these studies use samples comprised mainly of large firms.  One exception 

is Branson et al. (1995) who re-examine the question of whether analysts‟ forecasts are superior 

to forecasts from time-series models using a sample of small market capitalization firms (where 

the median market value of equity is $215 million).  Using one-quarter-ahead forecasts, they find 

that analysts‟ forecasts are also more accurate than time-series forecasts for their sample, but 

conclude that time-series models might be useful for small firms without analyst following.  

More recently, Allee (2010) examines cost of equity capital estimates based on time-series 

forecasts, so is able to extend his analyses to firms without analyst following.  He uses two-year-

ahead annual forecasts combined with the Easton (2004) implementation of the Ohlson and 

Jeuttner-Nauroth (2005) earnings growth valuation model to back-out the implied cost of equity 

capital.  His results are also encouraging with respect to the usefulness of time-series forecasts in 

a valuation setting.   

To succinctly summarize and place some structure on the prior research on analysts‟ 

versus time-series forecasts, table 1 summarizes twelve important studies on the relative 

performance of time-series and analysts‟ forecasts.  We compile summary data on the sample 

size and time-period, the time-series models investigated, data requirements, treatment of 

outliers, forecast horizon, and summary results.  Several observations are noteworthy.  First, 

these studies typically use time-series data from the 1960s and 1970s.  Second, the sample sizes 

are small by current capital markets research standards, ranging anywhere from only 50 to only a 

few hundred firms.  Third, the time-series models used require a minimum of 10 years of data, 

and some require as many as 20 years of data.  Fourth, the forecast horizons studied range from 

one quarter ahead in the quarterly setting to 18 months ahead in the annual setting, with the 

majority focused on the quarterly forecast horizon.  Fifth, forecast accuracy is generally 
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evaluated using the absolute value of forecast errors scaled by either actual EPS or stock prices.  

Sixth, the reported differences in forecast accuracy between analysts and time-series models are 

typically statistically significant and analysts typically „win,‟ but the economic magnitudes of the 

differences appear modest at best.  Finally, the analysts‟ forecast advantage is positively 

associated with firm size and is negatively associated with prior dispersion in analysts‟ forecasts 

and forecast horizon. 

  

2.2  Why re-examine the relative forecast accuracy of analysts versus time-series models? 

 Two factors, combined with the availability of analysts‟ forecasts for a large number of 

public firms, motivate our re-examination of the superiority of analysts‟ forecasts over time-

series forecasts.  First, our review of the accounting and finance literature above suggests that it 

took approximately two decades (i.e., the 1970s and 1980s) for the literature to conclude that 

analysts are better at predicting future earnings than are time-series models.  As Kothari (2001) 

notes, due to this conclusion and the increased availability of analysts‟ forecast data in machine-

readable form, the literature on time-series models quickly died.
8
  However, as noted above and 

as evident in table 1, this generalized conclusion is primarily based on studies investigating small 

samples of firms that are large, mature, and stable, and the margin of analysts‟ superiority over 

time-series forecasts is not overwhelming.  However, analysts‟ forecasts are used pervasively in 

the literature as proxies for market expectations for all firms, both large and small.  This general 

reliance on analysts‟ forecasts contrasts with Walther (1997), who concludes that the market 

does not consistently use analysts‟ forecasts or forecasts from time-series models to form 

expectations of future earnings; her evidence indicates that market participants place more 

                                                           
8
 Since the 1980s, the forecasting literature has focused on refinements to better understand various features of 

analysts‟ forecasts, such as the determinants of analysts‟ forecast accuracy (Clement 1999), bias in analysts‟ 

forecasts (Lim 2001), and the efficiency of analysts‟ forecasts with respect to public information (Abarbanell 1991).   
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weight on time-series forecasts relative to analysts‟ forecasts as analyst following decreases.  

Additionally, it is not obvious that analysts are equally skilled at predicting earnings for large 

and small firms (or for firms that differ on other dimensions).   

The second motivation for our re-examination is that a significant number of firms were 

not covered by analysts during the sample periods studied in early research and, therefore, are 

excluded from research that requires longer-term earnings forecasts.  If analysts‟ forecasts over 

long horizons are not superior to time-series forecasts, then requiring firms to have available 

analysts‟ forecasts unnecessarily limits the data upon which this research is based and hence, is a 

costly restriction.  To get a sense of the cost (in terms of sample exclusion) of requiring analysts‟ 

forecasts, we identify the number of firms with available financial and market data not included 

in I/B/E/S.  Figure 1 plots of the percentage of public firms with available data in Compustat and 

in the Center for Research in Securities Prices (CRSP) that do not have analysts‟ one- and two-

year-ahead earnings forecasts and long-term growth forecasts available in I/B/E/S.
9
  As 

illustrated in figure 1, the percentage of firms with available Compustat and CRSP data that do 

not have one-year-ahead analyst forecast data in I/B/E/S was approximately 50% through the 

early 1990s but in recent years, the percentage of firms without one-year-ahead analyst forecasts 

has declined to approximately 25%.  Figure 2 plots the median assets of firms with available 

Compustat and CRSP data, sorted by whether they are covered by analysts on I/B/E/S.  As noted 

in prior research, the uncovered firms are considerably smaller (Bhushan 1989).  Whereas the 

difference in median total assets between covered and not covered firms was relatively small 

through the early 1990s, it is now quite large; the median total assets of firms without analysts‟ 

forecasts is generally below $100 million.  Thus, broadly speaking, the evidence in figures 1 and 

                                                           
9
 We identify this sample by starting with all firms in Compustat with positive total assets.  We retain all firms with 

monthly stock price data as of the fiscal-end month available from CRSP.  Finally, we use I/B/E/S data to identify 

whether consensus forecast data as of the fiscal-end month are available for the remaining firms.    
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2 highlights the sample effects of requiring analysts‟ forecasts in terms of excluding otherwise 

useable data.  As noted in the introduction, we cannot avoid this sample selection issue, but 

because analyst coverage is much greater in recent years, we are able to include the majority of 

public firms in our analyses.   

 

2.3  Empirical Methodology 

In the first set of tests, we compare the accuracy of analysts‟ forecasts of annual earnings 

to that of time-series forecasts over various horizons ranging from 1 through 36 months prior to 

the earnings announcement date.  The time-series forecasts that we examine are based on both 

annual realizations and annual realizations updated with subsequent quarterly realizations.  We 

employ a random walk time-series forecast for three reasons.  First, as noted above, there is very 

little evidence suggesting that more sophisticated time-series models are more accurate than 

simple time-series models of annual earnings (Albrecht et al. 1977; Watts and Leftwich 1977; 

Brown et al. 1987a).  Second, random walk requires no parameter estimates and so, does not 

have the data demands of more complicated ARIMA models.  That is, using the random walk 

forecast rather than more complex time-series models frees us from further data requirements 

that would skew our analyses to large, mature firms, as in prior research.
10

  Third, Klein and 

Marquardt (2006) find that losses occur with increasing frequency over time, suggesting that the 

earnings process is becoming more volatile.  Thus, random walk may be more descriptive than 

more complicated ARIMA models.   

Consistent with prior studies, we expect analysts‟ superiority to decrease as the forecast 

horizon increases (Brown et al. 1987a).  Next, we investigate settings where we would expect 

analysts to have less of an information advantage.  That is, we compare the forecast accuracy of 
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 In addition, the use of random walk is consistent with Occam‟s razor, which advocates simplicity.  
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analysts‟ forecasts to that of a time-series model for young firms, small firms, and firms with low 

analyst following.  We also examine how much information analysts add when they forecast 

positive versus negative changes in EPS and when they forecast large versus small changes in 

EPS.
11

   

In the second set of tests, we examine the association between random walk forecast 

errors and stock returns, and the association between analysts‟ forecast errors and stock returns.
12

  

Here, we also expect the relative strength of the correlation between analysts‟ forecast errors and 

returns over the correlation between random walk forecast errors and returns to decrease as the 

forecast horizon increases and expect the relative strength of the correlation between analysts‟ 

forecast errors and returns to be lower in settings where analysts should have less of an 

advantage or when analysts forecast greater changes in future earnings. 

As a final test, we investigate analysts‟ superiority in a multivariate setting.  For each 

forecast horizon, we estimate regressions with our measure of analysts‟ superiority as the 

dependent variable and proxies for the quality of the information environment, firm risk, and the 

analysts‟ forecasted changes in earnings as covariates.  The objective of this test is to investigate 

the incremental impact of these factors on analysts‟ superiority and to assess whether the impact 

changes across the various forecast horizons. 

 

3  Data 

We first collect data from the I/B/E/S consensus file and from the Compustat annual file.  

Our sample spans a 25 year period, from 1983 through 2008.  We attempt to impose minimal 

                                                           
11

 When analysts forecast no change in EPS, the random walk forecast and the analysts‟ forecasts are equal; thus, 

analysts‟ forecasts differ most from random walk forecasts when analysts forecast large changes in EPS.   
12

 Thus, we our tests following Foster (1977) who first put forth the dual evaluative criteria of predictive ability and 

capital market association.   
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constraints on data availability.  For a firm-year observation to be included in our sample, the 

prior year‟s EPS, at least one earnings forecast, the associated stock price, and the EPS 

realization for the target year must be available from I/B/E/S.  For supplementary tests using 

quarterly data to form annual earnings forecasts, we further require that quarterly EPS 

realizations be available from I/B/E/S.  We require that sales (our proxy for size) be available 

from Compustat for the year immediately preceding the forecast.
13

  Because losses are less 

persistent than positive earnings (Hayn 1995), we further limit our analyses to firm-years with 

positive earnings in the base year.
14

  In sensitivity analyses, we find that including loss firms 

does not change our overall conclusions.
15

  Finally, for the market-based tests, we require 

sufficient monthly data from CRSP to calculate returns over the specified holding periods, which 

slightly reduces the sample for these tests. 

For each target firm-years‟ earnings (EPST), we collect the I/B/E/S consensus analysts‟ 

forecast made in each of the previous 36 months.  For the first 12 previous months (i.e., 0 

through 11 months prior), we use FY1 (the one-year-ahead earnings forecast) as the measure of 

the analysts‟ forecast of earnings, and the EPS one year prior (EPST-1) as the random walk 

forecast of earnings. Thus, for the first year prior to the target year‟s earnings announcement, we 

                                                           
13

 For the analyses that can be done without Compustat data (i.e., the main results, analyses related to firm age, and 

analyses related to the number of analysts following), the Compustat restriction makes no substantive difference in 

the results.  However, we impose this restriction across all analyses to facilitate sample consistency between the 

tables. 
14

 The base year is defined as the year immediately preceding the forecast.  For example, letting the target year be 

year T, when forecasting one-year-ahead earnings, the base year is year T-1; when forecasting two-year-ahead 

earnings, the base year is T-2; etcetera. 
15

 In unreported analyses, we find that random walk forecasts perform poorly for fiscal periods following a loss; 

however, analysts‟ forecasts also perform poorly for these firms.  While including loss firms does not change the 

results over horizons of one year or less, the random walk results improve somewhat relative to analysts‟ forecasts 

for forecast horizons of two and three years when loss firms are included.  Although the lack of persistence of losses 

makes random walk a poor predictor of future earnings when the base year‟s earnings are negative, analysts are 

aware of the base year‟s earnings before they make their forecasts, so this data restriction does not provide time-

series models with a natural advantage. 
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have 12 pairs of forecast errors.
16

  For each pair, the analysts‟ forecast error is the difference 

between the analysts‟ forecast and realized earnings (EPST) and the random walk forecast error 

is the difference between EPST-1 and EPST.  We then take the absolute value of the forecast errors 

and scale by price as of the analysts‟ forecast date.  We obtain 844,643 consensus forecasts, 

representing 77,013 firm-years and 10, 919 firms, with sufficient data to be included in the one-

year-ahead (FY1) analyses.   

For the 12 through 23 months prior to the target year‟s earnings announcement date, we 

use the I/B/E/S forecasts of FY2 (the two-year-ahead earnings forecast).  As with the forecasts of 

FY1, there are 12 monthly forecasts of FY2.  For these months, the random walk forecast of 

earnings is equal to EPST-2.  We obtain 715,730 consensus forecasts, representing 68,870 firm-

years and 9, 870 firms, with sufficient data to be included in the two-year-ahead (FY2) analyses.  

Finally, for the 24 through 35 months prior to the target year‟s earnings announcement 

date, we construct estimates of FY3 (the three-year-ahead earnings forecast) because few 

analysts forecast three-year-ahead earnings directly.  We construct these estimates using the 

method outlined in studies like Frankel and Lee (1998), Lee et al. (1999), Gebhardt et al. (2001), 

and Ali et al. (2003).  This method generates the FY3 forecast from the FY2 forecast adjusted by 

the mean analysts‟ long-term growth forecast as follows:   

FY3 = FY2 × (1 + LTG%)        (1) 

where FY2 is defined above and LTG is the long-term growth forecast from I/B/E/S.  Thus, to be 

included in the FY3 sample, a firm must report positive base year earnings (EPST-3) and have a 
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 Note that when the earnings announcement is made early in the calendar month, there will not be an earnings 

forecast in that calendar month.  For these observations, there are only 11 forecasts of FY1.  Thus, there are 

approximately half as many month 0 observations as there are month 1 observations.  
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FY2 forecast and a long-term growth forecast available in I/B/E/S.
17

  We next calculate the pairs 

of forecast errors, analogous to the FY1 and FY2 analyses.  We obtain 545,354 I/B/E/S 

consensus forecasts, representing 53,561 firm-years and 7, 636 firms, with sufficient data to be 

included in the three-year-ahead (FY3) analyses.   

Our primary random walk-based forecasts of future earnings are simply the lagged annual 

realized earnings:     

ET−τ EPST = EPST−τ  ∈ 𝜏 = {1, 2, 3}      (2) 

For FY1 forecasts, the random walk forecast is the realized EPS from the previous fiscal year, 

and for FY2 (FY3), the random walk forecast is the realized EPS two (three) years prior to the 

forecast year.  We also examine the sensitivity of the results to the alternative random walk 

forecast formed using the sum of the prior four quarters of EPS (QEPST-1).  Note that 11 months 

prior to the earnings announcement, the random walk forecast based on annual realizations 

(EPST-1) and the random walk forecast based on quarterly realizations (QEPST-1) will be equal 

because they are based on the same four quarters.  However, 9 months prior to the earnings 

announcement, EPST-1 will not change but QEPST-1 will be equal to the sum of quarterly EPS 

from the prior four quarters (in this case, Q2 through Q4 of the prior year (T-1) and Q1 of the 

current year (T)).   

 

4  Results 

4.1  Descriptive Statistics 

Panel A of table 2 presents descriptive statistics for the 68,870 firm-years with sufficient 

data to estimate random walk forecast errors and analysts‟ forecast errors 11 months prior to the 
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 We also test the robustness of our results to using explicit FY3 forecasts when available in I/B/E/S.  We find that 

our general conclusions are unchanged.   
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target earnings announcement.  Untabulated statistics reveal that a hypothetical data requirement 

of 10 years of prior earnings data (e.g., Fried and Givoly 1982) would eliminate more than 60 

percent of the observations, so estimating more complex time-series forecasts would result in a 

considerable loss of sample observations.  We also find that the mean (median) observation has 

only 7.6 (5) analysts following, consistent with a large number of the firms in our sample having 

relatively sparse analyst coverage (i.e., only 1 or 2 analysts following).   

As noted in table 1, prior literature frequently scales forecast errors by reported earnings 

and many important studies in this literature (e.g., Brown and Rozeff 1978; Fried and Givoly 

1982; Brown et al. 1987a) winsorize forecast errors at 100 percent.  For a sample comprised of 

large, mature firms and for forecasts with short horizons, this winsorization rule is reasonable 

because it results in very few of the analysts‟ forecast errors being winsorized.  For example, 

Fried and Givoly (1982) find that approximately 0.5 percent of their sample observations have 

scaled forecast errors that are greater than 100 percent.  Moreover, for the subsample of firms in 

our study that are at least 10 years old, we find that one month prior to the earnings 

announcement date, only 4.3 percent of scaled absolute analysts‟ forecast errors are greater than 

100 percent.  However, we find that for younger firms and over longer forecast horizons, many 

more extreme forecast errors exist.  When we include younger firms in the analyses, the 

proportion of analysts‟ forecast errors (at the same one month forecast horizon) that are greater 

than 100 percent of reported earnings increases to 6.0 percent.  Moreover, this proportion rises 

dramatically as the forecast horizon lengthens.   

In panel B of table 2, we present the proportion of the absolute forecast errors (scaled by 

reported earnings) that are greater than 100 percent to illustrate the consequences of scaling 

forecast errors by reported earnings.  Thirty-five months prior to the earnings announcement, 
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almost 32 percent of analysts‟ forecast errors and 26 percent of random walk forecast errors are 

greater than 100 percent.  Because winsorizing 32 percent of the sample could severely affect the 

reported results, in the analyses that follow, we scale forecast errors by price, as reported in 

I/B/E/S.
18

  Scaling by price limits the number of extreme observations so that less than one 

percent of observations for both random walk forecast errors and analysts‟ forecast errors are 

greater than 100 percent at every forecast horizon.  Thus, scaling by price provides a more 

accurate picture of the relative forecast accuracy of analysts versus random walk. 

In panel C of table 2, we examine the bias in both types of forecasts.  We report 

descriptive statistics for signed analysts‟ forecast errors and signed random walk forecast errors 

scaled by price at 11, 23, and 35 months prior to the earnings announcement date.  We find that 

both forecast errors are biased, and that the absolute magnitudes of the bias for the median 

forecast errors are similar, but the biases are in the opposite direction.  Specifically, the median 

random walk forecasts are negatively biased, while the median analysts‟ forecast errors are 

positively biased.  The negative bias in random walk forecast errors occurs because EPS tends to 

grow by approximately 50 basis points per year and the random walk model does not allow for 

this growth.  Analysts‟ forecast errors are biased such that the median analysts‟ forecast error is 

consistently positive and is much larger at longer horizons.  This pattern of bias in analysts‟ 

forecast errors is consistent with findings in Richardson et al. (2004).   

 

4.2  Tests of Analysts‟ Superiority Using Absolute Forecast Errors 

We present the main results of our tests in table 3.  In panel A of table 3, we compare the 

forecast accuracy of random walk forecasts based on annual EPS to that of the analysts‟ 
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 The price reported in I/B/E/S is usually the price at the end of the day prior to the day on which the forecast is 

released.  However, our results are insensitive to the measurement date for price.  Specifically, our results are 

essentially unchanged when we scale by the first price for the fiscal year. 
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consensus forecasts for the full sample.  We calculate the analysts‟ superiority over the random 

walk model as follows (firm subscripts omitted):  

𝐴𝑛𝑎𝑙𝑦𝑠𝑡𝑠′𝑆𝑢𝑝𝑒𝑟𝑖𝑜𝑟𝑖𝑡𝑦 =  
 𝐸𝑃𝑆𝑇−1− 𝐸𝑃𝑆𝑇 −  𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑒𝑑 𝐸𝑃𝑆𝑇,𝑀− 𝐸𝑃𝑆𝑇 

𝑃𝑟𝑖𝑐𝑒𝑇,𝑀
  (3) 

where Forecasted EPS is the consensus analysts‟ forecast (i.e., FY1, FY2, or FY3) issued M 

months prior to the earnings announcement for year T earnings.  At each forecast horizon, we 

calculate mean Analysts’ Superiority.  A positive mean indicates that analysts are superior to a 

random walk model at that particular forecast horizon, on average, and a negative mean indicates 

that a random walk model is superior to analysts at that particular forecast horizon, on average.
19

 

The first set of columns in panel A, labeled FY1, presents the mean analysts‟ superiority 

during months 0 through 11 prior to the earnings announcement.  For the full sample, our results 

confirm those in the prior literature – analysts‟ forecasts are more accurate than forecasts from 

time-series models (specifically, forecasts from a random walk model) and their superiority is 

more evident as the earnings announcement approaches.  For forecasts made in the same month 

as the earnings announcement (i.e., 0 months prior), analysts‟ forecasts are more accurate than 

random walk forecasts by 282 basis points.  This result is not surprising given that this is the 

forecast horizon where analysts have the greatest timing and information advantages.  In other 

words, for most firms, the random walk forecast is approximately one year old at this time and 

analysts have the advantage of having access to all of the news that has occurred over the year 

and to the earnings announcements made in the first three quarters of the year (i.e., to three of the 

four quarterly earnings numbers used to calculate EPST).  In contrast, 11 months prior to the 
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 Note that the measurement of analysts‟ forecast superiority requires matched pairs of random walk forecasts and 

analysts‟ forecasts.  That is, for a given firm-year observation, we require both a random walk forecast (so a prior 

earnings realization) and a consensus analysts‟ forecast, as well as the reported earnings.   
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earnings announcement date, analysts‟ superiority is only 35 basis points, which is 

approximately 88 percent smaller than analysts‟ superiority in month 0. 

The second set of columns, labeled FY2, presents the mean analysts‟ superiority from 12 

through 23 months prior to the earnings announcement.  Here, we use the consensus analysts‟ 

forecasts of two-year-ahead earnings and the random walk forecast is earnings reported two 

years prior to the target date.  Again, analysts‟ forecasts are significantly more accurate than 

random walk forecasts from 12 through 21 months prior to the earnings announcement, but as 

with FY1, their relative superiority falls monotonically as the forecast horizon lengthens.  

Moreover, at month 21, analysts‟ superiority is only 3 basis points, and by months 22 and 23, the 

random walk forecast is significantly more accurate than analysts‟ forecasts on average, so time-

series forecasts are superior.  However, the difference in accuracy is economically trivial, at 7 

and 14 basis points respectively.   

The third set of columns, labeled FY3, presents the mean analysts‟ superiority from 24 

through 35 months prior to the earnings announcement.  Again, analysts‟ superiority falls 

monotonically, from 66 basis points at 24 months prior to -41 basis points at 35 months prior, as 

their timing and information advantages increase.   

In panel B of table 3, we compare the forecast accuracy of random walk forecasts based 

on quarterly EPS (i.e., the sum of EPS for the prior four quarters) to that of the analysts‟ 

consensus forecasts for the full sample.  We find that the magnitude of analysts‟ superiority is 

smaller with quarterly updating than with the annual random walk forecast (reported in panel A) 

at every horizon.  To illustrate, in panel B, analysts‟ superiority ranges from 62 basis points to -

26 basis points, compared to a range of 282 basis points to -41 basis points in panel A.  This 

decrease in magnitude is to be expected since quarterly updating reduces analysts‟ information 
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and timing advantages.  We also find that the sign and significance of analysts‟ superiority for 

the FY1 and FY2 horizons are very similar to those in panel A.  Specifically, in FY1, we find 

that analysts are more accurate at every horizon.  In FY2, we find that analysts and random walk 

forecasts are no different at 21 and 22 months prior, and that random walk forecasts are more 

accurate at 23 months prior.  However, in FY3, we find a marked difference from the pattern in 

panel A.  Here, random walk forecasts are more accurate than analysts‟ forecasts (or, at least, as 

accurate as analysts‟ forecasts) for almost all horizons.   

Finally, in panel C of table 3, we compare the forecast accuracy of random walk forecasts 

using explicit FY3 forecasts to that of the analysts‟ consensus forecasts for the full sample.  By 

construction, the results for FY1 and FY2 are identical to those in panel A.  For FY3, we find 

that analysts‟ superiority falls monotonically from 54 basis points at 24 months prior to 20 basis 

points at 35 months prior.  This pattern is similar to that in panel A, but the magnitudes are 

smaller at every horizon in FY3.   

Overall, the results presented in table 3 reveal that, consistent with prior literature, 

analysts are better than time-series models at predicting earnings over relatively short windows.  

However, as the forecast horizon grows, analysts‟ superiority decreases and becomes negative, 

so that random walk forecasts are superior to analysts‟ forecasts when the forecast horizon is 

sufficiently long.  Moreover, the results across the various panels reveal that quarterly updating 

to the random walk forecasts reduces the magnitude of analyst superiority and that random walk 

forecasts for FY3 based on long-term growth forecasts and explicit FY3 forecasts are very 

similar.  For the remainder of our analyses, we focus on random walk forecasts based on annual 

EPS because these forecasts give the analysts the greatest information and timing advantages, 

thus biasing our results against random walk.  
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4.2.1 Partitioning on firm age 

Table 4 partitions observations based on firm age, measured as the number of years that 

the firm‟s earnings have been reported in I/B/E/S.  Because samples in prior literature are 

comprised of mature firms, we separate observations into young firms versus mature firms to 

compare the relative forecast accuracy between the two groups.  Panel A reveals that even one-

year-ahead earnings are much more difficult to forecast for young firms than for mature firms.  

Specifically, for firms in their first year on I/B/E/S, the mean analysts‟ forecast error 11 months 

prior is 409 basis points while the matching random walk forecast error is 426 basis points.  For 

firms that have been on I/B/E/S for at least five years, the mean analysts‟ forecast error is 

approximately 25 percent smaller, at 305 basis points, while the random walk forecast error is 

347 basis points.  Thus, it appears that mature firms are inherently more predictable, and 

although the random walk forecast error is smaller for mature firms than for young firms, the 

superiority of analysts‟ forecasts is greater for mature firms.  For firms in their first year on 

I/B/E/S, analysts‟ superiority is only 18 basis points, but for the firms that are at least five years 

old, analysts‟ superiority is 41 basis points.   

The difference in second year forecast accuracy is even more striking.  At month 23, 

analyst superiority is negative for firms that are four years old or less, indicating random walk 

forecast superiority.  Moreover, for firms in their first year on I/B/E/S, the differences are quite 

large, with random walk forecast superiority of 56 basis points.  Thus, for firms in their first year 

on I/B/E/S, analysts‟ forecasts are less accurate than random walk forecasts by more than one-

half percent of price at the 23 month forecast horizon.  In contrast, for firms that have been on 

I/B/E/S for at least five years, analysts‟ forecasts are only slightly more accurate than random 

walk forecasts (by 3 basis points).   
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The results for FY3 presented in panel C are even more striking.  At month 35, time-

series forecast superiority is evident regardless of firm age.    For firms in their first year on 

I/B/E/S, random walk forecasts are superior to analysts‟ forecasts by 116 basis points.  However, 

for firms that have been on I/B/E/S for at least five years, the superiority of random walk 

forecasts is only 12 basis points at month -35.    

4.2.2 Partitioning on firm size 

Table 5 partitions observations based on firm size or on analyst following.  To partition 

on firm size, each year, we partition all firms on Compustat with positive sales into two groups, 

large firms and small firms, using the median sales in the year as the threshold.  Because I/B/E/S 

firms are generally larger than Compustat firms, fewer than half of the firms are classified as 

small using this threshold.  As reported in panel A, analysts‟ superiority for small firms is much 

smaller than for large firms.  In fact, for small firms, random walk is superior in 5 and 10 of the 

12 monthly forecast horizons during FY2 and FY3, respectively.  Moreover, some of these 

differences are economically significant.  For example, at the 23 month forecast horizon, the 

difference is almost one and a half percent of price, and at the 35 month forecast horizon, the 

difference is more than one percent of price.   

4.2.3 Partitioning on analyst following 

In panel B, we report similar results for lightly followed firms (i.e., those followed by one 

or two analysts).  While analysts‟ forecasts are superior in most months, for early fiscal-year 

forecasts, the difference in the accuracy of random walk forecasts and analysts‟ forecasts is 

economically trivial (e.g., it is only 12 basis points 11 months prior).  Consistent with the results 

in table 4, results for FY2 and FY3 are similar, with random walk forecasts dominating analysts‟ 

forecasts at numerous forecast horizons.   
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4.3  The Relation between Analysts‟ Superiority and the Sign of the Forecasted Change in EPS 

 Table 6 partitions observations based on the sign of the analysts‟ forecasted change in 

EPS.  Comparing the results in panels A (positive forecasted changes) with those in panel B 

(negative forecasted changes) across all horizons, we find that analysts forecast negative 

earnings changes less often than positive earnings changes, but when they do forecast negative 

changes, analysts‟ superiority is much stronger.  Most strikingly, at 11 months prior to the 

earnings announcements, analysts‟ superiority is less than 1 basis point for the 59,086 positive 

forecasted changes in EPS, and is 209 basis points for the 11,789 negative forecasted changes in 

EPS.   

We find similar evidence over FY2 forecast horizons.  At 23 months prior to the earnings 

announcement, random walk forecasts are superior to analysts‟ forecasts by 29 basis points (see 

panel A) when analysts forecast positive changes in EPS.  However, over this same horizon, 

analysts‟ superiority is 168 basis points when analysts forecast negative changes in EPS (see 

panel B).  Here, we also find that analysts rarely forecast negative changes in two-year-ahead 

EPS.  For example, at month -23, there are 47,260 positive forecasted changes and only 3,903 

negative forecasted changes.       

Finally, for FY3, when analysts forecast positive changes in EPS, random walk forecasts 

are superior to analysts‟ forecasts starting 30 months prior to the earnings announcement.  The 

difference between analysts‟ forecast error and random walk forecast error is almost one half 

percent of price in month -35.  However, when analysts forecast negative changes in earnings, 

analysts‟ superiority is very large, ranging from 8.52 percent of price at month -24 to 10.6 

percent of price at month -35.  That said, the small number of negative forecasted changes in 
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FY3 across these horizons indicates that analysts very rarely forecast negative changes in three-

year-ahead earnings (i.e., approximately 1 in 1,000 forecasted changes are negative over this 

horizon).     

 

4.4  The Relation between Analysts‟ Superiority and Absolute Forecasted Change in EPS 

Table 7 partitions observations based on the absolute magnitude of the analysts‟ 

forecasted change in EPS.  As discussed above, when analysts forecast no change in EPS, the 

random walk forecasts and the analysts‟ forecasts are equal.  Thus, to further examine whether 

analysts‟ superiority varies with the forecasted change in EPS, we partition the observations into 

small, moderate, and large forecasted changes in EPS.  For this analysis, we calculate the 

absolute value of the analysts‟ forecasted change in EPS and let the lowest and highest 33 

percent represent small and large forecasted changes respectively.  The difference in analysts‟ 

superiority between the extreme forecasts and the moderate forecasts is always large, but the 

direction of the effect differs for short and long forecast horizons.   

Comparing the results in panel A (for the partition with the least extreme forecasted 

changes) with those in panel B (for the partition with the most extreme forecasted changes), we 

find that for short horizons (i.e., FY1 forecasts), analysts‟ superiority is strongest when the 

absolute forecasted change in EPS is extreme.  At the one month forecast horizon, for the group 

of firms with the smallest forecasted change, analysts‟ superiority is only 44 basis points, but for 

the group of firms with the largest forecasted change, analysts‟ superiority is 570 basis points.  

However, this relative superiority deteriorates as the horizon lengthens.  For example, for the 

group of firms with small forecasted changes, analysts‟ superiority is only 17 basis points 10 

months prior to the earnings announcement, while at the same horizon, analysts‟ superiority is 
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117 basis points for the group of firms with large forecasted changes.  Although analysts‟ 

superiority diminishes as the horizon lengthens, in the first year, analysts‟ superiority is always 

significantly greater for the group of firms with large forecasted changes in EPS than for the 

group of firms with small forecasted changes in EPS. 

The results differ, however, over longer horizons.  For the group of firms with small 

forecasted changes, analysts‟ forecasts are more accurate than random walk forecasts over each 

of the 36 monthly horizons in FY2.  However, for the group of firms with large forecasted 

changes, random walk dominates in a large number of forecast horizons.  At 23 months prior to 

the earnings announcement, when analysts have no timing advantage and a slight information 

advantage, random walk forecasts are 61 basis points more accurate than analysts‟ forecasts for 

the group of firms with large forecasted changes and are 27 basis points more accurate for the 

group of firms with small forecasted changes.  In addition, analysts are not superior to random 

walk for the group of firms with large forecasted changes in FY2 until month 18, when analysts 

have a 4 month timing advantage.  This compares to month 21 for the full sample.   

The difference in accuracy between the groups with large versus small forecasted 

changes is even greater for forecasts made for FY3.  As with two-year-ahead forecasts, analysts‟ 

forecasts of three-year-ahead earnings are always superior to random walk forecasts for the 

group of firms with the least extreme forecasted changes in EPS.  However, for the groups of 

firms with the most extreme forecasted changes, analysts‟ superiority is significantly positive in 

only 3 of the 12 forecast horizons; this occurs 26 months prior to the earnings announcement, 

when analysts have an 9 month timing advantage.  From 28 through 35 months prior to the 

earnings announcement, random walk forecasts are superior to analysts‟ forecasts, and the 

difference is 69 basis points at the 35 month horizon.  In other words, when analysts forecast 
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large changes in three-year-ahead earnings, a simple random walk estimate of those earnings is 

more accurate by approximately 70 percent of price on average.  Over the same horizon, when 

analysts forecast a small change in earnings, their forecasts are more accurate than a simple 

random walk estimate by approximately 20 percent of price. 

 

4.5   Tests of Analysts‟ Superiority Using Market Expectations  

Next, we examine the associations between time-series forecast errors and stock returns 

and between analysts‟ forecast errors and stock returns over various forecast horizons.  To the 

extent that stock prices react to earnings surprises, higher associations between forecast errors 

and stock returns indicate a greater correspondence between the forecasts and ex ante market 

expectations.  We regress stock returns measured from the month of the forecast through the 

month of the earnings announcement on forecast errors from random walk and analysts‟ 

forecasts using a seemingly unrelated regression system: 

𝑅𝑒𝑡𝑢𝑟𝑛𝑇,𝑀 =  𝛼 +  𝛽 (𝐸𝑃𝑆𝑇−1 −  𝐸𝑃𝑆𝑇) +  𝜀𝑇       (4) 

𝑅𝑒𝑡𝑢𝑟𝑛𝑇,𝑀 =  𝑎 +  𝑏 (𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑒𝑑 𝐸𝑃𝑆𝑇,𝑀 −  𝐸𝑃𝑆𝑇) +  𝑒𝑇     (5) 

The coefficient  measures the relation between returns and random walk forecast errors, and the 

coefficient b measures the relation between returns and analysts‟ forecast errors.  We report tests 

on the ratio of the regression coefficients  to b.  We estimate this system for each of the 36 

forecast horizons from 0 months prior (i.e., when analysts‟ forecasts and earnings are announced 

in the same month) to 35 months prior to the earnings announcement.  Thus, we measure stock 

returns and forecast errors contemporaneously such that the returns accumulation period and the 

forecast horizon are equal.  For example, when the forecast horizon is 12 months in length, the 
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returns accumulation period is also 12 months in length and the forecast horizon and returns 

accumulation period represent the same 12 months.   

In panel A of table 8, we present the estimation results for models (4) and (5) across all 

forecast horizons using annual EPS.  As the forecast horizon lengthens, the association between 

stock returns and forecast errors increases for both random walk and analysts‟ forecasts.  The 

random walk coefficient ranges from 0.069 in the 1 month forecast horizon regression to 3.454 

in the 24 month forecast horizon regression.  Similarly, the analysts‟ forecast coefficient ranges 

from 0.148 in the 1 month forecast horizon regression to 3.354 in the 24 month forecast horizon 

regression.  While the coefficients on both errors increase with the length of the forecast horizon, 

they grow at different rates. 

We find that the relative weights that the market seems to assign to random walk forecast 

errors and analysts‟ forecast errors tend to track fairly closely to the accuracy tests in table 3.  

Over the shortest forecast horizon, when analysts‟ forecasts and earnings announcements 

coincide in the same calendar month, the association between stock returns and random walk 

forecast errors is 47 percent of the association between stock returns and analysts‟ forecast 

errors.  However, the relative magnitudes of the stock return associations grow nearly 

monotonically, so that at the 11 month forecast horizon, the random walk coefficient is 72 

percent of the analysts‟ forecast error coefficient.  To summarize, at the one year horizon, 

analysts‟ forecasts dominate random walk-based forecasts as a proxy for market expectations, 

which mirrors the accuracy results from table 3.  However, the relative ability of analysts‟ 

forecasts to proxy for market expectations is much stronger at the one month forecast horizon 

than over longer forecast horizons.   
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The pattern for FY2 forecasts is similar, but analysts‟ forecasts are a significantly better 

proxy for market expectations than random walk forecasts only for horizons shorter than 21 

months.  For the 23 month forecast horizon, the random walk forecast is a significantly better 

proxy for market expectations, on average.  Finally, for forecasts of FY3, analysts‟ forecasts are 

a better proxy in only 6 of the 12 months.  For forecast horizons of 32 through 35 months, 

random walk is again a significantly better proxy for market expectations.  Overall, it appears 

that market expectations track fairly closely to the forecast accuracy results.  Over horizons 

where analysts‟ forecasts are more accurate than random walk forecasts, analysts‟ forecasts seem 

to provide a better proxy for market expectations.  However, over horizons where random walk 

forecasts are more accurate than analysts‟ forecasts, random walk forecasts seem to provide a 

better proxy for market expectations.   

 In panel B of table 8 we present the results using random walk forecasts based on 

quarterly EPS (i.e., the sum of EPS for the prior four quarters).  For FY1, we find that random 

walk forecasts are as good a proxy for market expectations as analysts‟ forecasts in the month of 

the earnings announcement.  Thereafter (i.e., in months 1 through 11), we find that analysts‟ 

forecasts are a better proxy for market expectations.  In addition, in FY2, we find that analysts‟ 

forecasts are the better proxy for market expectations in only 5 of the 12 months, and in FY3, 

random walk forecasts are a better proxy in all of the months.   

4.5.1  Partitioning on firm size and on analyst following 

Panels A and B of table 9 present the estimation results for models (4) and (5) for small 

firms and for lightly followed firms, respectively.  In panel A, for FY1, we find that β/b ranges 

from 44 percent for the shortest forecast horizon to 84 percent for the 11 month forecast horizon.  

Moreover, analysts‟ forecasts are no better than random walk forecasts as a proxy for market 
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expectations 10 and 11 months prior to the earnings announcement.  For FY2 and FY3, we find 

that analysts‟ forecasts are no better than random walk forecasts over horizons of 19 through 23 

months and 26 through 31 months prior to the earnings announcement, respectively, and that 

random walk forecasts dominate analysts‟ forecasts over horizons of 32 through 35 months prior. 

The results for lightly followed firms are reported in panel B, and are very similar to 

those reported in panel A (for small firms) for FY1 and FY2.  That is, analysts‟ forecasts 

dominate random walk forecasts as a proxy for market expectations only over shorter forecast 

horizons.  For three-year-ahead forecasts, analysts‟ forecasts are not a better proxy than random 

walk forecasts starting in month 30.  Overall, the results reported in table 9 for small and lightly 

followed firms are consistent with the analysts‟ forecast accuracy results reported in table 5. 

4.5.2  Partitioning on the sign of the forecasted change in EPS 

 Panels A and B of Table 10 present the estimation results for models (4) and (5) for firms 

with positive and negative forecasted changes in EPS, respectively.  In panel A, when analysts 

forecast increasing EPS, we find that analysts‟ forecasts are no better than random walk forecasts 

as a proxy for market expectations across all horizons.  Moreover, beginning 7 months prior to 

the earnings announcement, random walk forecasts dominate analyst forecasts.  In stark contrast, 

in panel B, when analysts forecast decreasing EPS, we find that analysts‟ forecasts dominate 

random walk forecasts as a proxy for market expectations across all horizons.  This evidence is 

consistent with that presented in table 6 and suggests that analysts do much better than random 

walk forecasts when they forecast negative changes in earnings.   

4.5.3  Partitioning on the absolute forecasted change in EPS 

Panels A and B of table 11 present the estimation results for models (4) and (5) for firms 

with small and large analysts‟ forecasts of the change in EPS, respectively.  In panel A, for FY1, 
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FY2, and FY3, we find no statistical differences between the coefficients on the random walk 

forecast errors and on the analysts‟ forecast errors when analysts forecast the least extreme 

changes in EPS.  Thus, analysts‟ forecasts are no better than random walk forecasts as a proxy 

for market expectations when analysts forecast small changes in EPS.   

In panel B, we present the results when analysts forecast the most extreme changes in 

EPS.  For FY1, we find that analysts‟ forecasts dominate random walk forecasts as a proxy for 

market expectations in all months.  However, in FY2, we find that random walk forecasts are as 

good a proxy for market expectations as analysts‟ forecasts over horizons greater than 22 

months, and in FY3, we find that random walk forecasts dominate for horizons of 34 and 35 

months.  Overall, the market expectation results in Table 11 track fairly closely to the forecast 

accuracy results presented previously. 

 

4.6  Multivariate Tests 

As a final test, we investigate analysts‟ superiority in a multivariate setting which 

controls for the information environment of the firm as well as for risk factors.  Specifically, we 

estimate the following regression separately for each of the 36 forecast horizons: 

𝐴𝑛𝑎𝑙𝑦𝑠𝑡𝑠′ 𝑆𝑢𝑝𝑒𝑟𝑖𝑜𝑟𝑖𝑡𝑦𝑇,𝑀 =  𝛾0 +  𝛾1 #𝐴𝑛𝑎𝑙𝑦𝑠𝑡𝑠𝑇 + 𝛾2 𝑆𝑇𝐷𝑇,𝑀 + 𝛾3 𝐵𝑇𝑀𝑇−1 

            + 𝛾4 𝑆𝑎𝑙𝑒𝑠 𝑇−1 + 𝛾5 𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡 𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒𝑇,𝑀 + 𝛾6 |𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡 ∆|𝑇,𝑀  + 

 + 𝛾7𝑃𝑜𝑠𝑡 𝐹𝐷𝑇 ,𝑀 + 𝜀𝑇         (6) 

 

where: #Analysts is the number of analysts in the consensus forecast of EPS in year T made in 

month M; STD is the standard deviation of analysts‟ forecasts for year T earnings as measured in 

month M; BTM is the book-to-market ratio (from Compustat) measured at the end of year T-1; 

Sales (from Compustat) is measured at the end of year T-1; Forecast Increase is an indicator 
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variable set equal to one if analysts forecast a positive change in EPS and to zero otherwise; 

|Forecast∆| is the absolute value of the forecasted change in EPS (i.e., |Forecasted EPST –  

EPST-1|) implied by the analysts‟ forecast of year T earnings as measured in month M; and Post 

FD is an indicator variable set equal to one if the forecast is issued after passage of Regulation 

Fair Disclosure in October 2000, and zero otherwise.  We include this control for the pre- versus 

post-Regulation Fair Disclosure (Reg FD) environment based on evidence in prior research that 

after passage of Reg FD, analysts invest more time gathering information about the firms they 

cover and that their forecasts are less biased (see, e.g., Mohanram and Sunder (2006) and Drake 

and Myers (2009)). 

In table 12, we present the estimation results for equation (6) for each of the 36 forecast 

horizons.  We find that the book-to-market ratio, sales revenue (size), the forecasted increase in 

EPS indicator variable, the absolute value of the analysts‟ forecasted change in EPS, and the Post 

FD indicator variable are all significantly related to the level of analysts‟ superiority over almost 

every forecast horizon.  In addition, the number of analysts‟ estimates and the standard deviation 

of the estimates are significantly related to the level of analysts‟ superiority in the majority of the 

forecast horizons.  Although several factors (such as the number of analysts and sales) are 

correlated with one another, each is significantly related to analysts‟ superiority over the vast 

majority of horizons.  In addition, the most consistent and strongest relation is that the forecasted 

increase in EPS indicator variable is highly significant at every horizon.  For forecasts that are in 

the same fiscal year as the earnings being forecasted (i.e., FY1 forecasts), the coefficient on the 

forecasted increase indicator variable is consistently negative, revealing that analysts‟ forecasts 

of decreasing EPS are more accurate than random walk forecasts across all forecast horizons.  

This is true even after controlling for the number of forecasts, variance in those forecasts, size, 
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book-to-market, the absolute forecasted change in EPS, and whether the forecast is made post 

Reg FD.  We also find that the coefficient on the post Reg FD indicator variable is positive and 

significant in all but 4 of the 36 horizons, suggesting that the regulation has lead to an increase in 

the accuracy of analysts‟ forecasts.   

 

5  Conclusion 

In this paper, we show that the widely held belief that analysts‟ forecasts of annual 

earnings are superior to time-series forecasts is not fully descriptive.  Although analysts‟ 

earnings forecasts consistently beat random walk earnings forecasts over short windows, for 

longer forecast horizons, analysts‟ superiority declines, and at certain horizons, analysts‟ 

forecasts are dominated by random walk forecasts.  This is especially true for small firms, young 

firms, thinly followed firms, and when analysts forecast positive or more extreme changes in 

earnings.  We link this finding to stock returns, and show that the market seems to rely on 

random walk forecasts (or similar simple models of earnings) at longer horizons, but tends 

towards analysts‟ forecasts as the forecast horizon becomes shorter.   

While our results are not inconsistent with prior literature that concludes that analysts‟ 

forecasts are superior to forecasts from time-series models in a general sense, we find that over 

longer horizons, analysts‟ forecasts lose their relative superiority to time-series forecasts.  In fact, 

we show that even a simple random walk forecast performs as well, in both an economic and 

statistical sense, relative to analysts‟ forecasts.  This is important because analysts‟ forecasts are 

not available for a large number of firms.  Our findings suggest that investors can reasonably rely 

on random walk forecasts when implementing long-term buy-and-hold valuation strategies, and 

similarly, researchers interested in phenomena that require longer-term earnings expectations can 
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work with larger samples than those comprised of firms with long-term analysts‟ forecasts.  In 

addition, because our results suggest that the use of a simple random walk model to form 

forecasts in securities analysis is feasible, we suggest that declining analyst coverage alleged to 

have resulted from increased regulation in the securities industry (Mohanram and Sunder 2006) 

may be less detrimental than some assume.   

It is important to note that our results do not refute the results of studies that use analysts‟ 

forecasts to proxy for market expectations.  Moreover, our finding that random walk forecasts 

are more accurate than analysts‟ forecasts over long horizons does not imply that random walk 

forecasts would improve prediction models of firm value, the cost of capital, or stock returns.  

We leave these issues for future research.   
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Table 1 Prior Literature 

Paper 

Sample and 

Time 

Period 

Time-Series 

(TS) Models 

and Data 

Requirements Outliers 

Forecast 

Horizon 

Difference in Forecast 

Accuracy 

Analysts’ Superiority 

Determinants 
Brown and Rozeff (1978)   50 firms from 

1972 through 

1975.  

Three TS models 

using quarterly 

data, requiring 

complete data for 

20 years. 

Winsorized 

forecast 

errors at 

1.0   

One to five 

quarters ahead. 

Median difference in forecast 

errors between all univariate 

forecasts and the analysts‟ forecast 

is significantly greater than zero.  

  

Collins and Hopwood 

(1980)   

50 firms from 

1951 through 

1974. 

Four TS models, 

requiring a 

minimum of 76 

quarters of data.   

Winsorized 

forecast 

errors at 

3.0 

One to four 

quarters ahead. 

Four quarters out, analysts‟ 

forecast errors are 31.7% 

compared to the best TS error of 

32.9%.  One quarter out, mean 

analysts‟ forecast error are 9.7% 

compared to the best TS error of 

10.9%.  

  

Fried and Givoly (1982) 424 firms from 

1969 through 

1979. 

Modified 

submartingale 

models, requiring a 

minimum of 10 

years of past data.   

Winsorized 

forecast 

errors at 

1.0   

8 months prior 

to the fiscal 

end. 

Analysts‟ forecast errors are 16.4% 

of realized EPS compared to 

19.3% for the best TS model. 

  

Hopwood and McKeown 

(1982) 

258 firms from 

1974 through 

1978. 

Random walk and 7 

other TS models, 

requiring at least 12 

years (48 quarters) 

of data. 

  One to four 

quarters ahead. 

Four quarters out (annual), 

absolute analysts‟ forecasts errors 

are 22.5% compared to absolute 

forecast errors of 26.1% for 

random walk. 

Number of days separating 

TS and analysts‟ forecast – 

positive 

Brown, Hagerman, Griffin, 

and Zmijewski (1987)   

233 firms from 

the 1975 

through 1980. 

3 TS models, 

requiring a 

minimum of 60 

quarters of data.   

Winsorized 

forecast 

errors at 

1.0   

One, two, and 

three quarters 

ahead. 

Three-quarters-ahead, analysts‟ 

forecast errors are 28.7% and TS 

forecast errors are 33%. 

Forecast horizon – negative 

Brown, Richardson, and 

Schwager (1987)  

Sample 1: 168 

firms from Q1-

1977 through 

Q4-1979.  

Quarterly random-

walk model. 

  One, two, and 

three quarters 

ahead. 

For the one month horizon, the log 

of the squared ratio of TS to 

analysts‟ forecast errors is 0.56. 

Firm size – positive; Prior 

analysts‟ forecast dispersion 

– negative 
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Brown, Richardson, and 

Schwager (1987)  

Sample 2: 168 

firms from 

1977 through 

1979.   

Annual random-

walk model. 

  Horizons of 1, 

6, and 18 

months prior to 

the fiscal year-

end date. 

For the one month horizon, the log 

of the squared ratio of TS to 

analysts‟ forecast errors is 1.08. 

Firm size – positive; Prior 

analysts‟ forecast dispersion 

– negative 

Brown, Richardson, and 

Schwager (1987)   

Sample 3: 702 

firms from 

1977 through 

1982. 

Annual random-

walk model. 

  Horizons of 1, 

6, and 18 

months prior to 

the fiscal year-

end date. 

Log of the squared ratio of TS to 

analysts‟ forecast errors is 1.01 for 

the one month horizon. 

Firm size – positive; Prior 

analysts‟ forecast dispersion 

– negative 

O'Brien (1988)  184 firms from 

1975 through 

1982. 

Two TS models, 

requiring 30 

consecutive 

quarters of data.   

Deleted 

absolute 

forecast 

errors 

larger than 

$10    

Horizons of 5, 

60, 120, 180, 

and 240 

trading days 

prior to the 

earnings 

announcement 

date. 

At 240 trading days (one year), 

analysts‟ forecast errors are $0.74 

compared to TS forecast errors of 

$0.96.   

Forecast horizon – positive  

Kross, Ro, and Schroeder 

(1990)   

279 firms from 

1980 through 

1981.  

Box-Jenkins model, 

requiring 28 

quarters of data. 

  Last available 

one-quarter-

ahead forecast. 

Natural log of 1 + absolute TS 

error - absolute analysts‟ error is 

positive across all industries 

(ranging from (0.043 to 0.385)). 

Earnings variability – 

positive; Wall Street 

Journal coverage – 

positive; # of days 

separating TS and analysts‟ 

forecasts – positive 

Lys and Soo (1995) 62 firms from 

1980 through 

1986.   

Box-Jenkins model, 

requiring 20 years 

of data. 

Removed 

one firm 

Up to 8 

quarters ahead.   

Across all horizons, the mean 

(median) absolute analysts‟ 

forecast error is 4.4% (2.8%) and 

the mean (median) absolute TS 

error is 26.8% (1.4%).   

Forecast horizon – negative 

Branson, Lorek, and 

Pagach (1995)   

223 firms from 

1988 through 

1989.   

ARIMA model, 

requiring 11 years 

of complete data. 

  One quarter 

ahead. 

The median absolute percentage 

forecast error (Actual - 

predicted)/actual)) from TS minus 

analysts‟ forecasts is 7.22%. 

Conditional on the firm 

being small: earnings 

variability – positive; firm 

size – negative 

 



Table 2  Descriptive Statistics 

Panel A: Firm Characteristics  

 Mean Median Q1 Q3 

Sales  2,921 410 125 1,504 

BTM 0.5823 0.4985 0.3124 0.7391 

Age 8.9340 7 3 13 

# Analysts 7.5832 5 2 10 
 

The sample consists of all firms with data available 11 months prior to the earnings announcement date.  Sales are in 

$ millions.  Book-to-Market (BTM) and Sales are measured as of the end of the base year.  Age is measured as the 

number of prior years for which I/B/E/S has recorded annual EPS for the firm.  # Analysts is the number of analysts 

following measured as NUMEST for the statistical period 11 months prior to the report date of annual earnings.   

 

Panel B: Percent of Forecast Errors Greater than the Absolute Value of Reported Earnings  

Months Prior to the 

Earnings Announcement Date 

 

Analysts‟ Forecasts Errors 

 

Random Walk Errors 

Mature firms:   

1 Month 4.9% 16.4% 

All firms:   

1 Month 6.4% 16.4% 

11 Months 16.5% 19.5% 

23 Months 28.8% 23.9% 

35 Months 31.9% 25.6% 
 

Panel percentages represent the proportion of forecast errors that exceed 100 percent of realized earnings.  In the 

first row, the sample is restricted to mature firms with at least 10 prior years of annual EPS reported on I/B/E/S. 
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Panel C: Signed Forecast Errors  

 Mean Median Q1 Q3 

Signed Random Walk Errors 

11 Months 0.0020 -0.0052 -0.0156 0.0131 

23 Months -0.0050 -0.0082 -0.0260 0.0180 

35 Months -0.0013 -0.0108 -0.0357 0.0204 

Signed Analysts’ Forecasts Errors 

11 Months 0.0214 0.0030 -0.0043 0.0224 

23 Months 0.0308 0.0104 -0.0044 0.0422 

35 Months 0.0359 0.0173 -0.0041 0.0553 
 

Forecast errors are measured as the difference between forecasted and actual earnings scaled by price 11, 23 or 35 

months prior to the earnings announcement.   
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Table 3  Main Results Analysts‟ Forecast Superiority, Full Sample 

 

Panel A:  Based on Annual Updates of Random Walk 

FY1  FY2  FY3  

 

Months 

Prior 

Firm- 

years 

Analyst 

Superiority  

Months 

Prior 

Firm- 

years 

Analyst 

Superiority  

Months 

Prior 

Firm- 

years 

Analyst 

Superiority 

 

0 36,688 0.0282  12 33,822 0.0134  24 25,418 0.0066   

1 73,618 0.0267  13 63,869 0.0118  25 48,196 0.0050   

2 73,791 0.0255  14 65,413 0.0105  26 49,347 0.0040   

3 73,853 0.0237  15 65,660 0.0089  27 49,452 0.0031   

4 73,953 0.0201  16 65,415 0.0066  28 49,293 0.0018  
 

5 74,006 0.0172  17 65,059 0.0050  29 49,167 0.0007   

6 74,030 0.0147  18 64,362 0.0038  30 48,769 (0.0000) 
NS

 

7 73,935 0.0117  19 63,185 0.0023  31 48,083 (0.0012)  

8 73,759 0.0095  20 61,837 0.0013  32 47,301 (0.0019)  

9 73,505 0.0076  21 59,738 0.0003  33 46,096 (0.0026)  

10 72,630 0.0051  22 56,207 (0.0007)  34 43,869 (0.0035)  

11 70,875 0.0035  23 51,163 (0.0014)  35 40,363 (0.0041)  

 

The table reports the mean difference between absolute random walk errors and absolute analysts‟ forecast errors in 

the 36 months prior to an earnings announcement.  Negative numbers indicate random walk superiority.  All errors 

are scaled by price at the time the analysts‟ forecast is made and are winsorized at 1.  
NS 

Indicates not significant at 

the 5 percent level, two-tailed.  All other values are significant (almost all at p < 0.0001). 
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Panel B:  Based on Quarterly Updates of Random Walk 

FY1  FY2  FY3  

 

Months 

Prior 

Firm- 

years 

Analyst 

Superiority  

Months 

Prior 

Firm- 

years 

Analyst 

Superiority  

Months 

Prior 

Firm- 

years 

Analyst 

Superiority 

 

0 28,332 0.0062  12 25,715 0.0060   24 19,763 0.0012   

1 58,314 0.0061  13 51,185 0.0048   25 39,156 (0.0001)  

2 58,425 0.0054  14 52,235 0.0035   26 40,141 (0.0013)  

3 55,886 0.0058  15 49,960 0.0028   27 38,484 (0.0021)  

4 56,006 0.0073  16 49,820 0.0022   28 38,666 (0.0018) 
NS 

5 57,093 0.0066  17 50,588 0.0014   29 39,459 (0.0019) 
NS

 

6 54,560 0.0062  18 47,991 0.0009   30 37,520 (0.0022) 
NS

 

7 54,628 0.0068  19 47,387 0.0008   31 37,237 (0.0018)  

8 55,815 0.0059  20 47,732 0.0003  
 

32 37,852 (0.0016)  

9 53,366 0.0053  21 44,733 (0.0001) 
NS 

33 35,630 (0.0004)  

10 52,741 0.0054  22 42,586 0.0001  
NS 

34 34,384 (0.0008)  

11 52,754 0.0046  23 40,529 (0.0003)  35 33,059 (0.0026)  

 

The table reports the mean difference between absolute random walk errors and absolute analysts‟ forecast errors in 

the 36 months prior to an earnings announcement.  Negative numbers indicate random walk superiority.  All errors 

are scaled by price at the time the analysts‟ forecast is made and are winsorized at 1.  
NS 

Indicates not significant at 

the 5 percent level, two-tailed.  All other values are significant (almost all at p < 0.0001). 
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Panel C:  Based on Explicit FY3 Forecasts 

FY1  FY2  FY3  

 

Months 

Prior 

Firm- 

years 

Analyst 

Superiority  

Months 

Prior 

Firm- 

years 

Analyst 

Superiority  

Months 

Prior 

Firm- 

years 

Analyst 

Superiority 

 

0 36,688 0.0282  12 33,822 0.0134  24 17,038 0.0054   

1 73,618 0.0267  13 63,869 0.0118  25 28,659 0.0038   

2 73,791 0.0255  14 65,413 0.0105  26 25,958 0.0026   

3 73,853 0.0237  15 65,660 0.0089  27 22,901 0.0016   

4 73,953 0.0201  16 65,415 0.0066  28 19,800 0.0005  
NS 

5 74,006 0.0172  17 65,059 0.0050  29 17,938 (0.0000) 
NS

 

6 74,030 0.0147  18 64,362 0.0038  30 16,441 (0.0003) 
NS

 

7 73,935 0.0117  19 63,185 0.0023  31 14,842 (0.0008)  

8 73,759 0.0095  20 61,837 0.0013  32 13,831 (0.0008)  

9 73,505 0.0076  21 59,738 0.0003  33 12,917 (0.0011)  

10 72,630 0.0051  22 56,207 (0.0007)  34 11,496 (0.0016)  

11 70,875 0.0035  23 51,163 (0.0014)  35 10,295 (0.0020)  

 

The table reports the mean difference between absolute random walk errors and absolute analysts‟ forecast errors in 

the 36 months prior to an earnings announcement.  Negative numbers indicate random walk superiority.  All errors 

are scaled by price at the time the analysts‟ forecast is made and are winsorized at 1.  
NS 

Indicates not significant at 

the 5 percent level, two-tailed.  All other values are significant (almost all at p < 0.0001). 
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Table 4  Analysts‟ Forecast Superiority and Firm Age 

 

Panel A: FY1 – 11 Months Prior to RDQE 

Firm Age Firm-years Analysts‟ Superiority RW Forecast Error  Analysts‟ Forecast Error  

1 6,175 0.0018  0.0426  0.0409  

2 5,862 0.0015  0.0453  0.0438  

3 4,983 0.0014  0.0491  0.0477  

4 4,263 0.0031  0.0488  0.0458  

5+ 49,592 0.0041  0.0347  0.0305  

 

Panel B: FY2 – 23 Months Prior to RDQE 

Firm Age Firm Years Analysts‟ Superiority RW Forecast Error  Analysts‟ Forecast Error  

1 3,914 (0.0056) 0.0539  0.0596  

2 3,756 (0.0065) 0.0590  0.0656  

3 3,214 (0.0068) 0.0577  0.0645  

4 2,802 (0.0049) 0.0541  0.0590  

5+ 37,477 0.0003  0.0427  0.0424  

 

Panel C: FY3 – 35 Months Prior to RDQE 

Firm Age Firm Years Analysts‟ Superiority RW Forecast Error  Analysts‟ Forecast Error  

1 2,338 (0.0116) 0.0671  0.0756  

2 2,387 (0.0126) 0.0652  0.0746  

3 2,081 (0.0094) 0.0619  0.0694  

4 1,891 (0.0084) 0.0642  0.0697  

5+ 28,330 (0.0012) 0.0498  0.0491  
 

The table reports the mean difference between absolute random walk errors and absolute analysts‟ forecast errors in 

the 36 months prior to an earnings announcement.  Negative numbers indicate random walk superiority.  All errors 

are scaled by price at the time the analysts‟ forecast is made and are winsorized at 1.  
NS 

Indicates not significant at 

the 5 percent level, two-tailed.  All other values are significant (almost all at p < 0.0001). 
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Table 5  Analysts‟ Forecast Superiority for Small Firms  

Panel A: Small Firms 

FY1  FY2  FY3  

 

Months 

Prior 

Firm-  

years 

Analysts' 

Superiority  

Months 

Prior 

Firm- 

years 

Analysts‟ 

Superiority  

Months 

Prior 

Firm- 

years 

Analysts‟ 

Superiority 

 

0 7,352 0.0301   12 6,283 0.0104   24 3,527 0.0026   

1 14,882 0.0290   13 12,176 0.0091   25 7,158 (0.0002) 
NS

 

2 14,909 0.0276   14 12,490 0.0079   26 7,378 (0.0015)  

3 14,914 0.0251   15 12,444 0.0061   27 7,383 (0.0024) 
NS

 

4 14,974 0.0213   16 12,305 0.0037   28 7,321 (0.0038)  

5 14,997 0.0182   17 12,127 0.0019   29 7,273 (0.0048)  

6 15,003 0.0153   18 11,852 0.0005  
NS

 30 7,121 (0.0059)  

7 15,010 0.0120   19 11,473 (0.0009)  31 6,928 (0.0071)  

8 14,991 0.0094   20 11,022 (0.0019)  32 6,683 (0.0077)  

9 14,971 0.0070   21 10,462 (0.0030)  33 6,383 (0.0085)  

10 14,758 0.0043   22 9,398 (0.0039)  34 5,818 (0.0096)  

11 14,376 0.0022   23 8,161 (0.0047)  35 5,150 (0.0105)  

 

Panel B: Low Analyst Following 

FY1  FY2  FY3  

 

Months 

Prior 

Firm-  

years 

Analysts' 

Superiority  

Months 

Prior 

Firm- 

years 

Analysts‟ 

Superiority  

Months 

Prior 

Firm- 

years 

Analysts‟ 

Superiority 

 

0 9,949 0.0377   12 8,908 0.0130   24 9,743 0.0059   

1 19,810 0.0365   13 16,062 0.0118   25 18,072 0.0037   

2 19,863 0.0343   14 16,883 0.0099   26 18,780 0.0025   

3 19,896 0.0309   15 17,358 0.0083   27 18,915 0.0012   

4 19,966 0.0257   16 17,749 0.0056   28 18,849 (0.0004) 
NS

 

5 20,016 0.0212   17 18,153 0.0038   29 18,795 (0.0019)  

6 20,099 0.0172   18 18,546 0.0020   30 18,549 (0.0025)  

7 20,215 0.0130   19 19,060 0.0000  
NS

 31 17,996 (0.0041)  

8 20,168 0.0097   20 19,515 (0.0012)  32 17,413 (0.0051)  

9 20,144 0.0071   21 20,173 (0.0025)  33 16,399 (0.0060)  

10 19,755 0.0037   22 21,079 (0.0036)  34 14,886 (0.0073)  

11 19,030 0.0012   23 21,483 (0.0042)  35 12,764 (0.0082)  
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The table reports the mean difference between absolute random walk errors and absolute analysts‟ forecast errors in 

the 36 months prior to an earnings announcement.  Negative numbers indicate random walk superiority.  All errors 

are scaled by price at the time the analysts‟ forecast is made and are winsorized at 1.  
NS 

Indicates not significant at 

the 5 percent level, two-tailed.  All other values are significant (almost all at p < 0.0001). 

  



Table 6  Analysts‟ Forecast Superiority Observations Partitioned by Positive and Negative 

Forecasted Change in EPS 
 

Panel A: Positive Forecasted Changes in EPS 

FY1  FY2  FY3  

 

Months 

Prior 

Firm- 

years 

Analysta‟ 

Superiority  

Months 

Prior 

Firm- 

Years 

Analysts‟ 

Superiority  

Months 

Prior 

Firm- 

years 

Analysts‟ 

Superiority 

 

0 22,706 0.0115   12 26,015 0.0059   24 25,314 0.0062   

1 46,516 0.0113   13 50,326 0.0049   25 48,012 0.0046   

2 47,310 0.0107   14 52,229 0.0039   26 49,171 0.0036   

3 48,343 0.0098   15 53,645 0.0029   27 49,310 0.0028   

4 49,986 0.0083   16 54,891 0.0016   28 49,181 0.0016  
 

5 51,569 0.0070   17 55,685 0.0008   29 49,066 0.0005  
NS 

6 53,028 0.0058   18 55,951 0.0002  
NS 

30 48,689 (0.0002)  

7 54,927 0.0044   19 56,044 (0.0007)  31 48,007 (0.0013)  

8 56,506 0.0035   20 55,513 (0.0012)  32 47,234 (0.0020)  

9 57,816 0.0024   21 54,164 (0.0017)  33 46,042 (0.0026)  

10 59,104 0.0010   22 51,572 (0.0025)  34 43,813 (0.0036)  

11 59,086 (0.0000) 
NS 

23 47,260 (0.0029)  35 40,322 (0.0042)  

 

Panel B: Negative Forecasted Changes in EPS 

FY1  FY2  FY3  

 

Months 

Prior 

Firm- 

years 

Analysts‟ 

Superiority  

Months 

Prior 

Firm- 

years 

Analysts‟ 

Superiority  

Months 

Prior 

Firm- 

years 

Analysts‟ 

Superiority 

 

0 13,982 0.0553   12 7,807 0.0382   24 104 0.0852   

1 27,102 0.0531   13 13,543 0.0373   25 184 0.1048   

2 26,481 0.0521   14 13,184 0.0364   26 176 0.1083   

3 25,510 0.0500   15 12,015 0.0361   27 142 0.1002   

4 23,967 0.0449   16 10,524 0.0328   28 112 0.0915  
 

5 22,437 0.0405   17 9,374 0.0298   29 101 0.0849   

6 21,002 0.0370   18 8,411 0.0278   30 80 0.0603   

7 19,008 0.0330   19 7,141 0.0251   31 76 0.0600   

8 17,253 0.0293   20 6,324 0.0227   32 67 0.0514   

9 15,689 0.0267   21 5,574 0.0203   33 54 0.0492   

10 13,526 0.0234   22 4,635 0.0196   34 56 0.0688   

11 11,789 0.0209   23 3,903 0.0168   35 41 0.1060   

The table reports the mean difference between absolute random walk errors and absolute analysts‟ forecast errors in 

the 36 months prior to an earnings announcement.  Negative numbers indicate random walk superiority.  All errors 

are scaled by price at the time the analysts‟ forecast is made and are winsorized at 1.  
NS 

Indicates not significant at 

the 5 percent level, two-tailed.  All other values are significant (almost all at p < 0.0001). 



Table 7 Analysts‟ Forecast Superiority Observations Partitioned by the Magnitude of the 

Forecasted Change in EPS 

 

Panel A: The 33% of Forecasts with the Least Extreme Forecasted Change in EPS 

FY1  FY2  FY3  

 

Months 

Prior 

Firm- 

years 

Analysts‟ 

Superiority  

Months 

Prior 

Firm- 

years 

Analysts‟ 

Superiority  

Months 

Prior 

Firm- 

years 

Analysts‟ 

Superiority 

 

0 11,355  0.0044   12 12,195  0.0039   24 9,674  0.0025   

1 23,178  0.0044   13 22,983  0.0038   25 17,997  0.0023   

2 23,433  0.0043   14 23,360  0.0036   26 18,096  0.0017   

3 23,851  0.0040   15 23,220  0.0032   27 17,798  0.0013   

4 24,359  0.0035   16 22,701  0.0030   28 17,103  0.0009   

5 24,512  0.0031   17 22,080  0.0028   29 16,628  0.0011   

6 24,915  0.0028   18 21,526  0.0028   30 16,114  0.0015   

7 25,348  0.0024   19 20,586  0.0027   31 15,386  0.0018   

8 25,358  0.0021   20 19,591  0.0027   32 14,704  0.0016   

9 25,588  0.0019   21 18,521  0.0027   33 13,975  0.0023   

10 25,396  0.0017   22 16,872  0.0027   34 12,854  0.0024   

11 24,480  0.0015   23 14,874  0.0027   35 11,443  0.0021   

 

Panel B: The 33% of Forecasts with the Most Extreme Forecasted Change in EPS 

FY1  FY2  FY3  

 

Months 

Prior 

Firm- 

years 

Analysts‟ 

Superiority  

Months 

Prior 

Firm- 

years 

Analysts‟ 

Superiority  

Months 

Prior 

Firm- 

years 

Analysts‟ 

Superiority 

 

0 14,178  0.0593   12 11,127  0.0275   24 7,794  0.0066   

1 27,629  0.0570   13 20,632  0.0237   25 14,711  0.0041   

2 27,293  0.0549   14 21,304  0.0207   26 15,300  0.0022   

3 26,628  0.0519   15 21,289  0.0172   27 15,513  0.0006  
NS

 

4 25,784  0.0450   16 21,303  0.0119   28 15,792  (0.0016)  

5 25,356  0.0385   17 21,499  0.0082   29 16,128  (0.0022)  

6 24,567  0.0334   18 21,328  0.0055   30 16,243  (0.0033)  

7 23,438  0.0273   19 21,122  0.0020   31 16,430  (0.0043)  

8 22,900  0.0221   20 20,974  (0.0002) 
NS

 32 16,507  (0.0042)  

9 22,104  0.0177   21 20,413  (0.0024)  33 16,390  (0.0048)  

10 21,216  0.0117   22 19,453  (0.0046)  34 15,886  (0.0066)  

11 20,745  0.0074   23 18,141  (0.0061)  35 15,094  (0.0069)  
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Observations are partitioned into thirds based on the analysts‟ forecasted change in EPS as a percentage of price.  

The table reports the mean difference between absolute random walk errors and absolute analysts‟ forecast errors in 

the 36 months prior to an earnings announcement.  Negative numbers indicate random walk superiority.  All errors 

are scaled by price at the time the analysts‟ forecast is made and are winsorized at 1.  
NS 

Indicates not significant at 

the 5 percent level, two-tailed.  All other values are significant (almost all at p < 0.0001). 
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Table 8  Market Expectations Random Walk Forecast Error versus Analysts‟ Forecast Error and 

Market Returns 

 

Panel A:  Based on Annual Updates of Random Walk 

 

𝑅𝑒𝑡𝑢𝑟𝑛𝑇,𝑀 =  𝛼 +  𝛽 (𝐸𝑃𝑆𝑇−1 −  𝐸𝑃𝑆𝑇) +  𝜀𝑇      

𝑅𝑒𝑡𝑢𝑟𝑛𝑇,𝑀 =  𝑎 +  𝑏 (𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑒𝑑 𝐸𝑃𝑆𝑇,𝑀 −  𝐸𝑃𝑆𝑇) +  𝑒𝑇    

FY1  FY2  FY3   

Months 

Prior 

Firm- 

years β/b  

Months 

Prior 

Firm- 

years β/b  

Months 

Prior 

Firm- 

years β/b 

 

0 34,601 0.471  12 32,710 0.437  24 24,848 0.841  

1 69,470 0.426  13 62,350 0.587  25 47,490 0.867  

2 70,881 0.414  14 63,729 0.651  26 48,554 0.885  

3 71,313 0.454  15 63,867 0.734  27 48,585 0.916  

4 71,428 0.580  16 63,566 0.829  28 48,413 0.932  

5 71,515 0.640  17 63,203 0.874  29 48,302 0.956  

6 71,596 0.644  18 62,531 0.909  30 47,915 0.987 
NS

 

7 71,574 0.651  19 61,460 0.935  31 47,262 1.031 
NS

 

8 71,485 0.702  20 60,223 0.959  32 46,534 1.049  

9 71,347 0.738  21 58,282 0.995 
NS

 33 45,401 1.068  

10 70,721 0.730  22 54,919 1.014 
NS

 34 43,240 1.085  

11 69,243 0.717  23 50,114 1.030  35 39,842 1.102  
 

In this table, we regress returns on random walk forecast errors and analysts‟ forecast errors separately.  Returns are 

compounded raw monthly returns from CRSP, calculated beginning in the month that the forecast is issued and 

ending as of the end of the month of the earnings announcement.  The first column is the number of months prior to 

the earnings announcements date that the analysts‟ forecast is made.  The second column is the number of firm-years 

with sufficient data to calculate forecast errors for both random walk and analysts, and with stock market returns 

over the horizon.  The third column is the ratio of the coefficient on the random walk error to the coefficient on the 

analysts‟ forecast error.  
NS

 indicates that the difference between the estimates of the β and b coefficients is not 

significantly different at the 5 percent level, two-sided.  All other differences are statistically significant.  
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Panel B:  Based on Quarterly Updates of Random Walk 

 

𝑅𝑒𝑡𝑢𝑟𝑛𝑇,𝑀 =  𝛼 +  𝛽 (𝐸𝑃𝑆𝑇−1 −  𝐸𝑃𝑆𝑇) +  𝜀𝑇      

𝑅𝑒𝑡𝑢𝑟𝑛𝑇,𝑀 =  𝑎 +  𝑏 (𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑒𝑑 𝐸𝑃𝑆𝑇,𝑀 −  𝐸𝑃𝑆𝑇) +  𝑒𝑇    

FY1  FY2  FY3   

Months 

Prior 

Firm- 

years β/b  

Months 

Prior 

Firm- 

years β/b  

Months 

Prior 

Firm- 

years β/b 

 

0 27,344 0.948 
NS

 12 25,052 0.995 
NS

 24 19,667 0.961 
NS

 

1 56,436 0.815  13 50,170 0.987 
NS

 25 39,011 0.984 
NS

 

2 57,647 0.796  14 51,194 0.956 
NS

 26 39,983 0.987 
NS

 

3 55,432 0.792  15 48,927 0.949  27 38,307 0.997 
NS

 

4 55,544 0.735  16 48,817 0.911  28 38,446 0.998 
NS

 

5 56,645 0.732  17 49,591 0.919  29 39,277 0.995 
NS

 

6 54,086 0.680  18 47,022 0.932  30 37,318 1.004 
NS

 

7 54,153 0.656  19 46,432 0.953  31 36,996 1.034  

8 55,321 0.710  20 46,839 0.976 
NS

 32 37,605 1.040  

9 52,924 0.727  21 43,910 0.993 
NS

 33 35,437 1.050  

10 52,370 0.626  22 41,911 1.002 
NS

 34 34,230 1.058  

11 52,361 0.589  23 39,915 1.007 
NS

 35 32,889 1.067  
 

In this table, we regress returns on random walk forecast errors and analysts‟ forecast errors separately.  Returns are 

compounded raw monthly returns from CRSP, calculated beginning in the month that the forecast is issued and 

ending as of the end of the month of the earnings announcement.  The first column is the number of months prior to 

the earnings announcements date that the analysts‟ forecast is made.  The second column is the number of firm-years 

with sufficient data to calculate forecast errors for both random walk and analysts, and with stock market returns 

over the horizon.  The third column is the ratio of the coefficient on the random walk error to the coefficient on the 

analysts‟ forecast error.  
NS

 indicates that the difference between the estimates of the β and b coefficients is not 

significantly different at the 5 percent level, two-sided.  All other differences are statistically significant. 
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Table 9  Market Expectations Subsamples Random Walk Forecast Error versus Analysts‟ 

Forecast Error and Market Returns 

 

𝑅𝑒𝑡𝑢𝑟𝑛𝑇,𝑀 =  𝛼 +  𝛽 (𝐸𝑃𝑆𝑇−1 −  𝐸𝑃𝑆𝑇) +  𝜀𝑇      

𝑅𝑒𝑡𝑢𝑟𝑛𝑇,𝑀 =  𝑎 +  𝑏 (𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑒𝑑 𝐸𝑃𝑆𝑇,𝑀 −  𝐸𝑃𝑆𝑇) +  𝑒𝑇    

Panel A: Small Firms 

FY1  FY2  FY3   

Months 

Prior 

Firm-  

years β/b  

Months 

Prior 

Firm- 

years β/b  

Months 

Prior 

Firm- 

years β/b 

 

0 7,099 0.440  12 6,263 0.629  24 3,522 0.894  

1 14,435 0.360  13 12,141 0.698  25 7,152 0.919  

2 14,695 0.508  14 12,452 0.745  26 7,372 0.953 
NS 

3 14,847 0.591  15 12,405 0.793  27 7,376 0.967 
NS 

4 14,906 0.587  16 12,266 0.841  28 7,314 0.979 
NS 

5 14,927 0.631  17 12,090 0.889  29 7,266 0.988 
NS 

6 14,934 0.628  18 11,815 0.941  30 7,114 1.009 
NS 

7 14,944 0.659  19 11,439 0.963 
NS

 31 6,921 1.071 
NS 

8 14,923 0.743  20 10,993 0.974 
NS

 32 6,675 1.086 
 

9 14,904 0.785  21 10,435 1.023 
NS

 33 6,376 1.096  

10 14,695 0.815 
NS 

22 9,373 1.015 
NS

 34 5,812 1.126  

11 14,323 0.826 
NS 

23 8,139 1.049 
NS

 35 5,144 1.137  

 

Panel B: Low Analyst Following 

FY1  FY2  FY3   

Months 

Prior 

Firm-  

years β/b  

Months 

Prior 

Firm- 

years β/b  

Months 

Prior 

Firm- 

years β/b 

 

0 8,969 0.562  12 8,190 0.696  24 9,239 0.871  

1 17,936 0.557  13 15,134 0.721  25 17,456 0.888  

2 18,217 0.545  14 15,859 0.760  26 18,086 0.919  

3 18,369 0.631  15 16,277 0.796  27 18,156 0.946  

4 18,462 0.729  16 16,621 0.879  28 18,067 0.959  

5 18,532 0.767  17 16,991 0.897  29 18,034 0.978  

6 18,650 0.720  18 17,396 0.931 
NS

 30 17,791 1.001 
NS

 

7 18,788 0.757  19 17,966 0.935 
NS

 31 17,268 1.042 
NS

 

8 18,809 0.822  20 18,478 0.961 
NS

 32 16,738 1.062 
NS

 

9 18,873 0.851  21 19,209 0.999 
NS

 33 15,794 1.076  

10 18,653 0.901 
NS 

22 20,214 1.013 
NS

 34 14,349 1.091  

11 18,123 0.908 
NS 

23 20,774 1.033 
NS

 35 12,323 1.113  
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In this table, we regress returns on random walk forecast errors and analysts‟ forecast errors separately.  Returns are 

compounded raw monthly returns from CRSP, calculated beginning in the month that the forecast is issued and 

ending as of the end of the month of the earnings announcement.  The first column is the number of months prior to 

the earnings announcements date that the analysts‟ forecast is made.  The second column is the number of firm-years 

with sufficient data to calculate forecast errors for both random walk and analysts, and with stock market returns 

over the horizon.  The third column is the ratio of the coefficient on the random walk error to the coefficient on the 

analysts‟ forecast error.  
NS

 indicates that the difference between the estimates of the β and b coefficients is not 

significantly different at the 5 percent level, two-sided.  All other differences are statistically significant. 

 



Table 10  Market Expectations Subsamples Observations Partitioned by Positive and Negative 

Forecasted Change in EPS 

 

𝑅𝑒𝑡𝑢𝑟𝑛𝑇,𝑀 =  𝛼 +  𝛽 (𝐸𝑃𝑆𝑇−1 −  𝐸𝑃𝑆𝑇) +  𝜀𝑇      

𝑅𝑒𝑡𝑢𝑟𝑛𝑇,𝑀 =  𝑎 +  𝑏 (𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑒𝑑 𝐸𝑃𝑆𝑇,𝑀 −  𝐸𝑃𝑆𝑇) +  𝑒𝑇    

Panel A: Analysts‟ Forecasts of Increasing EPS 

FY1  FY2  FY3  

Months 

Prior 
Firm-  

Years β/b  

Months 

Prior 

Firm- 

Years β/b  

Months 

Prior 

Firm- 

years β/b 

 

0 21,676 0.959 
NS 

12 25,186 1.232  24 21,607 1.129  

1 44,354 0.906 
NS

 13 49,177 1.178  25 41,861 1.117  

2 45,611 1.034 
NS

 14 50,958 1.151  26 43,129 1.114  

3 46,747 0.964 
NS

 15 52,275 1.158  27 43,671 1.114  

4 48,353 0.961 
NS

 16 53,470 1.146  28 44,215 1.107  

5 49,930 1.024 
NS

 17 54,238 1.133  29 44,576 1.106  

6 51,402 1.064 
NS

 18 54,516 1.133  30 44,663 1.112  

7 53,308 1.075  19 54,667 1.117  31 44,566 1.127  

8 54,921 1.088  20 54,212 1.112  32 44,141 1.128  

9 56,301 1.113  21 52,964 1.121  33 43,277 1.135  

10 57,728 1.154 
 

22 50,510 1.136 
 

34 41,448 1.152  

11 57,891 1.170 
 

23 46,378 1.143 
 

35 38,310 1.160  

 

Panel B: Analysts‟ Forecasts of Decreasing EPS 

FY1  FY2  FY3  

Months 

Prior 

Firm-  

Years β/b  

Months 

Prior 

Firm- 

Years β/b  

Months 

Prior 

Firm- 

years β/b 

 

0 12,923 0.477  12 7,522 0.177  24 3,239 0.636  

1 25,114 0.395  13 13,171 0.368  25 5,627 0.686  

2 25,268 0.373  14 12,769 0.448  26 5,423 0.713  

3 24,564 0.417  15 11,590 0.540  27 4,912 0.756  

4 23,073 0.529  16 10,094 0.677  28 4,196 0.748  

5 21,583 0.584  17 8,963 0.726  29 3,724 0.753  

6 20,192 0.552  18 8,013 0.755  30 3,250 0.810  

7 18,264 0.523  19 6,791 0.785  31 2,694 0.853  

8 16,562 0.541  20 6,009 0.813  32 2,391 0.866  

9 15,044 0.546  21 5,316 0.840  33 2,122 0.885  

10 12,991 0.450 
 

22 4,407 0.831 
 

34 1,790 0.857  

11 11,350 0.337 
 

23 3,734 0.840 
 

35 1,530 0.872  
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In this table, we regress returns on random walk forecast errors and analysts‟ forecast errors separately.  Returns are 

compounded raw monthly returns from CRSP, calculated beginning in the month that the forecast is issued and 

ending as of the end of the month of the earnings announcement.  The first column is the number of months prior to 

the earnings announcements date that the analysts‟ forecast is made.  The second column is the number of firm-years 

with sufficient data to calculate forecast errors for both random walk and analysts, and with stock market returns 

over the horizon.  The third column is the ratio of the coefficient on the random walk error to the coefficient on the 

analysts‟ forecast error.  
NS

 indicates that the difference between the estimates of the β and b coefficients is not 

significantly different at the 5 percent level, two-sided.  All other differences are statistically significant. 



Table 11  Market Expectations Subsamples Observations Partitioned by the Magnitude of the 

Forecasted Change in EPS 

 

𝑅𝑒𝑡𝑢𝑟𝑛𝑇,𝑀 =  𝛼 +  𝛽 (𝐸𝑃𝑆𝑇−1 −  𝐸𝑃𝑆𝑇) +  𝜀𝑇      

𝑅𝑒𝑡𝑢𝑟𝑛𝑇,𝑀 =  𝑎 +  𝑏 (𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑒𝑑 𝐸𝑃𝑆𝑇,𝑀 −  𝐸𝑃𝑆𝑇) +  𝑒𝑇    

Panel A: The 33% of Forecasts with the Least Extreme Forecasted Change in EPS 

FY1  FY2  FY3  

Months 

Prior 
Firm-  

Years β/b  

Months 

Prior 

Firm- 

Years β/b  

Months 

Prior 

Firm- 

years β/b 

 

0 11,398 0.945 
NS

 12 12,553 0.967 
NS

 24 10,350 0.961 
NS

 

1 22,489 0.952 
NS

 13 23,006 0.971 
NS

 25 18,658 0.969 
NS

 

2 22,944 0.960 
NS

 14 22,810 0.971 
NS

 26 18,285 0.967 
NS

 

3 23,211 0.967 
NS

 15 22,218 0.975 
NS

 27 17,500 0.970 
NS

 

4 23,571 0.995 
NS

 16 21,522 0.977 
NS

 28 16,659 0.973 
NS

 

5 23,804 0.989 
NS

 17 21,082 0.981 
NS

 29 16,189 0.975 
NS

 

6 24,157 0.987 
NS

 18 20,548 0.986 
NS

 30 15,533 0.978 
NS

 

7 24,524 0.989 
NS

 19 19,623 0.984 
NS

 31 14,672 0.978 
NS

 

8 24,334 0.986 
NS

 20 18,719 0.984 
NS

 32 13,858 0.982 
NS

 

9 24,264 0.985 
NS

 21 17,712 0.984 
NS

 33 13,023 0.984 
NS

 

10 23,747 0.979 
NS 

22 16,178 0.985 
NS 

34 11,982 0.991 
NS

 

11 22,880 0.981 
NS 

23 14,539 0.986 
NS 

35 10,689 0.990 
NS

 

 

Panel B: The 33% of Forecasts with the Most Extreme Forecasted Change in EPS 

FY1  FY2  FY3  

Months 

Prior 

Firm-  

Years β/b  

Months 

Prior 

Firm- 

years β/b  

Months 

Prior 

Firm- 

years β/b 

 

0 12,988 0.475  12 10,651 0.296  24 6,983 0.729  

1 26,091 0.428  13 20,446 0.470  25 13,955 0.764  

2 26,280 0.414  14 21,302 0.546  26 14,806 0.791  

3 26,011 0.454  15 21,406 0.642  27 15,283 0.837  

4 25,071 0.573  16 21,287 0.758  28 15,696 0.854  

5 24,272 0.628  17 21,009 0.804  29 15,950 0.884  

6 23,395 0.615  18 20,751 0.842  30 16,160 0.929  

7 22,294 0.595  19 20,323 0.871  31 16,364 0.989 
NS

 

8 21,723 0.640  20 20,011 0.898  32 16,389 1.010 
NS

 

9 21,079 0.668  21 19,399 0.943  33 16,316 1.029 
NS

 

10 20,607 0.626 
 

22 18,472 0.962 
NS 

34 16,066 1.044  

11 20,210 0.580 
 

23 16,945 0.980 
NS 

35 15,035 1.063  
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In this table, we regress returns on random walk forecast errors and analysts‟ forecast errors separately.  Returns are 

compounded raw monthly returns from CRSP, calculated beginning in the month that the forecast is issued and 

ending as of the end of the month of the earnings announcement.  The first column is the number of months prior to 

the earnings announcements date that the analysts‟ forecast is made.  The second column is the number of firm-years 

with sufficient data to calculate forecast errors for both random walk and analysts, and with stock market returns 

over the horizon.  The third column is the ratio of the coefficient on the random walk error to the coefficient on the 

analysts‟ forecast error.  
NS

 indicates that the difference between the estimates of the β and b coefficients is not 

significantly different at the 5 percent level, two-sided.  All other differences are statistically significant. 
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Table 12  Multivariate Regression of Analysts‟ Superiority by Months Prior to Earnings Announcement Date 

 

𝐴𝑛𝑎𝑙𝑦𝑠𝑡𝑠 ′𝑆𝑢𝑝𝑒𝑟𝑖𝑜𝑟𝑖𝑡𝑦𝑇,𝑀 

=  𝛾0 +  𝛾1 #𝐴𝑛𝑎𝑙𝑦𝑠𝑡𝑠𝑇 + 𝛾2 𝑆𝑇𝐷𝑇,𝑀 + 𝛾3 𝐵𝑇𝑀𝑇−1  + 𝛾4 𝑆𝑎𝑙𝑒𝑠 𝑇−1 + 𝛾5 𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡 𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒𝑇,𝑀

+ 𝛾6 |𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡 ∆|𝑇,𝑀 +  𝛾7𝑃𝑜𝑠𝑡 𝐹𝐷𝑇 ,𝑀 + 𝜀𝑇   
              

  γ0   #Analysts   STD    BTM   Sales   

Forecast 

Increase   

|Forecast 

Δ|   Post FD   

0 0.025 

 

-0.004 

 
0.004 

 
0.009 

 
-0.007 

 
-0.031 

 
0.023 

 
0.003 

 1 0.024 

 

-0.004 

 
0.002 

 
0.008 

 
-0.006 

 
-0.029 

 
0.022 

 
0.003 

 2 0.024 

 

-0.003 

 
0.001 

 
0.008 

 
-0.005 

 
-0.029 

 
0.021 

 
0.003 

 
3 0.023 

 

-0.003 

 
0.000 

NS
 0.007 

 
-0.005 

 
-0.029 

 
0.021 

 
0.004 

 4 0.023 

 

-0.002 

 
-0.001 

 
0.006 

 
-0.004 

 
-0.028 

 
0.019 

 
0.003 

 5 0.022 

 

-0.002 

 
-0.001 

 
0.005 

 
-0.004 

 
-0.026 

 
0.017 

 
0.002 

 6 0.021 

 

-0.001 

 
-0.002 

 
0.005 

 
-0.004 

 
-0.025 

 
0.015 

 
0.002 

 
7 0.019 

 

0.000 
NS

 -0.003 

 
0.004 

 
-0.003 

 
-0.024 

 
0.013 

 
0.003 

 
8 0.018 

 

0.000 
NS

 -0.003 

 
0.004 

 
-0.003 

 
-0.022 

 
0.011 

 
0.003 

 9 0.017 

 

0.001 

 
-0.003 

 
0.003 

 
-0.002 

 
-0.021 

 
0.009 

 
0.003 

 10 0.016 

 

0.001 

 
-0.003 

 
0.002 

 
-0.001 

 
-0.02 

 
0.007 

 
0.003 

 
11 0.015 

 

0.001 

 
-0.003 

 
0.001 

 
0.000 

NS
 -0.018 

 
0.005 

 
0.003 

 
12 0.027 

 

0.000 
NS

 -0.004 

 
0.003 

 
0.000 

NS
 -0.032 

 
0.013 

 
0.001 

NS
 

13 0.026 

 

0.000 
NS

 -0.004 

 
0.003 

 
0.001 

NS
 -0.032 

 
0.012 

 
0.001 

 
14 0.026 

 

0.000 
NS

 -0.005 

 
0.004 

 
0.001 

 
-0.032 

 
0.011 

 
0.001 

 
15 0.028 

 

0.000 
NS

 -0.005 

 
0.003 

 
0.002 

 
-0.033 

 
0.01 

 
0.002 

 16 0.026 

 

0.001 

 
-0.005 

 
0.002 

 
0.002 

 
-0.031 

 
0.007 

 
0.001 

 17 0.022 

 

0.001 

 
-0.005 

 
0.002 

 
0.003 

 
-0.028 

 
0.005 

 
0.001 

 18 0.02 

 

0.002 

 
-0.005 

 
0.002 

 
0.003 

 
-0.025 

 
0.004 

 
0.002 

 19 0.017 

 

0.002 

 
-0.004 

 
0.002 

 
0.004 

 
-0.023 

 
0.002 

 
0.002 

 20 0.016 

 

0.002 

 
-0.004 

 
0.001 

 
0.003 

 
-0.021 

 
0.001 

 
0.002 
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21 0.014 

 

0.002 

 
-0.004 

 
0.001 

 
0.004 

 
-0.018 

 
0.000 

NS
 0.002 

 
22 0.014 

 

0.002 

 
-0.004 

 
0.000 

NS
 0.005 

 
-0.018 

 
-0.001 

 
0.002 

 
23 0.012 

 

0.002 

 
-0.004 

 
-0.001 

NS
 0.005 

 
-0.015 

 
-0.001 

 
0.001 

 
24 0.029 

 

0.000 
NS

 0.000 
NS

 0.001 

 
0.002 

 
-0.03 

 
0.006 

 
-0.001 

 
25 0.028 

 

0.000 
NS

 0.000 
NS

 0.002 

 
0.002 

 
-0.029 

 
0.005 

 
-0.001 

 
26 0.029 

 

0.000 
NS

 0.000 
NS

 0.002 

 
0.002 

 
-0.03 

 
0.005 

 
0.000 

NS
 

27 0.028 

 

0.001 

 
0.000 

NS
 0.002 

 
0.002 

 
-0.03 

 
0.004 

 
0.001 

 
28 0.029 

 

0.002 

 
0.000 

NS
 0.001 

 
0.002 

 
-0.031 

 
0.002 

 
0.001 

 
29 0.026 

 

0.002 

 
0.000 

NS
 0.001 

 
0.002 

 
-0.029 

 
0.001 

 
0.002 

 
30 0.024 

 

0.002 

 
0.000 

NS
 0.001 

NS
 0.003 

 
-0.027 

 
0.000 

NS
 0.002 

 
31 0.022 

 

0.002 

 
-0.001 

 
0.000 

NS
 0.002 

 
-0.024 

 
-0.001 

 
0.002 

 
32 0.019 

 

0.003 

 
-0.001 

 
0.000 

NS
 0.002 

 
-0.021 

 
-0.002 

 
0.002 

 
33 0.018 

 

0.003 

 
-0.001 

 
-0.001 

NS
 0.002 

 
-0.019 

 
-0.003 

 
0.003 

 34 0.017 

 

0.003 

 
-0.001 

 
-0.001 

 
0.003 

 
-0.019 

 
-0.004 

 
0.003 

 35 0.013 

 

0.003 

 
-0.001 

 
-0.002 

 
0.003 

 
-0.014 

 
-0.004 

 
0.003 

  

In this table, we regress analysts‟ superiority on a number of factors separately for each of the 36 forecast horizons.  # Analysts is the number of analysts 

following measured as NUMEST for the statistical period 11 months prior to the report date of annual earnings.  STD is the standard deviation of analysts‟ 

forecasts for year T earnings as measured in month M.  Book-to-Market (BTM) and Sales are measured as of the end of the base year.  |Forecast∆| is the absolute 

value of forecasted change in EPS (i.e., |Forecasted EPST – EPST-1|) implied by the analysts‟ forecast of year T earnings as measured in month M.  Post FD is an 

indicator variable set equal to one if the forecast is issued after passage of Regulation Fair Disclosure in October 2000, and zero otherwise.  
NS

 indicates that the 

coefficient is not significantly different from zero at the 5 percent level, two-sided.  
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Fig. 1  Percentage of Firms with Available Data in Compustat and CRSP that are Uncovered in 

I/B/E/S 

 

 

 

 
 

Fig. 2  Median Assets for Firms with and without One-year-ahead Earnings Forecasts in I/B/E/S 
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Analysts’ Forecasts:  
What Do We Know After Decades of Work? 

 
 

INTRODUCTION 

Accountants are interested in the production and use of financial information.  

Consequently, a large number of academic accounting studies are concerned with 

whether sophisticated users of financial data understand such information and how they 

process it.  Sophisticated users include sell-side analysts, short sellers, institutional 

investors, regulators, the financial press, and other market participants.  However, a 

seemingly disproportionate amount of research has focused on sell-side analysts.  For 

example, Brown (2000) highlights over 575 studies on expectations research, most of 

which are devoted to sell-side analysts’ earnings forecasts and stock recommendations.  

Additionally, as of early 2006 there are over 500 papers listed on ssrn.com that have 

some emphasis placed on analysts, with most of these being posted after 1995. 

Clearly, interest in sell-side analysts is great.  As a result of this interest, our 

understanding of their role in the capital markets has grown over the past several decades 

during which academics have extensively studied sell-side analysts.  Our understanding 

of sell-side analysts’ behavior is not only beneficial to academics interested in a working 

framework that describes capital markets, but is also of interest to practitioners who 

operate in these markets.  Managers of public companies must be able to communicate 

with analysts, and in particular, need to understand what information they want and how 

they process and communicate it.  Investors with limited abilities or time to analyze 

individual securities often rely on the work of sell-side analysts, typically through the 
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analysts’ reports.  Finally, regulators are keenly interested in the flow of information that 

facilitates functional and liquid markets, and analysts are one contributor to the critical 

flow of information.   

The purpose of this commentary is to survey what we have learned about 

analysts’ role in the capital markets and to comment on the state of our understanding of 

their analysts’ activities.  A primary conclusion is that our focus almost exclusively on 

earnings forecasts now obstructs the growth in our understanding of analysts’ role in the 

capital markets.  Whereas the initial reason researchers began examining analysts’ 

earnings forecasts was to gauge their usefulness as a surrogate for time-series forecasts in 

studies of the efficiency of the capital markets, interest in analysts has grown such that 

analysts are perceived as an interesting economic agent in their own right, much like the 

literature that studies CEO’s or CFO’s.  Thus, it is necessary for the literature to expand 

its focus on other activities performed by analysts and attempt to better model their 

incentives than has typically been done.   

The literature on analysts is vast, and I make no representation to provide a 

comprehensive review of the literature.  To the extent that I do mention specific studies, 

the citations are necessarily incomplete, so apologies are requested in advance.  Second, 

to the extent that I mention work that I have done, it is done because it is convenient.  

Finally, many of the critical comments I have to make about the analyst literature are 

probably applicable to other streams of literature that purport to describe decision 

processes of capital market participants.   

For those seeking comprehensive reviews of the literature, Givoly and 

Lakonishok (1984) provide a review of the very early literature, and Brown (1993) 
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reviews literature up through the early 1990s.  Discussions by P. Brown (1993), 

O’Hanlon (1993), Thomas (1993), and Zmijewski (1993) of L. Brown’s (1993) literature 

review are each excellent and almost orthogonal to one another in the points they raise.  

Zmijewski’s (1993) discussion is particularly recommended as relevant to the current 

state of the literature, which will be revisited later in the paper.  Kothari (2001) provides a 

comprehensive review of the broader capital markets literature, which encompasses 

studies on analysts.  Finally, Ramnath, Rock, and Shane (2008) review the literature since 

1993 and provide taxonomy of that research.   

Finally, Schipper’s (1991) commentary that appeared in this journal did not have 

as its purpose a comprehensive review of the literature, but it is part of the ‘required 

background reading’ on sell-side analysts.  The tenor of many of my views on the 

literature are present in her commentary, and many of the observations made by Schipper 

(1991) are perhaps even more applicable in assessing the current state of our knowledge 

of analysts’ activities than they were in 1991.  Indeed, the title of my paper is derived 

from an observation that surprisingly little research has been produced since her review 

that capitalizes on several observations made in that commentary.   

The rest of the paper proceeds as follows.  The next section discusses how 

research on analysts fits in with other capital markets research.  I then briefly summarize 

the evolution of the current state of knowledge on analysts.  Following this summary, ten 

observations on regularities and widely held beliefs from this literature are discussed.  

Many of these beliefs are critiqued and challenged, the result being suggestions for 

further work.  The final section concludes.   
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WHAT IS IT WE SEEK TO UNDERSTAND? 

As mentioned above, there are hundreds of studies performed by academics, 

aimed at understanding various aspects of analysts’ activities.  After decades of research, 

and the associated attention on this research by both academics and practitioners, it seems 

reasonable to articulate what it is we have been attempting to gain from this collective 

effort.  To provide a context for the discussion that follows, it is worthwhile describing 

the analyst’s role within the capital markets.  Figure 1a provides a schematic that 

describes analysts’ activities. 

The first aspect of figure 1a that is important is that analysts reach some coverage 

decision.  Analysts generally specialize by industry (Dunn and Nathan 2005), but within 

an industry analysts (or their employers) must decide what particular stocks to cover.  For 

practical purposes, analysts tend to cover firms within an industry that is biased towards 

larger firms.  Next, for any given stock that is covered, the analyst has access to a wide 

array of information, including security prices, firm-specific financial and operating 

information, industry data, and macroeconomic factors.  Presumably, the value-added 

activity of the analyst is, not surprisingly, ‘analysis.’  Analysis encompasses the process 

through which the analyst considers a company’s strategy, accounting policies, historical 

financial performance, future prospects for sales and earnings growth, and ultimately a 

valuation and purchase or sell recommendation.  Based on the analysis, the analyst 

presumably draws a conclusion, most succinctly conveyed by a purchase or sell 

recommendation, but conclusions are likely more complex than a discrete stock 

recommendation and are conveyed through various communication channels.   
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The analysts’ conclusions are conveyed to clients, investors, company 

management, and other market participants via formal or informal channels.  Formal 

channels are the source of most of the data examined by academics, primarily drawn 

from analysts’ formal reports and morning broker notes – archived by data providers such 

as Value Line and I/B/E/S.  Analysts also give formal presentations to major clients and 

other investor groups.  Similarly, they communicate results of their analyses informally 

through brokerage client communication, press interviews, industry meetings and 

conferences, and also by coordinating meetings between institutional investors and the 

firm managers.  The end result is that part of the information communicated to the 

markets can be assessed ex post in terms of earnings forecast accuracy, recommendation 

profitability, and so on.  Underlying this entire process are qualitative factors that affect 

the information gathering, analysis, and communication processes such as the analyst’s 

ability, incentives, integrity, responsiveness to clients, and other such behavioral effects.   

A potential problem for academics attempting to use the body of knowledge 

generated from research on analysts is demonstrated in figure 1b.  For the most part, 

research methods do not really measure the most interesting part of the schematic, which 

is the analysts’ analysis.  This is literally a ‘black box’ in the figure.  However, this is 

only a potential problem.  What academics generally do instead of directly observing the 

analysts’ decision process of analysis is to examine correlations between inputs, outputs, 

and conditioning variables to understand the analysis process.   

A general characterization of the literature is as follows.  Outputs extensively 

studied primarily include earnings forecasts and recommendations.  A long line of 

research simply examines distributional properties of these outputs.  As for inputs, 
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researchers have primarily focused on prices and financial statement information.  

Additionally, recent research has begun to examine whether analyst ability and incentives 

affect the processing of inputs into forecasts and recommendations.  The direction of a 

typical research study is typically two-way, meaning that the researcher measures a 

correlation between outputs (i.e., earnings forecasts, recommendations) and some other 

variable such as stock prices.  For example, a typical approach is to examine whether 

forecasts or recommendations affect stock prices, as well as whether information in 

prices affects forecasts and recommendations.  Other relations typically examined by 

researchers are unidirectional, examining whether inputs such as the information in 

financial statements is captured in earnings forecasts or recommendations.  Similarly, 

researchers examine whether proxies for analysts’ abilities and incentives affect the 

accuracy of forecasts and profitability of recommendations.   

It should not matter that researchers do not directly observe the activities 

represented by the black box in figure 1b.  In this literature, like many others that are 

archival in method, outputs from some economic setting are observed to infer how agents 

have behaved.  For example, if forecasts made by analysts are observed and errors are 

measured, this can be informative about how well the analyst forecasted, which may give 

insight into the process by which the analyst derived the forecast.  Indeed, most current 

studies designed to examine correlations between analysts’ inputs and outputs draw 

conclusions in terms of what information analysts used, how they used this information, 

and whether the analysts ‘fully used’ such information.  Unfortunately, the literature has 

evolved to the point where some penetration of the black box is now necessary to push 

the literature foreword.  The latter part of the paper discusses areas where this might be 
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possible.  In summary, however, an important observation on the current state of the 

analyst literature is that it is almost exclusively based on indirect evidence.   

The earliest research on financial analysts developed as a by-product of capital 

markets research focused on correlations between accounting earnings and stock prices.  

In that line of research, it was necessary to quantify the amount of ‘news’ in earnings 

announcements.  Thus, a measure of ‘expected’ earnings was required, which was 

compared to earnings actually reported, allowing a quantification of the ‘unexpected’ 

component of earnings.  In an informationally efficient market, this unexpected news 

should lead to immediate short-window stock price reactions.   

The interest in tests of market efficiency and value relevance of accounting 

earnings prompted a significant amount of research on time-series modeling of earnings.  

This literature is extensive and generated much discussion about then new topics in the 

accounting literature such as earnings response coefficients (ERCs), ARIMA parameters, 

impulse response functions, and so on.  This literature seems to have reached its peak 

during the late 1970s and early 1980s, at which time researchers gravitated towards using 

analysts’ forecasts of earnings as a substitute for the complex time-series models.  This 

launched a number of studies that ran horse races between analysts’ forecasts and time-

series models to see which was a better measure of the ‘expected’ component of earnings.  

Fried and Givoly (1982) are often given credit as the paper that supported the definitive 

conclusion that analysts are a better proxy for expected earnings than estimates from 

time-series models.   

Although there remains scattered interest in the time-series properties of earnings, 

Kothari (2001) recently commented that the literature on time-series modeling of 
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earnings is “fast becoming extinct … [due to] the easy availability of a better substitute: 

analysts’ forecasts are available at a low cost in machine-readable form for a large 

fraction of publicly traded firms.”  As it became generally accepted that analysts’ 

forecasts were superior to time-series forecasts, academics became interested in a deeper 

understanding of analysts’ forecasts and analysts’ themselves.  Among academic 

accountants, analysts were elevated to the status of an economic agent in the capital 

markets worthy of extensive study.  As a result, more recent work attempts to understand 

analysts’ incentives, conflicts of interest, loss functions, and so on.  Prior to briefly 

reviewing what we know about analysts, it is important to articulate why we still study 

analysts. 

The cynical response to why academics still study analysts is that the data are 

easy and cheap to access.  Several companies like First Call, I/B/E/S, Value Line, and 

Zacks maintain databases on the forecasts and recommendations of thousands of analysts 

covering thousands of companies, allowing easy use of these data by academic 

researchers.  Perhaps an even more cynical response is that academics very much enjoy 

analyzing distributions (i.e., means, medians, standard deviations, etc.) and correlations.  

Analyst data are easily converted into variables that provide interesting distributions and 

correlations (e.g., signed forecast error, forecast accuracy, ERCs, etc.).   

However, the real reason I believe research on analysts continues is that we are 

interested in how the capital markets function, and examining analysts furthers such 

knowledge.  On one hand, analysts are one of the preeminent market information 

intermediaries, distributing forecasts and results of their analysis to institutional and 

individual investors.  Thus, examining properties of the analysts’ forecasts and analysis 
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helps us understand the nature of the information that seems to be impounded in stock 

prices.  Another perspective is that analysts are a good proxy for beliefs held by investors 

in general, so examining properties of analyst data provides insight into how investors in 

general utilize and process accounting information like financial statements, footnotes, 

and other financial disclosures.  Finally, having elevated analysts to the status of an 

interesting set of economics agents for detailed study, it is intrinsically interesting to 

study what analysts do and how they utilize financial accounting information.  This final 

reason explains most of the current work on analysts.   

 

OVERVIEW OF WHAT WE KNOW (OR THINK WE KNOW) 

Early survey research and anecdotal evidence suggest that analysts are voracious 

for all kinds of information (e.g., Tevelow 1971, Chandra 1974, Frishkoff, Frishkoff, and 

Bouwman 1984, Epstein and Palepu 1999).  It is not surprising, however, that in 

responding to surveys, analysts would tend indicate they always prefer more information 

to less.  It is one thing to simply express a desire for information and another to incur 

costs to acquire or process it, particularly given a drastic increase in the length of annual 

reports in recent years (Li 2006).  Research on analysts’ information needs and 

preferences is generally regarded as ‘descriptive’ and is frequently overlooked in 

empirical research.  This is unfortunate, because investigations on what information 

analysts might use and how they use it should incorporate these findings, if for no other 

reason than to see if what analysts say is consistent with what it appears they actually do.   

Prior to discussing specific observations on generally accepted findings in the 

literature, a very brief discussion of the evolution of the literature is in order.  Figure 2 
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provides a timeline that highlights general trends in the literature between the 1960s and 

early 2000s.  Let me again emphasize that this is not meant to be a literature review or a 

comprehensive summary of all primary questions examined.  Additionally, figure 2 is 

employed as a heuristic to place the subsequent discussion of specific observations in 

context.  The reader is directed to the literature reviews identified in the introduction for a 

full list of questions and a more comprehensive coverage of relevant studies.  Also, I will 

provide very brief highlights of each paper, and the brevity of these oversimplified 

highlights will necessarily oversimplify and undersell the full contribution of the paper.   

As previously discussed, the initial impetus for examining analysts forecasts was 

the need for a better proxy for earnings expectations to be used in capital markets 

research.  This literature spanned approximately two decades (1968-1987) and appears in 

the lower left quadrant of figure 2.  Brief highlights of notable conclusion from these 

studies are as follows: 

 Cragg and Malkiel (1968):  Five-year growth rates forecasted by analysts 
were no different than simple algebraic extrapolations.   

 Elton and Gruber (1972):  Annual forecasts by various groups (pension 
fund, investment advisors, investment bank analysts) were no different 
between naïve time-series model and each group of analysts.   

 Barefield and Comiskey (1975):  Analysts’ forecasts outperformed a 
simple no-change earnings forecast model. 

 Brown and Rozeff (1978):  Analysts’ forecasts outperformed ‘less naïve’ 
time-series models, especially at longer forecast horizons.   

 Fried and Givoly (1982):  Using a (then) large sample of panel data (100 
forecasts per year for 1969-1979), analysts’ forecasts were more accurate 
than those from various time-series models.   

 Brown, Griffin, Hagerman, and Zmijewski (1987):  Analysts’ forecast 
superiority over time-series models is due to (i) a timing advantage and (ii) 
an information advantage.   
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These studies primarily appeared in finance journals, employed small samples relative to 

those typical in current analyst research (e.g., hundreds of observations vs. hundreds of 

thousands), and used research designs that ran horse races between different forecasts.  

Fried and Givoly (1982) is generally recognized as having provided the most compelling 

evidence that analysts are superior to time-series models and several years later, Brown et 

al. (1987) clarified the source of analysts’ superiority.  Thus, it took almost two decades 

for researchers to settle comfortably on the conclusion that analysts were better than 

time-series models at forecasting earnings.  However, as discussed below, the economic 

magnitude of analysts’ superiority appears to be small, suggesting that analysts’ value to 

the capital markets likely rests on other roles than simply forecasting earnings.   

Building on the research that compared analysts relative to time-series models, 

research considered refinements and extensions to research designs, with the goal of 

identifying factors that are correlated with incremental earnings forecast accuracy.  These 

studies also appear in the lower left quadrant of figure 2, and are briefly highlighted 

below: 

 O’Brien (1988):  The most recent forecast more accurate than consensus. 

 O’Brien (1990):  There is no evidence of an analyst-level effect on 
forecast accuracy, thus no analysts are persistently better than others.   

 Stickel (1990):  Analysts ranked as an Institutional Investor All-Star are 
superior forecasters than a matched sample based on forecast recency.   

 Brown (1991):  The accuracy of the consensus forecast gets more accurate 
if older forecasts are dropped.   

 Sinha, Brown, and Das (1997):  Careful controls for forecast recency yield 
evidence that some analysts are more accurate than others 

 Mikhail, Walther, and Willis (1997):  Individual analyst experience 
increases forecast accuracy 

 Clement (1999):  Analysts’ forecast accuracy is increasing in resources 
and decreasing in complexity.   
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Thus, the literature moved beyond concern over analysts being superior to time-series 

models, and began investigating whether some analysts were better than others.  As with 

the previous efforts on analysts versus time-series models, this series of research initially 

showed no differences, but subsequently found the existence of differences.   

Simultaneous to these two sets of studies, research was also considering the 

association of analysts’ forecasting activities with stock prices.  Some of the papers 

highlighted above also examined market reactions to forecasts and earnings surprises.  

For example,  

 Fried and Givoly (1982) and others:  Earnings forecast accuracy generally 
corresponds to a greater association between unexpected earnings based 
on such forecasts and announcement period stock returns.  

 O’Brien (1988):  Even though Standard & Poors and I/B/E/S analysts 
exhibit higher forecast accuracy, they have no stronger association with 
stock returns than time series models.   

 Philbrick and Ricks (1991):  The actual definition of what income 
statement level earnings being forecasted varies across forecast data 
providers.  Value Line forecast errors are the smallest, but various 
combinations of forecasts and actual earnings across the databases yields 
the strongest association with announcement period stock returns (e.g., 
unexpected earnings based on Value Line earnings forecasts and I/B/E/S 
actual earnings) 

This focus on the correlation between analysts-based earnings surprises and stock prices 

prompted researchers to examine whether analysts’ themselves appeared to be efficient 

with respect to information cues.  Such studies tend to examine whether analyst forecast 

errors are correlated with publicly available information.  If a correlation exists, research 

concludes that analysts are inefficient with respect to such information.  This area of 

research arose around 1990 and continues to the present.  Studies shown in the top right 

quadrant of figure 2 are highlighted below: 
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 De Bondt and Thaler (1990):  Analysts overreact to past earnings changes, 
resulting in forecasts that are overoptimistic.   

 Lys and Sohn (1990) and Abarbanell (1991):  Analysts’ forecasts 
underreact to information in prior stock price changes.   

 Mendenhall (1991) and Abarbanell and Bernard (1992):  Analysts 
underestimate the serial correlation in quarterly earnings (i.e., post-
earnings announcement drift), but to a lesser extent than investors do 
through stock prices.   

 Elliott, Philbrick, and Wiedman (1995):  Analysts systematically 
underreact to their own sequential prior forecast revisions.   

 Easterwood and Nutt (1999):  Analysts underreact to negative information 
and overreact to positive information, both reactions leading to analysts 
being persistently overoptimistic. 

 Bradshaw, Richardson, and Sloan (2001):  Analysts underreact to 
predictable earnings patterns following extreme accruals.   

As can be seen from the highlights, there does not appear to be a general consensus on 

whether analysts over- or underreact to information.  Either way, the conclusions that are 

inevitably that analysts are ‘inefficient’ with respect to numerous pieces of information.  

This literature is vast, with almost any information cue one can consider having been 

subjected to an analyst forecast analysis.  In the next section, I argue that drawing 

conclusions about the efficiency of analysts’ forecasts based on correlations may not be a 

strong test of analysts’ processing of information.   

A second wave of research on the efficiency of analysts attempts to understand 

whether analysts are internally efficient with respect to their own information outputs.  

For example, given the correspondence between earnings expectations and value, do 

analysts efficiently use their own earnings forecasts in valuing companies and generating 

stock recommendations?  Select papers include: 

 Bradshaw (2004):  Analysts’ recommendations are consistent with the use 
of heuristic valuations incorporating their own earnings forecasts. 
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 Asquith, Mikhail, and Au (2005):  Qualitative information in analysts’ 
reports explains a significant amount of their recommendations, target 
prices, and the price reaction to these forecasts. 

 Loh and Mian (2006):  More accurate forecasts lead to more profitable 
stock recommendations.   

This research is noteworthy in that it necessarily considers simultaneously more outputs 

from the analyst than just the earnings forecasts.  As argued in the next section, the 

literature on analysts suffers from an overemphasis on earnings forecasts relative to other 

important tasks performed by analysts.  In this spirit, many of what some consider to be 

the most interesting papers on analysts focus on their activities within the context of what 

their individual and employer-level incentives are.  A sampling of these types of papers is 

as follows: 

 Francis and Philbrick (1993):  Analysts trade off earnings forecast 
accuracy for intentional optimism to curry favor with managers. 

 McNichols and O’Brien (1997):  Analysts’ exhibit a self-selection bias 
such that negative views are censored, and hence unobservable to 
investors or researchers. 

 Lin and McNichols (1998):  Analysts exhibit overoptimism when their 
employers perform investment banking services for covered firms. 

 Michaely and Womack (1999):  After the quiet period following an initial 
public offering, affiliated analysts are more likely to issue buy 
recommendations than are unaffiliated analysts.   

 Mikhail, Walther, and Willis (1999):  Forecast accuracy is negatively 
related to analyst job turnover. 

 Hong and Kubik (2003):  Promotions and demotions at investment banks 
depend more on optimism than accuracy.   

 Gu and Wu (2003) and Basu and Markov (2004):  These papers question 
analysts’ loss functions implied by prior work that uses ordinary least 
squares models to link forecast errors and various measures (implying a 
quadratic loss function) by proposing that analysts’ might prefer to 
minimize the absolute error instead.   

 Raedy, Shane, and Yang (2006):  Evidence of analyst underreaction might 
not be due to them ignoring publicly available information, but due to 
their asymmetric loss function whereby they incur greater reputation cost 
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of forecast errors when the error has the opposite sign as the analysts’ 
prior earnings forecast revision. (i.e., bad to ‘overshoot’).   

Left out of the terse listing of papers in figure 2 are many important studies on (i) 

the analyst coverage decision, (ii) dispersion and its association with prices and accuracy, 

(iii) recent changes in the regulatory environment (FD), and (iv) experimental research 

that has a bearing on decision processes (but I’ll defer discussion of these until later).  I 

have also focused the studies listed here on those involving earnings forecasts, which is 

consistent with the representativeness of earnings forecasts as the focus of most studies in 

this literature.  It is only recently that researchers have begun investigating 

recommendations (Womack 1996), growth projections (LaPorta 1996), and target prices 

(Brav and Lehavy 2003).   

The overall takeaways from the above discussion is that approximately four 

decades of research on analysts focuses heavily on the earnings forecasting task, with 

only recently increasing interest in other activities performed by analysts.  Second, the 

literature moves relatively carefully, with the conclusion that analysts dominate time-

series models taking two decades.  Third, beginning in the 1990s, much work has been 

positioned as attempts to understand what information analysts use and how they use it 

(i.e., the black box).  Finally, as research studies have begun to consider activities beyond 

basic earnings forecasting, it has become necessary (and interesting) to examine analysts’ 

incentives and investigate what role they might play in the empirical regularities 

developed over the past several decades of research (e.g., optimism).  The next section 

provides ten specific observations that may guide future thought on how to interpret and 

advance the evidence on analysts’ and their roles in the capital markets.   
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SPECIFIC OBSERVATIONS ON WHAT WE KNOW (OR THINK WE KNOW) 

 

1.  Analysts’ Forecasts are Optimistic 

Of all the regularities regarding sell-side analysts, the understanding that analysts’ 

forecasts are routinely optimistic is the most pervasive.  Numerous studies document that 

analysts’ forecasts of earnings end up, on average, being too high.  The problem is that 

this is a sweeping generalization that is not on average descriptive.  There are at least 

three qualifications to the generalization that analysts are routinely optimistic.  First, what 

specific forecasts are believed to be optimistic – quarterly earnings per share forecasts, 

annual earnings per share forecasts, growth forecasts, target prices, sales forecasts, cash 

forecasts, etc.?  The typical explanation for why analysts would be persistently optimistic 

is that they wish to maintain cordial relationships with management, and optimistic 

forecasts further this goal.  However, with regards to the most prevalent forecast made by 

analysts, earnings per share, it is difficult to understand why the managers analysts are 

presumably trying to please would prefer optimistic earnings forecasts.  Research makes 

it clear that forecast errors (measured as actual earnings minus the forecast) are positively 

correlated with stock price reactions.  Thus, forecasts that are too high (i.e., optimistic) 

create negative forecast errors and negative stock price reactions.  On average, managers 

would seem to desire avoiding such reactions.  Indeed, recent evidence in the accounting 

literature examines the ‘meet or beat’ phenomenon, which describes the preference by 

managers and tendency for quarterly earnings announcements to equal or slightly exceed 
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analysts’ forecasts.  Overall, it appears that at least for short-term forecasts, it is not 

descriptive to generalize that analysts’ forecasts are optimistic.   

Second, we seem to be well aware of selection biases in analyst forecast data 

which form the basis of most of our research.  Several studies indicate that analysts seem 

to follow the old adage, ‘if you don’t have anything good to say, don’t say anything at 

all.’  For example, analysts are reluctant to issue negative recommendations (i.e., ‘sell’), 

and more important, having issued favorable recommendations, they exhibit a reluctance 

or sluggishness in downgrading recommendations.  Even though this is a well-known 

phenomenon, we apparently disregard knowledge of this selection bias in drawing 

generalities about the overall level of analyst optimism.  In other words, what is 

interpreted as persistent optimistic bias by analysts could simply reflect the fact that we 

do not get to observe analysts’ pessimistic views.  With the recent implementation of 

NASD 2711 and NYSE 472 rules that, among other things, require analyst research 

reports to provide benchmark distributions of the brokerage’s recommendations and 

target prices, we may witness an increasing tendency for analysts to convey previously 

non-communicated pessimistic views.   

Finally, a recent body of research on ‘street’ or ‘pro forma’ earnings has revealed 

issues with analyst forecast data that systematically result in optimistically biased 

forecasts.  Firm managers have always highlighted earnings in earnings releases that 

exclude the effect of various one-time charges.  However, this practice escalated 

beginning in the 1990s, and firms began reporting earnings excluding an even greater 

number of income statement line items, including, for example, research and 

development expense, advertising expense, customer acquisition costs, and so on.  As 
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these examples suggest, the types of income statement amounts excluded were 

disproportionately expenses (rather than gains or revenues).  Both Bradshaw and Sloan 

(2002) and Abarbanell and Lehavy (2007) note that forecast data providers such as First 

Call and I/B/E/S claim to archive actual earnings figures that match the earnings 

definition being forecasted by the majority of analysts.  This is important because the 

standard practice to calculate analyst forecast error (and hence bias) is to subtract the 

actual earnings figure from the forecast database from the forecast.  Thus, if analysts 

forecast earnings before the effects of one-time items and research and development 

expense, then the forecast data providers include the actual earnings before one-time 

items and research and development expense in the historical database used by 

academics.  Evidence presented in both papers referenced above indicate that the forecast 

data providers seem to have only gradually adjusted the actual earnings figures on the 

database to correspond to figures being forecasted by analysts.  Both papers identify 1992 

as representing a marked shift in the correspondence of actual and forecasted earnings.  

As much of the research supporting the inference that analysts are persistently optimistic 

was published using pre-1992 data, the non-correspondence between the actual earnings 

used in those studies (i.e., bottom-line ‘net income’ from Compustat or one of the 

forecast data providers) would have systematically resulted in mechanically upwardly 

biased forecast errors. 

 

2.  Analysts’ Forecasts Are Superior to Time-Series Model Forecasts 

The second presumably well-known feature of analysts’ forecasts is that they are 

superior to forecasts from time-series models.  Accounting research aimed at modeling 
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earnings using ARIMA models was at its peak during the 1970’s and seems to have 

effectively ended in the mid-1980’s.  Brown (1993) provides a comprehensive review of 

much of this literature, which is also briefly summarized by Kothari (2001), who states at 

the outset (p. 145), “I deliberately keep my remarks on the earnings’ time-series 

properties short because I believe this literature is fast becoming extinct. … [due to] easy 

availability of a better substitute: analysts’ forecasts….”   

On one hand, if analysts are efficient in any sense, as has been noted before by 

Brown et al. (1987), it has to be the case that analysts’ forecasts outperform time-series 

model forecasts, because analysts have both a timing and information advantage.  

Analysts can easily calculate any anointed time-series model and incorporate that 

information into their overall information set.  Moreover, because time-series models are 

parsimonious, the information available to analysts is greater than that which can be 

quantified by any time-series model.  Thus, for most forecast dates, an analyst will have 

an information advantage over a time-series model, which necessarily relies on historical 

inputs.  Nevertheless, it took scores of papers spanning two decades (i.e., approximately 

1968-1987) for academic research to conclude that analysts’ are superior to time-series 

models.   

Many of the papers that concluded examined the relative forecasting ability of 

analysts versus time-series models were based on limited samples.  For example, 

Barefield and Comiskey (1975) examine forecasts for 100 firms (and conclude that 

analysts outperformed a simple random walk forecast) and Brown and Rozeff (1978) 

examine forecasts for 50 firms (and conclude that most time-series models are 

outperformed by analysts, particularly at longer horizons).  Fried and Givoly (1982) is 
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generally credited as one of the decisive studies in this area, primarily due to the 

significantly expanded sample size.  They examine 100 forecasts per year for the period 

1969-1979 and conclude that analysts were superior to time-series models.  However, 

what seems to have been overshadowed in subsequent research that wholly abandoned 

time-series models is the slim margin by which analysts won this contest.  For example, 

Fried and Givoly calculate absolute forecast errors scaled by actual earnings per share.  

Their primary results indicate an average absolute forecast error for analysts of 16% 

relative to a comparable forecast error for two time-series models of 19% and 20%, 

respectively.  Furthermore, results for individual years are often closer than this 3-4% 

spread.  This seems to be a slim margin of victory for analysts given the information and 

timing advantages they have over the time-series models.  The increasing tendency for 

managers to provide earnings guidance (Matsumoto 2002) and earnings 

preannouncements (Soffer, Thiagarajan, and Walther 2000) should have increased 

analysts’ superiority over time-series models, but no research of which I am aware has 

examined this.   

If one restricts their consumption of research to accounting journals, then it would 

appear that research using time-series models is indeed extinct.1  However, outside of the 

accounting literature, continued use of time-series forecasts as an alternative and as a 

benchmark for expert forecasts is prevalent.  Indeed, the economics literature largely 

concludes that time-series forecasts are superior to those of various experts.  For 

example, this is argued to be the case for forecasts of interest rates (Belongia 1987), gross 

domestic product (Loungani 2000), recessions (Fintzen and Stekler 1999), and business 

                                                 
1 This is not meant to dispute the conclusion in Kothari (2001) referenced above, which is indeed accurate.   
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cycles (Zarnowitz 1991).  This discrepancy in conclusions across research paradigms is 

surely related to the unit of analysis.  Forecasts of earnings is done frequently with the 

input of the preparers of the earnings being forecasted, accounting procedures for those 

earnings are well-understood, and such accounting standards often have the objective of 

smoothing reported earnings (e.g., pension assumptions).  In contrast, items like interest 

rates, GDP, recessions, and business cycles are not generally subject to the control of an 

individual manager or follow a prescribed set of rule governing their reporting.   

 

3.  Analysts’ Forecasts are Inefficient 

A large number of research papers spanning the late 1980s through the present 

examine whether analysts’ forecasts are ‘efficient.’  Similar to how efficient market 

prices are defined, forecasts are said to be efficient if they incorporate all information 

available to the analyst.  Thus, studies have examined whether analysts incorporate 

information in past earnings, past market prices, and past forecast revisions; similarly, 

more recent studies examine whether analysts’ forecasts are efficient with respect to 

information in financial statement information like accruals, management forecasts, and 

various other financial disclosures.   

These studies inevitably draw conclusions about the efficiency of analysts’ 

forecasts.  If forecast errors are correlated with some information available ex ante to the 

analyst, the forecast is said to be inefficient with respect to that information.  In these 

cases, the analyst is said to have either ‘underreacted’ or ‘overreacted’ to the information.  

As it turns out, it is rare to witness empirical results which support an efficient use of 

information.  The likely reason is that the data we rely upon is noisy, which inevitably 
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leads to coefficients in empirical tests that are consistent with inefficient use of 

information.   

To clarify this, consider a simple correlation between some analyst variable AV 

(e.g., annual forecast revision) and some variable of interest X (e.g., information in a 

quarterly earnings announcement).  What the researcher wants to measure is corr(AV, X).  

However, X is likely measured with error, so the researcher ends up measuring X+error, 

rather than X.  In the typical regression framework, the researcher would estimate the 

following regression: 

   AV =  + (X+error)+e,  

leading to the well-known downward bias in the estimate of  (absent other covariates).  

This downward bias inevitably leads researchers to conclude that, with respect to the 

information in the phenomenon measured by X, analysts appear to be inefficient.  The 

often overlooked or unstated alternative is that the tyranny of measurement error 

contaminates our ability to draw strong conclusions regarding analysts’ efficiency in 

processing particular pieces of information.2 

 

4.  Most Academic Research Ignores Analysts’ Multi-Tasking 

Of the hundreds of papers published on sell-side analysts, casual empiricism 

supports the conclusion that most focus exclusively on the earnings forecasting process.  

Thus, if someone unfamiliar with sell-side analysts went to the accounting and finance 

                                                 
2 Of course, if the left hand side were some analyst variable, like forecast error, measurement error would 
tend to bias this simple univariate specification towards a conclusion of efficiency rather than inefficiency.  
The variety of empirical specifications in the literature and the multivariate (rather than simple univariate) 
nature of such specifications leads to ambiguous directional predictions regarding measurement error 
induced bias, but it is reasonable to presume that conclusions that generally fall between full efficient use 
of information by analysts and complete inefficiency are most likely. 
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literature to understand what it is they do, they would likely come away with the 

impression that analysts’ primary goal is to issue accurate earnings per share forecasts.   

In contrast, consideration of all the roles performed by an analyst suggests that 

earnings per share forecasts are either tangential or at best just one of many inputs into 

the analysts’ other (primary) activities.  Thus, a focus on earnings forecasts by academics 

is useful to understanding what analysts do, but it is a means not an end.  Schipper (1991) 

noted early on in this literature that, “The general focus of accounting research on 

accuracy and bias of analysts’ earnings forecasts has yet to capitalize on whatever 

opportunities for insights might arise from considering these forecasts in the context of 

what the analyst does … [emphasis added] (p. 112).  Similarly, Zmijewski (1993) argued 

shortly thereafter that one of the primary areas of research that could further our 

knowledge are studies that lead to “expansion of our analysis of financial analysts’ 

earnings forecasts to encompass more of what they actually do [emphasis added] (p. 

338).   

The easiest means of understanding what analysts do is to examine other outputs 

provided by them.  In recent years, research into these other outputs has been growing, 

with studies on stock recommendations (e.g., Womack 1996), growth projections (e.g., 

Dechow and Sloan 1997), target prices (e.g., Brav and Lehavy 2003), and risk ratings 

(Lui, Markov, and Tamayo 2007).  A second step is to simultaneously examine these 

outputs.  In other words, if one of analysts’ primary objectives is to issue an investment 

recommendation for a security, then one might examine how earnings forecasts and 

growth projections are associated with the actual recommendation (e.g., Bradshaw 2004).  

To gather a quick feel for how active research is along these suggestions, I performed a 
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global search of scholarly articles on ABI/INFORM using various keywords, and found 

the following: 

analyst+earnings  867 articles 
analyst+recommendation  149 articles 
analyst+long+term+growth   54 articles 
analyst+target+price   14 articles 
analyst+earnings+recommendation   27 articles 
analyst+earnings+long+term+growth    22 articles 
analyst+earnings+target+price     3 articles 
analyst+earnings+recommendation+long+term+growth     1 article 

This is not to suggest that research studies that incorporate more than one analyst variable 

are superior, but rather, that furthering our understanding of what analysts do and why 

they do it requires consideration of their portfolio of activities.  For example, Loh and 

Mian (2006) examine whether analysts who provide superior earnings forecasts also 

provide more profitable stock recommendations, which is a useful question to answer as 

it pertains directly to the use of earnings forecasts as an input into the arguably more 

important role of providing investment advice.   

Clearly, as discussed above, the overwhelming bulk of research effort appears to 

focus on earnings forecasts, with some distant level of interest on analysts’ stock 

recommendations.  However, beyond that the interest level suggested by the above 

ABI/INFORM search seems to drop substantially.  The simple explanation may simply 

be that data on these other metrics have not been widely available until recently.  For 

example, whereas large samples of machine-readable earnings forecast data have been 

available since the early 1970s, data for long-term growth forecasts became available in 

1981, for recommendations in 1992, and for target prices in 1996.  I return to this theme 

later when I comment on research that is aimed at understanding what analysts’ do with 

their own earnings forecasts.   
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5.  Analysts are Dominated by Conflicts of Interest 

Besides the first point raised regarding the belief that analysts’ forecasts are 

persistently overoptimistic, perhaps the second most prevalent belief is that analysts’ 

behavior is dominated by conflicts of interest.  There are at least six sources of conflicts 

that have been discussed either in the literature or the financial press and that are 

purported to lead to analysts being overoptimistic.  The following briefly lists, in my 

assessment, the sources of conflict in descending order of the relative emphasis given to 

them in the literature.   

 

1.  Investment banking fees.  Managers periodically require access to the capital 
markets and require the assistance of investment banking professionals, who are 
frequently employed by firms that also run sell-side research shops.  It has long 
been argued, and recent anecdotal evidence is consistent with the charge, that sell-
side research departments are rewarded by the investment banking side of 
operations for providing favorable coverage of deals that the firm underwrites.  
Such fees are the fuel of such firms, and typical large placements bring in millions 
of dollars in fees.  Accordingly, sell-side research, which is generally a cost rather 
than a profit center, is argued to be predisposed towards overoptimism due to the 
lure of lucrative investment banking fees.  This explanation is the most prevalent.   

2.  Currying favor with management.  Distinct from the incentive to appease 
managers to obtain investment banking business, sell-side analysts have also been 
accused of being optimistic so that they maintain access to firm managers who are 
a primary source of information flow (Francis and Philbrick 1993).  The recently 
implemented Regulation FD is meant to curb this practice, and requires that 
managers refrain from selectively releasing private information.  Several studies 
have attempted to examine whether the implementation of this regulation led to 
less optimistic forecasts and recommendations by analysts.  However, around the 
same time that Regulation FD was implemented, there were other regulations and 
market sentiment changes that make it difficult to attribute any observed change 
in overall analyst optimism to this single piece of regulation (e.g., NYSE 472, 
Nasdaq 2711, Sarbanes-Oxley, large interest rate changes, severe currency 
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exchange changes, etc.).  Even in the presence of regulation disallowing selective 
disclosure, there remain reasons for analysts to maintain cordial relations with 
managers (e.g., simply getting managers to return phone calls, receiving favorable 
queuing during conference calls, etc.).   

3.  Trade generation incentives.  Another reason analysts are allegedly 
predisposed towards optimism is that their firms also receive compensation 
through handling investor trades.  As the argument goes, it is easier to convince 
an investor to buy a stock that they do not own rather than convincing them to sell 
a stock they must already own.  Consequently, to generate investor purchases, 
analysts will optimistically bias their reports.  Recent evidence by Cowen et al. 
(2006) and Jacob et al. (2008) suggests that incentives for optimistic bias are 
stronger for trading than for investment banking.  They partition investment banks 
into those that provide investment banking and those that do not, where trading 
fees are the primary source of revenues, and find that ex post optimistic bias is 
stronger for analysts working at the non-investment bank firms.  Also, Jacob et al. 
(2008) provide some evidence that affiliated analysts are actually more accurate 
than unaffiliated analysts, and moreover, the differential forecast accuracy 
appears due to the employment of better analysts and the presence of greater 
resources. 

4.  Institutional investor relationships.  The close ties between institutional 
investors and investment banks also provide sources of conflicts for sell-side 
analysts.  As recipients of sell-side research, institutions may take positions in 
securities based on the information and recommendations conveyed in analysts’ 
formal reports.  If an analyst then downgraded a security that an institution had 
taken a position in, this would clearly be viewed unfavorably by the institution.   

5.  Research for hire.  Given that approximately one-third of public companies 
have no analyst coverage and over half have at most two analysts, a recent 
phenomenon in equity research is for companies to pay for research to be 
conducted on their company.  Several consortiums have been established, such as 
the National Research Exchange and the Independent Research Network.  The 
conflicts of interest in these arrangements are obvious, and it remains to be seen 
how these will be managed. 

6.  Themselves.  Finally, an often overlooked source of conflicts for analysts is 
the behavioral bias inherent in the analysis of securities.  Similar to the well-
documented home bias in the finance literature, the familiarity analysts develop 
with firms and their managers can lead analysts to develop close affinity to a firm.  
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This affinity may then result in analysts seeing the firm ‘through rose-colored 
glasses,’ and being incapable of downgrading or forecasting negative outcomes.   

Of these six sources of analyst conflicts, the allegation that lucrative investment 

banking fees is the most cogent.  Clearly, regardless of the reputation of a particular 

investment bank, any right-minded manager would steer clear of their services if sell-side 

analysts employed by that investment bank held negative views on the firm.  Researchers 

have investigated such effects extensively, and it would appear that most researchers 

subscribe to the belief that these conflicts have strong effects on observed optimism in 

analysts’ reports.  Numerous studies document significantly more optimistic forecasts 

and recommendations for affiliated analysts (e.g., Lin and McNichols 1998, Michaely 

and Womack 1999, Dechow, Hutton, and Sloan 2000, Lin, McNichols, and O’Brien 

(2005).   

One explanation other than analysts’ deliberate optimism inspired by investment 

banking business is that among the distribution of investment banks, some will be the 

employers of analysts that are more optimistic about a particular firm, and it is the 

selection of those investment banks by the managers that explains the documented 

optimism by affiliated analysts.  Research is unable to distinguish between these two 

explanations, but Ljungqvist, Marston and Wilhelm (2006) offer some evidence 

consistent with management choice.  They examine investment banking deal flows and 

find no evidence that overoptimistic recommendations by analysts explain investment 

banking selection, the main determinant being the strength of prior investment banking 

relationships.  Another explanation is that there is a collective level of heightened 

positive sentiment about firms that are in the growth stage and hence need external 
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financing.  Consistent with this, Bradshaw, Richardson, and Sloan (2006) document that 

both affiliated and unaffiliated analysts display increasing optimism around periods of 

external financing and both groups show declines in the levels of optimism subsequent to 

external financing.  This is not inconsistent with investment banking conflicts leading to 

optimism in research, but it does attenuate the degree of sinister interpretation given to 

the reports of analysts that are viewed as ‘affiliated.’  If analysts (as well as other market 

participants) tend to be optimistic about subsets of firms, it is not surprising that it would 

be the subset that is growing and seeking external financing.   

However, it is instructive to review the economic significance of investment 

banking conflicts as documented in the literature.  Lin and McNichols (1998) provide one 

of the most compelling studies to review because of the relatively large sample and well-

executed matched sample design.  They examine approximately 2,400 seasoned equity 

offerings (SEO) spanning 1989-1994.  Primary results examine for significant differences 

in one-year ahead and two-year ahead earnings per share forecasts, growth projections, 

and stock recommendations.  A summary of their results is as follows: 

 

 
One-year 

ahead EPS 
Two-year 
ahead EPS 

Earnings 
growth 

Stock 
Recommendation 

Unaffiliated 0.071 0.098 0.207 3.901 
Affiliated 0.070 0.099 0.213 4.259 
  Difference -0.001 0.001 0.006 0.358 
Significant 
difference? No No Yes Yes 
 
Note: EPS forecasts are scaled by price.  Earnings growth projections reflect forecasts of annual percentage 
growth.  Stock recommendations are coded on a 1 to 5 scale, with 1 being ‘strong sell’ and 5 being ‘strong buy’. 
 

They find no differences in optimism in earnings forecasts, but they find analysts 

affiliated with SEOs provide higher growth projections and more positive 
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recommendations.  However, the economic significance of the differences do not seem 

large.  For annual earnings growth projections, the difference is less than one percent, and 

the difference in stock recommendations is approximately one-third of a change in 

ranking.  Adherents to the paradigm arguing that investment banking biases analysts to be 

optimistic would highlight that the analysts that are unaffiliated are almost as optimistic 

as the affiliated analysts because they too were using research to court the managers for 

the investment banking business, which is in conflict to the evidence discussed earlier in 

papers like Jacob et al. (2006). 

 

6.  Limited Evidence Exists Regarding What Analysts Do with Their Own Forecasts 

It is presumed that analysts are sophisticated and their analyses are internally 

consistent.  However, very little research has examined their outputs in a multivariate 

setting.  For example, research has examined analysts’ forecasting abilities extensively, 

and there have been moderate efforts to understand their recommendation abilities.  

Clearly, recommendations should be linked in some manner to analysts’ valuations, and 

we believe from many capital markets studies (i.e., Ball and Brown 1968, etc.) that 

earnings expectations are positively correlated with prices.  Thus, rational behavior by 

analysts would mean that their own earnings forecasts are correlated with their valuations 

that provide the basis for their stock recommendations.   

Francis and Philbrick (1993) provided the earliest systematic study of the 

interplay between analysts’ various forecasts.  Although their sample prevents an 

examination of how individual analysts use their own forecasts.  Nevertheless, their study 

is one of the first to attempt to understand how analysts incorporate specific information 
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into their forecasts.  They examined Value Line analysts, who issue earnings forecasts 

but include in their reports a ‘timeliness ranking’ of a stock, akin to an individual 

analyst’s stock recommendation but prepared by other analysts at Value Line.  They 

hypothesized that analysts would attempt to curry favor with managers by diffusing 

unfavorable timeliness rankings by optimistic forecasts, and they conclude that Value 

Line analysts appear to behave in this manner.   

Another early study that attempted to directly examine the within-analyst 

correlation of various outputs is Bandyopadhyay, Brown, and Richardson (1995), who 

examine analysts’ target prices and earnings forecasts.  Based on the presumption that 

analysts use their own forecasts in deriving stock valuations, they hypothesize that both 

one-year ahead and two-year ahead earnings forecasts will be correlated with analysts 

target prices (i.e., valuations), and that the correlations will be stronger for longer horizon 

forecasts.  Indeed, they document R2s of approximately 30% (60%) when correlating 

changes in target prices with changes in one-year ahead (two-year ahead) earnings 

forecasts.  Similarly, Loh and Mian (2006) find that analysts with more accurate earnings 

forecasts provide more profitable stock recommendations, consistent with analysts using 

their own forecasts as inputs into their valuations and recommendations.   

Recently, there seems to be a growing understanding of the benefits of 

understanding analysts’ use of information, and attempts to measure within-analyst 

correlations of data are becoming more common.  For example, Bradshaw (2002) 

performed a content analysis and found that analysts’ valuations are almost always based 

on various earnings-multiple heuristics, and Bradshaw (2004) documented that 

researcher-generated recommendations based on simple residual income valuations using 
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analysts’ earnings forecasts as inputs outperform the analysts’ recommendations that are 

based on heuristics.  Similarly, Barker (1999) and Asquith, Mikhail, and Au (2005) 

document a high degree of reliance by analysts on qualitative factors in communicating 

their analyses, supplementing their heuristic use of earnings forecasts to assess valuations 

of firms.  Given increasing availability of line item forecasts other than earnings, there is 

also an increasing interest in the internal consistency of those measures as well.  For 

example, Ertimur, Mayew, and Stubben (2008) examine the multiple-level forecast 

accuracy of analysts that provide disaggregated forecasts (i.e., sales and earnings).   

The trend towards research that simultaneously considers multiple analyst outputs 

is a step in the right direction if our goal is to increase our knowledge of analysts using 

large sample databases.  One of the common objectives of research on analysts is to 

provide evidence that allows us to peer inside the decision-making processes they follow.  

However, though there are benefits from the typical archival empirical approach, the 

methodology is necessarily limited in its ability to garner insights into how analysts make 

decisions.  Alternatively, research methodologies that work with data other than the 

databases provided by I/B/E/S and other providers are likely to provide complementary 

approaches.  The next two sections expand on these  

 

7.  We Think We Know How Analysts Forecast 

As the literature on analysts has grown, researchers have moved beyond 

straightforward investigations of distributional properties of forecast errors and 

profitability of analysts’ recommendations.  The tenor of most studies is that the 

researchers are interested in how analysts perform their tasks.  However, with few 



 33

exceptions, none provide direct evidence on how analysts go about generating forecasts 

or making stock recommendations.  The problem appears to be a preference for archival 

research, which is subject to data and methodological constraints.  Thus, researchers tend 

towards similar approaches and typically regress forecast errors on different independent 

variables to explain forecast errors.  Some papers attempt to provide indirect evidence, 

but the nature of these analyses limits the strength of conclusions we can draw about 

analysts’ actual decision processes.   

The typical research design adopted when a researcher holds some hypothesis 

about how analysts use some information signal is to estimate a regression of analyst 

forecast error on the information variable, 

Forecast Error = +X + e, 

where X is the variable of interest.  As summarized in figure XX, right-hand side 

variables have included past earnings changes, past price changes, analysts’ forecast 

errors, income statement line items, balance sheet line items, financial statement footnote 

information, management forecasts, macroeconomic variables, and so on.  From these 

econometric analyses, conclusions are drawn as to whether the analyst incorporated the 

information captured by the variable X in their earnings forecast process.   

Such a research design is a study of associations, not behavior.  However, it has 

become prevalent to draw conclusions regarding analysts’ behavior from these tests.  

Notwithstanding the fact that the combination of the research designs and the conclusions 

do not actually speak to analysts’ behavior, these results do not map into the way that 

forecasting is covered in most financial statement analysis courses and textbooks.  This 

suggests that either the research designs that are utilized in an attempt to see into the 
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forecasting process or the pedagogical approach to prospective analysis needs revision.  

At a minimum, it is important for researchers to be careful about drawing strong 

conclusions about analysts’ behavior based only on data that can be quantified and used 

as inputs in a specification like that above. 

One alternative is to continue the trend in simultaneously examining multiple 

analyst forecasts and other information, as discussed earlier.  Though limited by the 

research design that relies on archival data, this approach allows extended insights into 

statistical associations.  Combined with prior findings of associations between forecast 

errors and various information signals, multivariate analyses of analysts’ outputs can 

address numerous interesting questions (e.g., does forecasting cash flows lead to more 

accurate forecasts, more profitable recommendations, and so on).  The second alternative 

is to embrace alternative research methodologies, discussed next. 

 

8.  Empiricists Have Traditionally Not Embraced Alternative Methodologies (but 
This is Changing) 

As noted above, the primary methodology employed in the analyst literature is the 

empirical analysis of archival data.  With a few exceptions, only recently have other 

methodologies received more attention in the literature.  A likely explanation for the 

disproportionate focus on analysis of archival data is that it is much less costly to 

download a panel of I/B/E/S data than it is to conduct an experiment or perform a content 

analysis of a distribution of analyst reports.  This explanation mirrors the likely 

explanation for the disproportionate analysis of earnings forecast data relative to other 

analyst outputs for which data availability is lower, such as risk ratings and target prices. 
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An early paper by Larcker and Lessig (1983) is a good example of the limitation 

of statistical analysis of archival data.  In this study, Larcker and Lessig perform an 

experiment with 31 subjects who were asked to make buy or no-buy decisions for 45 

stocks.  They were interested in the competing ability of linear modeling (i.e., regression 

analysis) and retroactive process tracing (i.e., ex post interviews of subjects) to 

accomplish two objectives: (i) predicting subjects buy and no-buy decision and (ii) 

identifying the relative importance of various information cues used by the subjects.  

These objectives continue to map very well into those of many analyst studies that 

employ archival data.   

They found that both linear models and process tracing performed reasonably 

well at predicting the buy and no-buy decisions of the subjects.  However, there were 

frequent differences between the two approaches in identifying relative cue importance to 

the subject’s buy and no-buy decisions.  These findings lead the authors to conclude that 

if the goal of a research study is the prediction of a judgment decision, then both 

approaches appear valid, and lower cost and complexity would favor linear modeling.  

However, if the goal of a research study is to understand what information is used and 

how it is used, a technique like retroactive process tracing seems necessary.  This point 

cannot be emphasized enough, as it bears directly on the ‘black box’ in figure 1b. 

The current shortcoming of the literature on sell-side analysts is our lack of 

understanding of what goes on inside the black box of what an analyst actually does.  

Fortunately, there is a growing use of alternative methodologies that complement 

research that uses linear models.  Alternative approaches to understanding analysts’ 

activities include surveys and interviews, experiments, rigorous content analysis 
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approaches, and focused analysis of representative firms).  Clearly, alternatives to linear 

modeling also have weaknesses (i.e., surveys risk biased responses, experiments have 

difficulty replicating complex unstructured tasks, content analysis only has access to the 

final communication medium rather than the process itself, analyzing a single brokerage 

firm may have no external validity, etc.).  For such reasons, these approaches are to be 

viewed as complementary.  Together, consistent evidence across alternative 

methodologies increases validity of research conclusions and is necessary for this 

literature to progress.   

The popularity of the recent survey of managers by Graham, Harvey, and 

Rajgopal (2005) is testament to the level of potential interest in the results of a survey of 

financial executives.  Although there are a number of various surveys of financial 

analysts, most are relatively limited in scope or geography.3  A notable exception is a 

survey by Block (1999), who surveyed members of the Association for Investment 

Management and Research (AIMR).  His survey was broadly focused and queried 

analysts on their uses of valuation models, importance of financial inputs, bases for 

recommendations, various opinions regarding market efficiency and dynamics.  The most 

remarkable finding in his survey is that analysts overwhelmingly do not emphasize 

present value models to value firms.  Additionally, he found that analysts do not pay 

much attention to dividend policy, they focus more on the long-term prospects than near-

term quarterly results, and analysts believe that skilled portfolio managers can beat the 

market.   

                                                 
3  For example, surveys have focused on analysts’ opinions of cash flow accounting (McEnroe 1996) and 
forecast revisions (Moyes, Saadouni, Simon, and Williams 2001), and have been conducted in various 
international markets including Saudi Arabia (Alrazeen 1999), Japan (Mande and Ortman 2002), Belgium 
(Orens and Lybaert 2007), and China (Hu, Lin, and Li 2008).   
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As noted above, surveys provide useful insights, but a weakness is the possibility 

that respondents do not truthfully report.  However, as also noted above, if this survey 

evidence is combined with alternative research methodologies and the results consistently 

point towards the same conclusion, concerns over threats to validity can be minimized.  

As an example of how a conclusion can be compelling based on the collective results 

from studies using alternative methodologies, consider the conclusion in Block (1999) 

that analysts do not rely very much on present value models.  This could be due to some 

form of non-response bias, a miscommunication of what was meant by present value 

techniques, or analysts’ concerns that their approaches are proprietary and they bias their 

responses.  However, subsequent studies that adopted content analysis (Bradshaw 2002) 

and linear modeling (Bradshaw 2004) provide uniformly consistent results that analysts 

indeed do not appear to make stock recommendations consistent with present value-based 

models.   

Published surveys on analysts are relatively rare, as are content analyses and 

focused studies of individual brokerage firms.  Moreover, those that are published appear 

to be concentrated outside of what are typically considered ‘top-tier’ journals.  This is 

unfortunate, because other than my own personal interactions with analysts and users of 

analysts’ information, where most of my knowledge of analysts has been obtained, I have 

learned a great deal from reading these studies.  On an optimistic note, research utilizing 

experimental research methods is much more common and seems to be increasingly 

acceptable to top-tier journals.  Many of these types of studies employ undergraduate or 

graduate students as subjects, but it is becoming increasingly common to see actual 

analysts serving as subjects.  For example, Libby et al. (2008) employ a sample of 81 
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experience analysts and examine the tension between maintenance of relationships with 

firm managers and optimism and pessimism in earnings forecasts.  Perhaps more 

interesting than the actual experimental results, the post-experiment subject interviews 

provide insights into how analysts are aware of the optimism-to-pessimism pattern in 

earnings across fiscal periods, but believe this pattern helps them receive preferential 

treatment in conference calls.  Again, echoing the theme that multiple research designs 

can be combined to increase the validity of a research conclusion, the evidence in Libby 

et al. (2008) regarding analysts’ desire to receive preferential or favorable treatment in 

conference calls (even in a post-Regulation FD environment) is also shown by Mayew 

(2008), who extracted data from conference call transcripts.  His archival empirical study 

also confirms that analysts’ with optimistic research on a company get more attention 

during conference calls.  Together the Mayew and Libby et al. studies give increased 

comfort that analysts are indeed still concerned about currying favor with managers.   

A final trend that is serving to make research on analysts more cohesive across 

methodologies is a growing prevalence of accounting academics properly trained in 

experimental research techniques.  Moreover, this is accompanied by the gaining 

acceptance of ‘behavioral finance’ research, which is incorporating psychology research 

on decision making.  The majority of experimental accounting research relies on similar 

theories (Koonce and Mercer 2005).  Further, researchers appear to be realizing that 

certain methodologies are suited for specific research questions.  For questions which 

arise around situations of decision-making and information processing, experiments seem 

useful because of their ability to minimize confounding ‘real-world’ variables and 

manipulate the variables of interest (Bloomfield, Libby, and Nelson 2002).   
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9.  Academics May Be Focusing Too Much on the Least Important Activities 

As has been noted, the vast majority of research on analysts is focused on their 

ability to forecast earnings.  The early literature pitted analysts against time-series 

forecasts, then gravitated towards identifying superior analysts with more accurate 

earnings forecasts.  Recently, researchers have been simultaneously considering the 

interplay among various analyst outputs (e.g., earnings and recommendations), but the 

anchor of the analysis remains earnings forecast accuracy.  If an individual with no 

understanding of sell-side analysts were to attempt to understand what they do based on a 

reading of our academic literature, that person would surely conclude that one of the 

things most important to analysts is their earnings forecasts.  I contend that this would be 

a gross mischaracterization of the analyst’s job function, and hence his/her incentives.  I 

believe such a view characterizes that of many academics, and as a result impedes our 

ability to further our understanding of sell-side analysts. 

To provide some perspective on the importance of earnings forecasts, table 1 

provides a panel of data reflecting traits of analysts ranked in order of importance by 

respondents to the annual Institutional Investor Ranking of analysts.  This ranking is the 

first-order determinant of an analyst’s compensation (Groysberg, Healy, and Maber 

2008).  Thus, if we assume that analysts wish to maximize their compensation, then 

providing institutional investors with what they need, as reflected in the rankings, will be 

descriptive of aspects of their job towards which they devote significant effort.   

The data in table 1 span 1998-2005, and show that the number of criteria reported 

in the rankings each year range from a low of eight items in 1998 to fifteen during 2002-
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2004.  The rankings indicate that the most important trait valued by institutional investors 

is industry knowledge, which has been the number one trait for all years of the survey.  

Clearly, analysts’ are valued for their ability to see individual companies within the 

context of the industry as a whole.  Other traits appear relatively stable in their 

importance across recent years, with two exceptions – earnings forecast and stock 

selection.  Whereas earnings forecasts were ranked fifth in importance in 1998, they are 

ranked last in the most recent year in table 1.  Similarly, stock selection was ranked as 

high as second in 1998, but has fallen to second-to-last in the last year of table 1.  As a 

statistical measure of whether these changes are meaningful, table 2 provides a simple 

test of whether the changes in the ranking are significant.  The mean change in rank is 

calculated for the annual changes in ranking, where rankings are converted to a [0,1] 

interval.4  For both earnings forecast and stock selection traits, the average change in 

ranking across 1998-2005 is significantly negative, indicating that both measures have 

become less important to institutional investors, and presumably less important to 

analysts, relative to other characteristics.  Of course, one explanation is that earnings 

forecasts and stock selection are viewed as necessary by institutional investors, and 

presumably by analysts as well, but that other aspects of their jobs are relatively more 

important.  This is consistent with earnings forecasts and stock selection being important; 

however, as suggested above, it also is consistent with these aspects of an analyst’s job 

being relatively unimportant when their roles are viewed in context.    

                                                 
4 Each ranking is converted to RANK' to span the interval [0,1] as 
                                      RANK' = ( (NRANK+1)-RANK)/NRANK,  
where NRANK is the number of characteristics listed in the annual ranking and RANK is the numerical 
rank of the characteristic.  Characteristics ranked in other years but not on the ranking in any individual 
year are assigned RANK'=0. 
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I believe that part of our focus on earnings forecast accuracy is driven simply by 

the wide availability of data on analysts’ earnings forecasts and actual earnings and a 

predilection of accounting academics towards the investigation of phenomena that can be 

quantified.  Measuring the accuracy of an earnings per share forecast suits our comfort 

zone.  Similarly, measuring recommendation profitability is also appealing, despite 

numerous alternative measurement criteria decisions (i.e., return accumulation period, 

raw or adjusted returns, etc.).  What is a lot more difficult to measure is the measurement 

of important aspects of the analysts’ job function such as industry knowledge, assessment 

of firm strategy or quality of management, accessibility, the tone of their contextual 

reports, and so on.  Nevertheless, researchers in this area must be open to alternative 

methodologies and data if the literature on analysts is to proceed in a meaningful way.   

 

10.  Analyst Data are Indirectly Helpful to Other Work Examining the Functioning 
of Capital Markets 

In contrast to other critical points raised above, the following point is a 

commendation of research on analysts.  As noted above, research on analysts has become 

pervasive with the elevation of analysts to a status of interesting economic agent worthy 

of individual examination.  Comments numbered one through nine focus on this aspect of 

analysts.  There is another very useful role of research using analyst data, which is that 

these data can provide insights into questions that arise in other capital market studies.  

Specifically, the identification and examination of asset pricing anomalies is an active 

area of research in the finance and accounting literatures.  In the typical study, 

researchers demonstrate that future stock returns are systematically associated with 
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information available ex ante (e.g., past earnings changes, past price changes, accounting 

accruals, insider trading, etc.).  Such studies are always subject to the ‘bad model’ 

criticism, which argues that the correlation reflects an incomplete control for priced risk 

rather than a true asset pricing anomaly that can be costlessly arbitraged away.   

Because of the difficulty of convincingly capturing priced risk (or priced risk 

factors), an alternative to addressing the bad model criticism is to use a research design 

that skirts the risk issue.  Whereas capital market anomalies all pertain to how investors 

incorporate information into prices, and analysts’ roles include the incorporation of 

information into their research, it is frequently useful to examine documented anomalies 

in the context of analysts’ research.  For example, as an extension of the seminal studies 

by Bernard and Thomas (1989, 1990) on the post-earnings announcement drift anomaly, 

Abarbanell and Bernard (1992) examine whether analysts incorporate the autocorrelation 

structure documented in the Bernard and Thomas papers into their forecasts.  They find 

that similar to market prices, analysts underreact to prior earnings changes.  Accordingly, 

critics that dismissed the post-earnings announcement drift anomaly as a mis-

measurement of risk must also explain why the phenomenon shows up in a non-asset 

pricing setting.  Similar analyses have been conducted with respect to the glamour 

anomaly (Frankel and Lee 1998), the January effect (Ackert and Athanassakos 2000), and 

the accruals anomaly (Bradshaw, Richardson, and Sloan 2001; Barth and Hutton 2004), 

 

CONCLUSION 

In summary, we have learned a lot about analysts and their role in capital markets.  

However, research has focused on a narrow set of analyst outputs to draw conclusions 
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regarding what analysts do and how they do it.  Further, this research is largely limited to 

variables that can be quantified, there is limited but growing investigation of the co-

determination of analysts’ outputs, and there is a disproportionately large emphasis on 

what is likely a relatively unimportant activity – forecasting earnings.  For this literature 

to progress, research that provides any kind of penetration of the ‘black box’ of how 

analysts actually process information should be encouraged, even if methods or 

approaches are imperfect.   

This literature finds itself at an interesting juncture of time, with numerous recent 

shocks to the capital markets (e.g., Regulation FD, $1.4 billion SEC/state regulator 

settlement against ten large investment banks, a new independent brokerage research 

requirement, disclosure requirements of NASD Rule 2711 and NYSE Rule 472, and a 

trend towards paying for analyst coverage).  Thus, there are numerous opportunities for 

the literature to progress if researchers move beyond the current prevailing paradigm of 

performing univariate analyses of earnings forecasts.  Zmijewski (1993) discussed a 

literature review by Brown (1993), and echoed similar sentiments to those offered here.  

In commenting on the state of the literature at that time, he stated, “That is not to say, 

however, that researching the ‘same old’ issues using the ‘same old’ methodologies will 

be informative.…  It will, naturally, become more and more challenging to identify 

interesting questions and to design interesting and meaningful empirical tests.” 
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Figure 1a – Analyst Decision Process Schematic 

Panel A:  Decision process schematic 
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Figure 1b – Analyst Decision Process Schematic (cont.) 

Panel A:  Decision process schematic with most common research designs indicated 
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Figure 2 – Timeline of Major Areas of Research 1968-2006  
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Table 1 – Summary of Institutional Investor Ranking Surveys 1998-2005  

 

 

 

 

 

 

 

 

 

 

 

 

1998 1999 2000 2001 2002 2003 2004 2005
Industry knowledge 1 1 1 1 1 1 1 1
Integrity/professionalism 2 2 2 2
Accessibility/responsiveness 2 3 3 3 3
Management access 7 5 5 4 4
Special services 4 3 2 5 7 6 5 5
Written reports 3 2 4 6 8 7 7 6
Timely calls and visits 4 4 4 6 7
Communication skills 10 9 8 8
Financial models 3 8 9 10 10 9
Management of conflicts of interest 3 6 8 9 10
Stock selection 2 5 7 10 11 11 11 11
Earnings estimates 5 6 5 9 12 12 12 12
Quality of sales force 7 7 8 11 13 13 13
Market making 8 8 9 12 14 14 14
Primary market services 10 15 15 15
Servicing 6 4 6
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Table 2 – Change in Ranked Characteristics, Institutional Investor Ranking Surveys 1998-2005  

 

 

 

 

 

 

 

 

 

 

 

 

 

Avg. rank change, 98-05
(#2) Integrity/professionalism 0.13
(#3) Accessibility/responsiveness 0.12
       Management access 0.11
       Timely calls and visits 0.07
       Communication skills 0.06
       Financial models 0.05
       Management of conflicts of interest 0.04
       Special services 0.01

(#1) Industry knowledge 0.00
       Primary market services 0.00

       Market making -0.02
       Written reports -0.02
       Quality of sales force  -0.04*
       Servicing -0.05
       Earnings estimates  -0.06*
       Stock selection     -0.10***
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An Updated Model of Price to Book 
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The price-to-book (PB) ratio is a measure of the relative 
value that the market places on a share of stock. We have 
estimated an empirical equation of two stages that explain 
about 62% of the variation in annual PB levels for the S&P 
500 companies from the year 2000 to 2009. We explored the 
market’s ability to anticipate changes in performance and 
found that the market price appears to reflect anticipatory 
information not present in the model value. This paper both 
advances understanding of PB’s determinants and provides a 
tool for managers who wish to enhance their firm’s PB.

Ben Branch is a Professor of finance at the Isenberg School of Management 
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candidate in strategic management at the Isenberg School of Management 
at the University Massachusetts in Amherst, MA. Feng Tu is a Ph.D. 
candidate finance at the Isenberg School of Management at the University 
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nAlmost 30 years ago, Branch and Gale (1983) developed 
a price-to-book (PB) (the ratio of a stock’s price to its book 
value) model that explained over 70% of their sample’s 
variability. Subsequent research on a later sample validated 
the model, explaining more than 63% of the variance 
(Branch, Sharma, Gale, Chichirau, and Proy, 2005).

Since the original Branch-Gale (1983) paper, PB has taken 
on increasing significance. The price-to-book ratio is a basic 
measure of the relative value that the market places on a share 
of stock. For all of its shortcomings, a stock’s book value per 
share remains the best easily accessible measure of the asset 
value (according to generally accepted accounting principles 
(GAAP) lying behind each share. Accordingly, the ratio of 
this per share book value to the stock’s market price provides 
a useful index of how the market values the firm as a going 

concern (market price of stock) as opposed to the bundle of 
assets (book value per share). The higher the PB, the more 
favorably the market views the company’s prospects. A PB 
below one implies that the firm’s going concern value is 
actually below the reported value its net assets.

Herein, using a more recent sample (2000-2009), we 
further explore the factors that influence the PB level. We 
build and test a multivariate model which relates those 
factors to PB. Our study and the resulting model are designed 
both to advance understanding of PB’s determinants and to 
provide a tool for those managers who wish to enhance their 
own firm’s PB.

I. Literature Background

The relation between the firm’s market and book value 
has long been of interest to researchers. Tobin (1969), in 
his seminal paper theorized that the economy-wide rate of 
capital goods investment was related to the ratio (q) of those 
assets’ market values to reproduction costs. The changes in 
rate of return brought about by a changing market value in 
relation to reproduction cost, he argued, regulated the rate 
of investment in durable goods. Conversely, increases in the 
marginal efficiency of capital (rate of return) tended to raise 
its valuation in relation to its cost. 

Quickly coined Tobin’s q in honor of its originator, this 
ratio of market value to reproduction cost was adapted from 
macroeconomics to the industry and firm level of analysis. 
Yet, the interpretation tends to differ in economics and 
finance literatures. In industrial organization and strategy, 
the ratio is generally taken to indicate the efficiency with 
which the installed base of assets (on accounting cost basis) 
is being utilized. The higher the ratio of market to book, 
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the greater is the indicated efficiency. In finance, on the 
other hand, the ratio is more likely to be used as indicative 
of market risk and increasingly seen as an additional (to 
beta) proxy for risk; in other words, the lower the price to 
book, the greater is the risk (of bankruptcy) to investors. We 
discuss both viewpoints in the sections below.

The earliest adaptations were in industrial organization 
and in the merger literature in the banking industry. 
Lindenberg and Ross (1981), for instance, used Tobin’s q 
– ratio of the market value of a firm to the replacement cost 
of its assets – as a proxy for the presumed monopoly rents 
earned by firms. Similarly, Smirlock, Gilligan, and Marshall 
(1984) used price-to-book to examine the structure-conduct-
performance hypothesis in the industrial organization 
literature. In a slightly different vein, the banking literature 
too was quick to use the price-to-book ratio as a proxy for 
the premium paid in mergers and acquisitions (Rogowski 
and Simonson, 1987; Cheng, Gup, and Wall, 1989). Very 
rapidly after that, the ratio of market to book value found 
its way into the mainstream literature in other areas such as 
management.

A few early efforts notwithstanding, not until the 1990s 
did a series of Fama and French papers (1992, 1993, 1995, 
and 1998) spur deeper interest in the relationship between 
market and book value of the firm. Unlike the literature 
in other disciplines, however, their concern was with the 
ability of the ratio to explain variations in the cross-section 
of portfolio returns. They also defined the ratio as book-
to-market, the reciprocal of market-to-book convention 
used in other areas. Below, we discuss the literature on the 
relationship between market and book values. We begin with 
the literature in finance and then turn to a brief discussion of 
the related literature in other areas.

In one of their first papers in the series, Fama and French 
(1992) highlighted “several empirical contradictions” (pg. 
427) to the presumed supremacy of market in explaining 
cross-sectional returns. Ever since, they have continued 
to highlight the prevailing anomalies as reflected in the 
disconnect between average cross-section of returns on 
equities and the market βs of the Sharpe (1964) and Lintner 
(1965) asset pricing model. The disconnect appears to hold 
true when using the consumption βs of the inter-temporal 
asset pricing model (Breeden, 1979; Reinganum, 1981; 
Breeden, Gibbons and Litzenberger, 1989). Furthermore, 
invoking Banz (1981), Bhandari (1988), Basu (1983), 
Rosenberg, Reid and Lanstein (1985), and Fama and French 
(1993) claimed that variables which aren’t part of the asset 
pricing theory, such as size, leverage, earnings-to-price, 
and book-to-market had reliable power to explain the cross 
section of average returns. 

Over the years, two broad explanations have been put 
forth for the anomaly as observed by Fama and French in 
their series of empirical papers (Fama and French, 1992, 

1993, 1995, and 1998). The traditional explanations adhere 
to the rational pricing assumption and the efficient market 
hypothesis; and the relatively newer literature relies more on 
potential behavioral explanations for the observed anomalies. 
Each representing a different paradigm, the rational and 
behavioral explanations have advanced further insights into 
why capital asset pricing model (CAPM) may not be able to 
explain the variation in cross-section of returns – why book-
to-market may, in fact, offer a better explanation.

Initial reaction to Fama and French (1992) was one of 
skepticism. Within the rational framework, in particular, 
researchers argued that the relationship observed between 
book-to-market and average returns is an artifact of the 
sample chosen and is unlikely to be observed out of sample 
(Black, 1993; MacKinlay, 1995). Contrary evidence to this 
objection is presented, however, by Chan, Hamao, and 
Lakonishok (1991), Capaul, Rowley, and Sharpe (1993), and 
Fama and French (1998). Chan et al. (1991), for instance, 
find strong evidence linking book-to-market and expected 
returns in their sample of Japanese firms. Similarly, Capaul 
et al (1993) find clear confirmation for linkages between 
book-to-price and returns in a diverse sample of firms from 
France, Germany, Switzerland, United Kingdom, Japan, and 
the US. Fama and French (1998) provide more evidence 
for the out of sample robustness of their original results. 
Working with data from thirteen major markets (including 
the US), they show return premium for value (high book-
to-market) stocks in twelve of those markets. Barber and 
Lyon (1997) find similar value premium for financial firms 
(holdout sample in the original Fama and French 1992 study). 
Davis (1994) presents evidence of the value premium for 
US stocks extending back to 1941. Davis, Fama and French 
(2000) extend this result back to 1926 and include the whole 
population of NYSE industrial firms. Taken altogether, this 
research presents formidable confirmation of the relationship 
between book-to-market and equity returns.

In defense of Fama and French, researchers have argued 
that not only does the relationship between book-to-market 
and returns hold true out of sample, it is in fact a reflection 
of a perfectly reasonable trade-off between risk and return. 
That is, book-to-market is a proxy for risk and the observed 
relationship with equity returns captures thus – high book-
to-market reflects high risk and yields greater rewards, and 
vice versa. One should not be surprised, therefore, that the 
high book-to-market equities generate a value premium – as 
compensation for risk within a broader multifactor model 
of inter-temporal capital asset pricing (ICAPM) (Merton, 
1973) or the arbitrage pricing theory (APT) of Ross (1976). 
Much of Fama and French’s work in the 1990s supports this 
viewpoint. 

In their seminal 1993 paper, Fama and French identify 
five common risk factors in the returns on stocks and bonds 
– three stock market factors, an overall market factor and 
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factors linked to firm size and book-to-market equity. They 
find return covariation related to book-to-market that is 
beyond that explained by the market return. In a later paper 
(1995), they refine the multi-factor model and posit that 
a three factor model (consisting of factors related to size, 
leverage, and book-to-market) largely captures the variation 
in average returns. Vassalou and Xing’s study (2004) further 
supports the risk-based interpretation for the size and book-
to-market effects. 

Nevertheless, contradictory evidence to the “compensation 
for risk” explanation is provided by Griffin and Lemmon 
(2002). Using a direct proxy for financial distress proposed 
by Ohlson (1980), Griffin and Lemmon (2002) examine 
the linkages between book-to-market, distress risk and 
stock returns. Although they find a large return differential 
between firms with high and low book-to-market values, 
they show that this differential is driven by extremely low 
returns on firms with low book-to-market equity. Arguing 
that this differential cannot be explained by the three-factor 
model, Griffin and Lemmon (2002) posit that the mispricing 
explanation is better suited to the findings since “firms with 
the highest distress risk exhibit the largest return reversals 
around earnings announcements and the book-to-market 
return premium is largest in small firms with low analyst 
coverage” (pg. 2335). This explanation based on investor 
mispricing is in line with the earlier behavioral explanations 
(e.g., over-reaction) that have been provided by DeBondt 
and Thaler (1987), Lakonishok, Shleifer, and Vishny (1994), 
and Haugen (1995). 

In effect, the rational pricing response to Fama and French 
is, first, of disbelief that a book-to-market anomaly exists and 
then a grudging acceptance with an explanation based in the 
risk-reward framework of the efficient market hypothesis. 
That is, the book-to-market anomaly is encapsulated within 
the prevailing views about the value premium within the 
rational pricing/efficient market branch of finance. 

Yet, as in Griffin and Lemmon (2002), the risk-reward 
explanation for the book-to-market anomaly appears to 
be less robust than originally thought and doubts about 
that open the door to behavioral and other non-rational 
explanations. Along these lines, Daniel and Titman (1997) 
posit that the return (value) premium on small capitalization 
(size) and high book-to-market firms is caused not by co-
movements of returns with pervasive factors but by specific 
characteristics of the equities in question. In explaining why 
characteristics may be important, they invoke the behavioral 
arguments of Lakonishok, Shleifer and Vishny (1994) that 
“investors may incorrectly extrapolate past growth rates” 
(pg. 29) based on certain particulars of stocks.

Davis et al. (2000) highlight the causal linkage between 
the two behavioral explanations: while the first behavioral 
explanation posits the importance of investor over-reaction 
to firm performance, the second behavioral explanation 

links the value premium to value characteristic and not to 
risk. For example, investors may demonstrate a preference 
for growth stocks at the expense of value stocks – this may 
result in a value premium for value stocks (lower prices and 
higher returns) that is unrelated to risk. This implies that the 
difference between the two behavioral explanations is one 
of preference, of demarcation of causal boundaries rather 
than presence of different causal processes. These final two 
behavioral explanations are attempts to refute the dominant 
explanation within the rational pricing/efficient market 
hypothesis paradigm of finance, i.e., the value premium is 
compensation for higher risk. 

In spite of objections, the proponents of the rational 
pricing/efficient market hypothesis paradigm have continued 
to defend the risk-reward linkage between the value premium 
and the three factor risk model (Davis et al., 2000; Malkiel, 
2003; Fama and French, 2006). 

That argument has been extended in other ways as 
well. Gutierrez (2001), for instance, reported that book-
to-market and size effects also exist in the cross section 
of bond returns. Another variant in the literature has been 
the explaining away of size and price-to-book effects by 
incorporation of macroeconomic variables. Jensen, Johnson, 
and Mercer (1997) found that size and price-to-book effects 
depend largely on the monetary policy of the Fed. They 
claim, for example, that the low price-to-book and small 
firm premiums are statistically and economically significant 
only in expansive monetary policy periods. In a more recent 
work, Hahn and Lee (2009) claim that changes in default 
spread and term spread capture the systemic differences in 
average returns – that, in effect, in the presence of default 
and term spread, the Fama-French factors are superfluous in 
explaining the variation in the cross-section of returns. 

A growing body of work surrounds the relationship 
between market and book price and the immense relevance 
and utility of this ratio. Where the literature in finance has 
been concerned with the risk implications of the ratio, 
however, a well-established body of work is concerned with 
factors that may explain the ratio itself (see Sharma, Branch, 
Chawla, and Qiu, 2013). That is, the concern in economics 
and especially in the management literature has been with 
identifying discretionary variables that managers may be 
able to use to influence their firm’s market valuation in 
relation to its book value. 

Thus an extensive amount of literature is concerned 
with identifying independent variables, especially firm-
level characteristics that explain the market-to-book ratio 
(Rogowski and Simonson, 1987; Varaiya, Kerin, and Weeks, 
1987; Amit and Livnat, 1988; Barton, 1988;  Montgomery 
and Wernerfelt, 1988; Wernerfelt and Montgomery, 1988; 
Murray, 1989; Cheng, Gup, and Wall, 1989; Morck, 
Shleifer, and Vishny, 1989; Amit and Wernerfelt, 1990; 
Fombrun and Shanley, 1990; Nayyar, 1992; Nayyar, 1993; 
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Huselid, 1995; Welbourne and Andrews, 1996; Becker and 
Gerhart, 1996; Anand and Singh, 1997; Huselid, Jackson, 
and Schuler, 1997; Dutta, Narasimhan, and Rajiv, 1999; 
Wiggins and Ruefli, 2002; Chang, 2003; Lu and Beamish, 
2004; Kor and Mahoney, 2005; Cho and Pucik, 2005; Dutta, 
Narasimhan, and Rajiv, 2005; Tanriverdi and Venkatraman, 
2005; Dushnitsky and Lenox, 2006; Short, Ketchen, Palmer,  
and Hult, 2007; McDonald, Khanna, and Westphal, 2008). 
This literature is briefly reviewed below.

One of the earliest papers utilizing the price to book ratio 
as a dependent variable was Rogowski and Simonson (1987) 
study of bank mergers. They analyzed 168 mergers in order to 
identify the factors related to the merger premium, measured 
as excess purchase price over book value.  Cheng, Gup, 
and Wall (1989) also looked into the financial determinants 
of bank takeovers by analyzing 136 bank mergers in the 
Southeast between 1981 and 1986. Their focus was on 
acquirer characteristics.

In the management literature, Varaiya, Kerin, and Weeks 
(1987) have shown that the market to book ratio and Tobin’s 
q are theoretically and empirically equivalent measures. 
Numerous studies have used the market to book ratio as a 
measure of firm performance. Barton (1988), for instance, 
explored the relationship between corporate diversification 
and systemic/market risk. Fombrun and Shanley (1990) 
studied reputation building as strategic and competitive 
signaling utilizing market to book as a measure of economic 
performance. Also relying on market to book, Nayyar 
(1992) investigated firm focus in the context of service firms 
finding that focus on customer segments yielded higher 
performance while focus on distinctive internal capabilities 
or geographical regions lowered performance (see also 
Nayyar, 1993). McDonald, Khanna, and Westphal (2008) 
incorporate social networking research into their study of 
Chief Executive Officer’s (CEO’s) advice seeking behavior 
and it’s linkages to firm performance, also formulated as 
market.

The management literature on diversification contains a 
plethora of studies using market-to-book as a measure of 
firm performance. Amit and Livnat (1988) employed the 
ratio as a market based measure of return in their study 
of risk-return characteristics of firms with related and 
unrelated diversification strategies. Other studies which 
have used Tobin’s q in the context of diversification and 
firm focus based studies are:  Wernerfelt and Montgomery 
(1988), Montgomery and Wernerfelt (1988), Anand and 
Singh (1997), Lu and Beamish (2004), and, more recently, 
Tanriverdi and Venkatraman (2005). 

Tobin’s q as a measure of firm performance has been 
extensively used in the literature on top management 
teams since the 1980s. Murray (1989), for instance, 
analyzed 84 Fortune 500 food and oil firms to explore the 
relationships between top management group composition 

and firm performance measured as a mix of variables 
that included price to book. Morck, Shleifer, and Vishny 
(1989) studied the linkages between corporate board 
performance, substitute control devices (like takeovers) 
and firm performance operationalized as market price in 
relation to other factors such as book value. The broader 
human resources management (HRM) literature has also 
used this ratio as a measure of performance. Huselid (1995) 
investigated the links between systems of High Performance 
Work Practices (such as comprehensive employee selection 
and recruitment procedures, incentive compensation, etc.) 
and firm performance as measured by Tobin’s q. Welbourne 
and Andrews (1996) extended the application of population 
ecology model to study relations between HRM practices 
and organizational performance. Other studies using Tobin’s 
q to measure of firm performance in the context of HRM 
are Becker and Gerhart (1996), and Huselid, Jackson, and 
Schuler (1997).

The literature on organizational slack has also frequently 
used market to book as a performance measure. Chakravarthy 
(1986) used market to book ratio as one of the measures of 
organizational slack in his study of measures of strategic 
performance. Davis and Stout (1992) concluded that market 
to book was one of the measures that lowered the risk of 
a takeover while organizational slack increased the risk of 
takeover. In a similar vein, Gibbs (1993), who also looked 
at organizational slack and the market for corporate control, 
used Tobin’s q as an indicator of investment opportunity. 
Iyer and Miller (2008) also found that slack increased an 
organization’s propensity to indulge in acquisitions, they 
used the market to book ratio to control for the firm’s growth 
opportunities.

Combs and Ketchen (1999) explored the determinants 
of inter-firm cooperation in the restaurant industry, the 
resource variable – slack was determined to be inversely 
related to inter-firm cooperation. They used market to book 
as a market measure of firm performance. Pitcher and Smith 
(2001) used multi-method research to study top management 
heterogeneity and it’s linkages to organizational slack 
and performance – measured using market to book ratio. 
O’Brien (2003) posited that competition type would 
influence the strategic importance of financial slack and this 
would be critical for firms pursuing a strategy of innovation. 
Wang, He, and Mahoney (2009) looked into trust-building 
mechanisms such as employee stock option plans and their 
impact in mitigating employee underinvestment in building 
firm specific knowledge. They found financial slack to be 
positively related to firm-employee relationships and used 
Tobin’s q as measure of financial performance.

Within the corporate social responsibility (CSR) 
literature, slack has been indicated as a determinant 
of corporate philanthropy. Wang, Choi, and Li (2008) 
support this hypothesis and used Tobin’s q as a market 
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based performance measure. More recently, contradictory 
evidence has emerged, Surroca, Tribo, and Waddock (2010) 
studied the mediation of a firm’s intangible resources (such 
as innovation, reputation, human resources, etc.) on the 
relationship between corporate social responsibility and 
financial performance. They hypothesize that the causal 
relationship between CSR (authors term – CRP: Corporate 
Responsibility Performance) and financial performance 
is spurious due to mediation of intangibles in the slack 
resources literature (as well as the instrumental stakeholder 
literature). 

In sum, then, the relationship between market value 
and book value of firms has been extensively used in the 
literature. While the finance literature has been concerned 
with the ability of the ratio to reflect market risk, the 
literature in management has been concerned mostly with it 
as a measure of firm performance. 

In spite of the burgeoning literature on the subject 
surprisingly little research has explored the contemporaneous 
and lagged determinants of the market to book value 
ratio itself. While the literature sheds useful light on 
the importance of the PB ratio, it is less than helpful in 
identifying discretionary variables that managers may use to 
influence the market valuation of the firms. What, one may 
ask, could managers do to ensure that their firm is correctly – 
and perhaps aggressively – valued in the financial markets? 
That is the topic we address herein. 

II. Data & Methods

We begin our exploration of the behavior of PB by 
constructing a database (from COMPUSTAT) consisting 
of the S&P 500 companies as of 2000. Each year thereafter 
our sample’s membership was revised to reflect changes in 
the index’s composition. The S&P index is very well known 
and carefully designed to be representative of large publicly 
traded US companies. Periodic updates maintain the index’s 
basic character. By following the S&P’s membership over 
time, we were thereby working with a set of companies which 
S&P believed to be particularly representative of the types 
of firms that its index was designed to reflect. We based our 
sample on S&P in order to limit the risk of selection bias. We 
believe our data set to be a well-structured, representative 
sample of large to midsized US companies.

The earliest Branch-Gale (1983) study employed a group 
of 600 industrial COMPUSTAT companies for the 1968-
1981 period. The more recent Branch et al. (2005) study 
used the S&P 500 companies for the 1980-2000. Thus, the 
two prior studies used somewhat different databases from 
that of the current study, which begins at about the point 
(2000) that the second study ends, and ends in 2009.

A. Pooled Data Problems and Tests
Sampling issues surrounding the combination of cross-

sectional and time series data have a long history (Chetty, 
1968; Mundlak, 1978). The pooling approaches used run 
the risk that they may have “completely neglected the 
consequences of the correlation which may exist between 
the effects and the explanatory variables. Such a correlation 
leads to a biased estimator” (Mundlak, 1978, pg. 70). 
However, testing for such multicollinearity yielded VIF 
values lower than ten for all independent variables in our 
model. 

Furthermore, use of the existing datasets or indices like 
the S&P 500 universe as a selection criterion is common 
practice to identify large corporations with readily available 
stock performance and firm data (Dlugosz, Fahlenbrach, 
Gompers, and Metrick, 2006). 

III. Time Series and Cross Sectional 
Distribution of Price to Book

Branch-Gale (1968-1981) shows the average PB value 
declined from about 2.3 to about 1.0, and Branch et al. (2005) 
shows the average PB for their S&P 500 sample rose from 
about 1.0 at the end of 1980 to about 5.0 by 2000 (Figure 
1b). In the current study covering 2000 to 2009, however, 
the average PB does not exhibit a clear trend. The average 
PB fell from about 5.0 at the end of 2000 to about 2.96 in 
2002, then rose to about 3.65 in 2003 and stayed around this 
level for the following four years. In 2008, the average PB 
declined substantially to around 2 and then rose to 2.80 in 
2009 (Figure 1a).

We primarily focus herein on the cross sectional variation 
of PB. As such we need to remove most of the time 
series variability in order to focus on the cross sectional 
variability. Our univariate analysis utilizes the variable 
PBdiff, the difference between each company’s PB and 
the corresponding average PB value. PBdiff values tend 
to cluster near zero (Figure 2a) but some PBs depart by a 
substantial amount. We next examined the determinants of 
PB’s cross sectional and time series variability.

IV. Building a PB Model
Working from the well-known Dividend Discount Model, 

Branch et al. (2005) developed a theoretical framework for 
a PB model in the steady state (book equity growth rate = 
dividend growth rate):

         PB = (ROE - G)/(R-G).                      (1)

Where:
P= market price of stock;
B=per share book value;
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Figure 1a. Average PB Value from 2000 to 2009
PB value, the average PB ratio across S&P500 companies for each year, is plotted on the vertical axis.

Figure 1a. Average PB Value from 2000 to 2009

PB value, the average PB ratio across S&P500 companies for each year  is plotted on the vertical axis. 

Figure 1b. Average PB Ratio from 1979 to 2000

PB value, the average PB ratio across S&P500 companies for each year is plotted on the vertical axis.
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Figure 1b. Average PB Ratio from 1979 to 2000
PB value, the average PB ratio across S&P 500 companies for each year, is plotted on the vertical axis.

Figure 1a. Average PB Value from 2000 to 2009

PB value, the average PB ratio across S&P500 companies for each year  is plotted on the vertical axis. 

Figure 1b. Average PB Ratio from 1979 to 2000

PB value, the average PB ratio across S&P500 companies for each year is plotted on the vertical axis.
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ROE=return on book equity (assuming no sale or 
repurchase of equity);

R= appropriate risk adjusted discount rate;

G= long-term growth rate for per share dividends.
 

Thus equilibrium PB is a function of ROE, G and R. 
Or to put it into words: The price to book ratio (PB) is a 
function of profitability (ROE), growth (G), and the discount 
rate (R).  The nominal risk free rate component of R varies 
over time but is common to all firms. The non-common 
component of R varies cross sectionally with the company’s 
risk. Accordingly, the cross sectional variability in PB is 
a function of profitability (ROE), growth (G), and risk 
(embedded in R). 

Theoretically, R must be greater than G or the price, P, 
becomes infinite. Similarly, ROE must be greater than or 
equal to G or P would be negative. And of course we do 
not observe any infinite or negative market values for P. The 
limited liability of the corporate form should insure that stock 
prices are always non negative. Moreover, PB is generally 
greater than or equal to one indicating that the going concern 
value of the firm (per share stock price) is greater than its 

liquidation value (per share book value). This relationship 
would imply that (ROE-G) is generally greater than or equal 
to (R-G) which in turn implies that ROE is generally greater 
than or equal to R. Thus, firms having going concern values 
greater than their liquidation values (most firms) and firms 
having finite prices (all firms), should have ROE > R > G. 
Under these circumstances PB would vary positively with 
ROE and G and negatively with risk (embedded in R). PB 
would also vary inversely with the nominal risk free rate 
(embedded in R).

V. Empirical Analysis
Figure 3a (below) illustrates the relationship between PB 

diff and ROE (bar chart) and ROE and its frequency (line 
graph). Similar to Branch et al. (2005) study (Figure 3b), 
most of the ROE values occur within the 0.05-0.30 range 
with a mean value of about 0.14. For ROE values above the 
mean level, PBdiff rises quite markedly. 

For ROEs below the mean and median values, however, 
PBdiff appears to decline with ROE but by no means as 
dramatically as it rises for above average ROEs. Note that 
PB itself can only be negative in the unusual circumstance 
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Figure 2a. Distribution of PBdiff for the Sample Period of 2000 to 2009
The variable, PBdiff, is the difference between each company’s PB value and the corresponding average PB value.

Figure 2a. Distribution of PBdiff for the Sample Period of 2000 to 2009
The variable, PBdiff, is the difference between each company’s PB value and the corresponding average PB value.

Figure 2a. Distribution of PBdiff for the Sample Period of 1979 to 2000
The variable, PBdiff, is the difference between each company’s PB value and the corresponding average PB value.
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Figure 2b. Distribution of PBdiff for the Sample Period of 1979 to 2000
The variable, PBdiff, is the difference between each company’s PB value and the corresponding average PB value.
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Figure 2a. Distribution of PBdiff for the Sample Period of 1979 to 2000
The variable, PBdiff, is the difference between each company’s PB value and the corresponding average PB value.
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of a negative book value and in general will not be very 
much below unity (or the firm becomes a candidate for 
liquidation). The liquidation value of a firm with a very 
low or negative ROE tends to place a floor on its market 
value. Thus, we should not be surprised to find that for ROEs 
above its average value, ROE has a more favorable impact 
on PBdiff than is the negative impact on PBdiff of a below 
average ROEs. 

VI. A Multivariate Model

The above reported univariate relationships are consistent 

with our expectations. 
We next develop a more robust set of relationships by 

building a multivariate regression model in the relationship: 
PB = (ROE - G)/(R-G). The firm’s ROE, R, and G are all 
long-term forward-looking expectations. Thus proxies for 
those variables need to capture expectations of their future 
values. Accordingly we built our model as follows. First 
we sought to remove the time series variability of PB. To 
that end we followed Branch et al. (2005) in including in 
our model the variable average annual PB for our sample 
of S&P 500 firms. All of the remaining model variables are 
designed to proxy for the three forward looking expectations 
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Figure 3a. PBdiff rises with ROE in 2000-2009
This exhibit shows the relation between PBdiff and ROE in 2000-2009. ROE value is plotted on the horizontal axis. The variable, PBdiff, 
the difference between each company’s PB value and the corresponding average PB value, is plotted on the primary vertical axis. The 
number of observations are plotted on the secondary vertical axis.  
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plotted on the primary vertical axis. The number of observations are plotted on the secondary vertical axis.  

Figure 3b. PBdiff rises with ROE in 1979-2000
This exhibit shows the relation between PBdiff and ROE in 1979-2000. ROE value is plotted on the horizontal axis. 
The variable, PBdiff, the difference between each company’s PB value and the corresponding average PB value, is 
plotted on the primary vertical axis. The number of observations are plotted on the secondary vertical axis.  
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of profitability, risk and growth. 

A. Profitability Variables: ROE

We expect future profitability to be related to the current 
levels of return on equity (ROE) and return on capital (ROC) 
as well as the current dividend as it relates to book value. To 
the extent that the future will be like the past, current ROE 
should proxy for the future level. ROC represents a broader 
measure of profitability which removes the impact of 
leverage and as such may add to the model’s ability to explain 
the future ROE. Similarly, the dividend as a percentage of 
book value tends to reflect the firms confidence in its ability 
to continue to earn profits sufficient to pay out dividends in 
the future. Some of these relations may be nonlinear and 
may interact with each other so various forms of the above 

mentioned variables may enter the regression. We expect 
profitability to play a major role in explaining PB. 

B. Growth Variables: G

We expect future growth to be related to past growth rates 
in sales and profits as well as the intensity and growth in 
research and development (R&D) and advertising. Again to 
the extent that the future will be like the past, we expect that 
past levels of sales and profits will proxy for future rates. 
In addition the relative intensity of R&D and advertising 
spending, which are designed to build future value, are 
expected to help explain future growth rates. Growth 
without profits is, however, of little or no value to investors. 
Accordingly interacting the above mentioned variables with 
profitability variables is expected to show their power. 
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Table I. Definitions and Summary Statistics for Exogenous Variables
This table shows the definitions and summary statistics for the exogenous variables. The sample period is 2000-2009. Sample means, 
medians, and standard deviations are provided for all S&P 500 companies. 

Variable Definition Sample 
size

Mean Median Standard 
deviation

Firm price to book ratio

mnpb Annual average price to book ratio 4839 3.470 3.639 0.652

Firm profitability

roe Return on equity: calculated as the firm’s net 
income divided by equity

4839 0.131 0.140 0.328

db The firm’s dividend as a percentage of book 
value

4793 0.0488 0.0322 0.0637

roc Return on capital: calculated as the firm’s 
net income divided by the sum of equity and 
long term debt

4827 0.0785 0.0816 0.146

shretn Change in the firm’s stock price as a 
proportion of change in retained earnings

4827 4.046 1.686 46.31

Firm growth

rdintb R&D intensity: research and development 
expenses as a proportion of total revenue

2612 0.0656 0.0284 0.0867

revgrth Annual revenue growth rate 4839 0.0693 0.0623 0.196

advintb Advertising intensity: advertising expenses 
as a proportion of revenue

2062 0.0299 0.0182 0.0309

Firm risk

cover Interest coverage ratio: calculated as the 
firm’s EBIT divided by interest expenses

4369 28.82 6.512 98.98

capxintb Capital intensity: calculated as the firm’s 
capital expenditures divided by total revenue

4678 0.0657 0.0392 0.0766

debtratio Calculated as the firm’s long term debt 
divided by the sum of equity and long term 
debt

4827 0.367 0.349 0.242

C. Risk Variables: R

We expect both leverage and capital intensity to impact the 
market’s perception of risk. We use both the long term debt 
to capital ratio and the coverage ratio to reflect the extent of 
leverage. As capital intensity is a major source of fixed costs, 
we expect it to be associated with risk. 

The definitions and summary statistics for the exogenous 
variables are shown in Table I. In this study, we follow Branch 
et al. (2005) procedures to build our model. We use both the 
linear and non-linear form of the variables in order to capture 
the relationship between PB and expected profitability, 
growth and risk. Then we winsorize our variables using a 
1% screen and normalize each of the independent variables 
except average PB and then create squares of the normalized 
variables. We also test a number of interaction terms some 
of which are designed to reflect the joint impact of annual 

average PB and various independent variables while some 
others capture the joint impact of profitability and growth. 
Our final model excludes industry dummies as Branch et 
al. (2005) finds that differences in PBs across industries are 
largely due to differences in profitability, growth and risk.

VII. The Regression Model
Using a stepwise regression procedure we obtain a model 

with 17 statistically significant variables with an R2of 
0.5241. The multicollinearity test yields VIFs of less than 
ten for all independent, which indicates the absence of a 
multicollinearity problem. We also compute the correlation 
matrix for the 17 independent variables (shown in Table III 
below). The absolute value of most correlation coefficients 
are smaller than 0.1.

The specific PB model (stage I) is reproduced in Table II 
and Table III. 
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Table II. PB Model Stage I Regression Results
This table presents regression results for PB Model Stage I. The dependent variable is price to book ratio. All of the level independent 
variables except mnpb are normalized. The non-linear variables and interaction terms are created based on the normalized level variables. 
The sample period is 2000-2009. 

***Significant at the 0.01 level.
  **Significant at the 0.05 level.
    *Significant at the 0.10 level.

Coefficient t-statistic

mnpb 0.5896 (8.9755)***
db 1.7070 (28.0271)***
db2 -0.0532 (-4.1902)***
roe 1.0892 (19.1999)***
mnpb*|roe| 0.7331 (21.3660)***
roe2 -0.2249 (-12.6582)***
roc 0.6313 (11.5137)***
mnpb*roc2 -0.0166 (-3.6831)***
mnpb*shretn2 0.0052 (3.1899)***
mnpb*rdintb 0.1666 (9.6990)***
mnpb*revgrth 0.1123 (9.1273)***
mnpb*advintb 0.0393 (2.1574)**
roe*revgrth 0.5628 (10.7010)***
roc*revgrth -0.1312 (-3.1044)***
cover 0.2889 (6.4386)***
capxintb -0.1137 (-2.6702)***
debtratio -0.4276 (-8.5146)***
Constant 0.5928 (2.6281)***
Observations 4839
R2 0.524
Adjusted R2 0.522

Compared with Branch et al. (2005), R-square declined 
from 0.6324 to 0.5241, as the number of observations 
in this study is less than half that of the 2005 study. We 
identify 15 pairs of variables that are highly correlated. 
As any one of the 15 pairs entering the model will lead to 
multicollinearity, we select one variable from each pair. 
Among the original 14 variables, mnpb, db, db2, mnpb*|roe|, 
mnpb*roc2, mnpb*rdintb, mnpb*revgrth, and mnpb*advintb 
are all retained. Although mnpb*roc, mnpb*capxintb, shret2, 
mnpb*cover, and mnpb*roe are not included in the current 
model, their level variables, roc, capxintb, mnpb*shretn2, 
cover, and roe, which are highly correlated with these five 
variables respectively, emerge significantly in the model. So 
only one variable, mnpb*shretn , used in 2005 paper lost its 
explanation. Furthermore, we select four new variables, i.e., 
roe2, roe*revgrth, roc*revgrth, and debtratio, to be included 
in the model. Grouping the variables by category we find as 
follows.

A. Pure Time Series Variables

mnpb =  annual average PB 
(.0087 vs .120 in 2005 paper).                                (2)

Thus, mnpb by itself explain about 0.87% of the variability 
in the dependent variable, which is greatly reduced compared 
to the 2005 study. From Figure 1, mnpb doesn’t change as 
much in the 2000-2009 period as in the period of 1979-2000, 
thereby its power is much smaller than that in 2005 study. 
The partial contribution to R2 appears in parentheses.

B. Profitability Variables

db  =  dividend / book (.3016 vs. .004 in 2005);

db2 =  dividend/book squared (.0015 vs. .238 in 2005); 

roe =  return on equity(.0651 vs. mnpb_roen .004 in 2005); 
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mnpb*|roe| = roe absolute value interacted with annual 
average PB (.0375 vs. .005 in 2005); 

roe2 = roe squared (.0254); 

roc = return on capital (.0309 vs. mnpb_roc .0123 in 2005);  

mnpb*roc2  = roc squared interacted with annual average PB 
(.0017 vs. .037 in 2005); 

shret2 = the square of (change in stock price / change in 
retained earnings) (.0009 vs. mnpb_shretnnsq .0065 in 
2005).

Variables mnpb_shretn could not explain PB in period 
2000-2009, although they have a significant role in period 
1979-2000 in 2005 study. And roe2 is the newly entering 
variable. 

All of the above variables except roe2, db2 and mnpb*roc2 

have positive signs and are highly significant (at least at the 
95% level). Together they imply that PB rises with dividend 
/ book, roe, and roc, the absolute value of roe with a greater 
positive effect the higher the annual average value for PB, 
which is indicated by the positive coefficient of mnpb*|roe|. 
These variables explain about 46.5% of the variability in 
PB, which is higher than that the 41% in 2005 study. So, 
profitability seems to play a greater role in explaining PB in 
the recent period.

C. Growth Variables

mnbp*rdintb = R&D intensity interacted with annual 
average PB (.0096 vs. .020 in 2005);

mnpb*revgrth = revenue growth interacted with annual 
average PB (.0088 vs. .017 in 2005);

roe*revgrth = revenue growth rate interacted with roe 
(.0083);

roc*revgrth = revenue growth rate interacted with roc 
(0.0010);

mnpb*advintb = advertising intensity interacted with annual 
average PB (.0005 vs. .017 in 2005).

All of the three growth variables, mnpb*rdintb, 
mnpb*revgrth, mnpb*advintb, used in 2005 study, are 
still significant and have the same positive sign as in the 
2005 study but with less power. Besides, two new growth 
variables are added to the model: the interaction terms, 
roe*revgrth and roc*revgrth. The five growth variables all 
together explain about 2.8% of the variability in PB, which 
is lower than that the 5.4% in the 2005 study. 

Expected growth does impact PB but appears to have 
a much smaller affect than does profitability. Besides, the 
positive coefficient of interaction term roe*revgrth suggests 
roe with a greater positive impact on PB the higher level of 
revenue growth rate.

D. Risk Variables
cover = interest coverage ratio (.0039 vs. mnpb_cover .004 
in 2005);

capxintb = capital intensity(0.0007 vs. mnpb_capxintb0.029);
debtratio = total long term debt/total capital (0.0181).

All of the level risk variables cover, capxintb and 
debtratio emerge significantly in the model. Together the 
three risk variables explain about 2.3% of the variability in 
PB, only 1% lower than that 3.3% in the 2005 study. Note, 
although db and db2  are classified as profitability variables, 
such variables have both a profitability and risk component. 
Companies that pay dividends tend to have more stable 
earning streams than those that do not. Here, db and db2 
together contribute 30.3%. Thus the impact of risk on PB 
variability is greater than 2.3%.

In the model building, we also try the change of default 
spread and the change of the term spread, which are measure 
of default risk and interest risk, and their interactions with the 
three risk variables.  We expect the change of default spread 
(deltaDEF) may have a significant negative coefficient, 
the interaction between deltaDEF and cover positive, the 
interaction between deltaDEF and capxintb(or debtratio) 
negative,  and the level and interaction terms of change of 
term spread (deltaTERM) be opposite to those of deltaDEF. 
It turns out that the yearly average deltaDEF and deltaTERM 
are highly correlated and they have the right sign but they 
lose significance as other profitability variables come in the 
model. Some of the interaction terms get the wrong sign. In 
the end, they all are out of model as they do not play a role 
as big as other variables selected. 

In the 2005 study, the mnpb variable and the nine interaction 
terms between mnpb and various independent variables 
together explained 37.5% of variability in PB. In contrast, the 
mnpb’s contribution is greatly reduced in the recent period 
2000-2009.  Similarly the nine interaction terms are now 
much less important. Only five mnpb interactions remain in 
the model, together with mnpb explaining only about 6.68% 
of variability in PB. We do, however, find a significant joint 
impact of profitability and growth, which was not significant 
in the 2005 study. However, these newly entered variables 
could not make up the lost power of mnpb and its interaction 
terms. Therefore, we attribute the smaller R-square in our 
study to the reduced power of annual average PB(mnpb). 

Having fit our model to contemporaneous data, we next 
added a data set of lagged variables which enter the model in 
a second stage. The second stage containing our lagged data 
set, explains the first stage residual. Working with a set of 12 
variables, we were able to explain 19.39% of the variability 
of the residual. Since our first stage explained 52.41% of 
the variability and the second stage explained 19.39% of the 
residual our combined explanatory power was about 61.63% 
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Table IV. PB model Stage II Regression Results
This table presents regression results for PB Model Stage II. The dependent variable is the residuals from Stage I regressions. All of 
the level independent variables except mnpb are normalized. The non-linear variables and interaction terms are created based on the 
normalized level variables. The sample period is 2000-2009. t-statistics are in parentheses.

Coefficient t-statistic

pb_lag 1.53 (29.99)***
db_lag -1.19 (-19.11)***
db2_lag 0.08 (6.76)***
revgrth_lag -0.21 (-5.48)***
debtratio_lag 0.19 (4.48)***
roe_lag -0.28 (-5.88)***
rdintb_lag -0.18 (-3.29)***
roe2_lag -0.05 (-3.46)***
cover_lag -0.11 (-2.74)***
roc_lag 0.13 (2.86)***
deltadef*debtratio_lag -0.09 (-2.55)**
mnpb*|roe|_lag 0.05 (2.09)**
Constant -0.11 (-2.33)**
Observations 4839
R2 0.194
Adjusted R2 0.192

***Significant at the 0.01 level.
  **Significant at the 0.05 level.
    *Significant at the 0.10 level.

Figure 4a. Distribution of the Residual Values from Stage II Regression
This figure plots the distribution of stage II regression residual values for the sample period of 2000 to 2009.

Figure 4a. Distribution of the Residual Values from Stage II Regression
This figure plots the distribution of stage II regression residual values for the sample period of 2000 to 2009.

Figure 4b. Distribution of the Residual Values from Stage II Regression
This figure plots the distribution of stage II regression residual values for the sample period of 1979 to 2000.

 

Figure 4a. Distribution of Residual Values (2000-2009) 
 

Figure 4b. Distribution of Residual Values (1979-2000) 
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Figure 4b. Distribution of the Residual Values from Stage II Regression
This figure plots the distribution of Stage II regression residual values for the sample period of 1979 to 2000.

Figure 4a. Distribution of the Residual Values from Stage II Regression
This figure plots the distribution of stage II regression residual values for the sample period of 2000 to 2009.

Figure 4b. Distribution of the Residual Values from Stage II Regression
This figure plots the distribution of stage II regression residual values for the sample period of 1979 to 2000.

 

Figure 4a. Distribution of Residual Values (2000-2009) 
 

Figure 4b. Distribution of Residual Values (1979-2000) 

Figure 5a. The Ratio of Actual to Predicted PBs
This figure plots the distribution of actual to predicted PB ratio for the period of 2000 to 2009. 

Figure 5a. The Ratio of Actual to Predicted PBs
This figure plots the distribution of actual to predicted PB ratio for the period of 2000 to 2009. 

Figure 5b. The Ratio of Actual to Predicted PBs.
This figure plots the distribution of actual to predicted PB ratio for the period of 1979 to 2000. 
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Figure 5b.  The ratio of Actual to Predicted PBs in 1979-2000 
 

Figure 5a. The ratio of Actual to Predicted PBs in 2000-2009 
 

[.5241 + (1-.5241) (.1939) = .6163].

VIII. The PB Model Stage II
In Stage II we fit a model to explain the residual for 

Stage I of our model. The independent variables of Stage 
II are lagged by one year from the dependent variable. 
The regression had 15 variables and an R2 of .1939. The 
regression result is shown in Table IV.

A. The Variables
PB lagged has a coefficient of 1.53 and a partial R2 

contribution of 0.1058. Thus over one half of the total R2 of 

this stage comes from the lagged dependent variable. The 
next most important variable is (dividend/book) lagged with 
a partial R2 contribution of .0599. The remaining variables 
have contributions in the range of 3% or less.

B. The Fit of the Model 

Figure 4a illustrates the distribution of the residual 
from our model. The residuals cluster near zero with most 
residuals having values between -2.0 and +2.0. Figure 5a 
plots the ratio of actual to predicted PBs. About 25% of 
the ratios are 1.0 or very close to 1.0 (Actual = Predicted). 
Another 16.4% and 22.2% have actual-to-predicted ratios in 
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Figure 5b. The Ratio of Actual to Predicted PBs
This figure plots the distribution of actual to predicted PB ratio for the period of 1979 to 2000. 

Figure 5a. The Ratio of Actual to Predicted PBs
This figure plots the distribution of actual to predicted PB ratio for the period of 2000 to 2009. 

Figure 5b. The Ratio of Actual to Predicted PBs.
This figure plots the distribution of actual to predicted PB ratio for the period of 1979 to 2000. 
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Figure 5a. The ratio of Actual to Predicted PBs in 2000-2009 
 

Figure 6a. Actual and Predicted PB Move Together in 2000-2009
This figure shows the actual PB and Predicted PB moves together in the period of 2000 to 2009. The beginning actual PB to Predicted PB 
ratio is plotted on the horizontal axis. Change in Actual to Par, the difference between the ending Actual PB to Predicted PB ratio and the 
beginning actual PB to Predicted PB ratio, is plotted on the vertical axis.  

Figure 6a. Actual and Predicted PB Move Together in 2000-2009
This figure shows the actual PB and Predicted PB moves together in the period of 2000 to 2009. The beginning 
actual PB to Predicted PB ratio is plotted on the horizontal axis. Change in Actual to Par, the difference between the 
ending Actual PB to Predicted PB ratio and the beginning actual PB to Predicted PB ratio, is plotted on the vertical 
axis.  

Figure 6b. Actual and Predicted PB Move Together in 1979-2000
This figure shows the actual PB and Predicted PB moves together in the period of 1979 to 2000. The beginning 
actual PB to Predicted PB ratio is plotted on the horizontal axis. Change in Actual to Par, the difference between the 
ending Actual PB to Predicted PB ratio and the beginning actual PB to Predicted PB ratio, is plotted on the vertical 
axis.
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Figure 6a. Actual and Predicted PB Move Together (2000-2009) 
 

the range of .75 and 1.25 respectively. Overall, about 63.6% 
of the observations (.25 + .164 +.222 = .636) are in the 
vicinity of .75 to 1.25. 

IX. Dynamic Behavior

From the above reported results, we see that our model 
explains our dataset well.

We explore the model’s dynamic properties in this section. 
We observe a similar tendency for the ratio of actual to 
predicted PB to move toward one over the period 2000-2009 
(Figure 6a) as over the period 1979-2000 (Figure 6b). If the 
beginning actual is below the predicted, the ratio tends to rise 
and if the actual begins above the predicted, the ratio tends to 
fall. Put another way observations with large residuals tend 
to have smaller residuals in the subsequent period. 

X. Actual versus Model Values and 
Subsequent Firm Performance

We next explore the market’s ability to anticipate future 
company performance, particularly future profitability 
and growth. When a company’s actual PB is above its 
model value, the market probably expects the company’s 
performance to improve. Similarly, a company with an 
actual PB below its model value suggests that the market 
is concerned that the company’s performance is likely to 
deteriorate. The 2005 study documented the market’s ability 
to anticipate future company performance for the period of 
1979-2000. We also follow the procedure used in 2005 to test 
the hypothetical set of relation over the period 2000-2009. 
Figure 7a illustrates the relationship between the beginning 
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Figure 6b. Actual and Predicted PB Move Together in 1979-2000
This figure shows the actual PB and Predicted PB moves together in the period of 1979 to 2000. The beginning actual PB to Predicted PB 
ratio is plotted on the horizontal axis. Change in Actual to Par, the difference between the ending Actual PB to Predicted PB ratio and the 
beginning actual PB to Predicted PB ratio, is plotted on the vertical axis.  

Figure 6a. Actual and Predicted PB Move Together in 2000-2009
This figure shows the actual PB and Predicted PB moves together in the period of 2000 to 2009. The beginning 
actual PB to Predicted PB ratio is plotted on the horizontal axis. Change in Actual to Par, the difference between the 
ending Actual PB to Predicted PB ratio and the beginning actual PB to Predicted PB ratio, is plotted on the vertical 
axis.  

Figure 6b. Actual and Predicted PB Move Together in 1979-2000
This figure shows the actual PB and Predicted PB moves together in the period of 1979 to 2000. The beginning 
actual PB to Predicted PB ratio is plotted on the horizontal axis. Change in Actual to Par, the difference between the 
ending Actual PB to Predicted PB ratio and the beginning actual PB to Predicted PB ratio, is plotted on the vertical 
axis.
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Figure 6a. Actual and Predicted PB Move Together (2000-2009) 
 

Figure 7a. Lead Changes in ROE and Residuals in 2000-2009
This figure shows the relationship between the beginning period residual and the change in ROE in the following year for the period 2000-
2009. The beginning period residual is plotted on the horizontal axis. Lead change in ROE, the difference between the ending period ROE 
and the beginning period ROE, is plotted on the primary vertical axis. The number of observations are plotted on the secondary vertical 
axis.  

Figure 7a. Lead Changes in ROE and Residuals in 2000-2009. 
This figure shows the relationship between the beginning period residual and the change in ROE in the following 
year for the period 2000-2009. The beginning period residual is plotted on the horizontal axis. Lead change in ROE, 
the difference between the ending period ROE and the beginning period ROE, is plotted on the primary vertical axis. 
The number of observations are plotted on the secondary vertical axis.  

Figure 7b. Lead Changes in ROE and Residuals in 1979-2000. 
This figure shows the relationship between the beginning period residual and the change in ROE in the following 
year for the period 1979-2000. The beginning period residual is plotted on the horizontal axis. Lead change in ROE, 
the difference between the ending period ROE and the beginning period ROE, is plotted on the primary vertical axis. 
The number of observations are plotted on the secondary vertical axis.  
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period residual and the change in ROE in the following year 
for the period 2000-2009. We see that the more positive the 
residual the more ROE tends to rise, but the pattern is not as 
persistent as in the 2005 study.

Figure 8a (below) illustrates the relation between the 
beginning period residual and subsequent change in revenue 
growth. The more negative is the residual, the more the 
revenue growth rate tends to fall. Finally Figure 9a illustrates 
the joint association of profitability and growth with the 
residual. Firms whose ROEs and revenue growth rates are 
rising tend to have positive beginning period residuals.

XI. Summary, Conclusion, and Direction 
for Further Work

We have updated an earlier analysis by rebuilding our PB 
model and exploring the behavior of PB with a more recent 
sample. Using the foundation of the dividend discount model 
we have estimated an empirical equation of two stages 
which explain about 62 percent of the variation in annual 
PB levels for the S&P 500 companies from the year 2000 to 
2009. Most of the variables used in the earlier Branch et al. 
(2005) study still explain a significant part of the variation 
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Figure 7b. Lead Changes in ROE and Residuals in 1979-2000
This figure shows the relationship between the beginning period residual and the change in ROE in the following year for the period 1979-
2000. The beginning period residual is plotted on the horizontal axis. Lead change in ROE, the difference between the ending period ROE 
and the beginning period ROE, is plotted on the primary vertical axis. The number of observations are plotted on the secondary vertical 
axis.  

Figure 7a. Lead Changes in ROE and Residuals in 2000-2009. 
This figure shows the relationship between the beginning period residual and the change in ROE in the following 
year for the period 2000-2009. The beginning period residual is plotted on the horizontal axis. Lead change in ROE, 
the difference between the ending period ROE and the beginning period ROE, is plotted on the primary vertical axis. 
The number of observations are plotted on the secondary vertical axis.  

Figure 7b. Lead Changes in ROE and Residuals in 1979-2000. 
This figure shows the relationship between the beginning period residual and the change in ROE in the following 
year for the period 1979-2000. The beginning period residual is plotted on the horizontal axis. Lead change in ROE, 
the difference between the ending period ROE and the beginning period ROE, is plotted on the primary vertical axis. 
The number of observations are plotted on the secondary vertical axis.  
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Figure 8. Lead Changes in Revenue Growth and Residuals in 2000-2009
This figure shows the relationship between the beginning period residual and the change in revenue growth in the following year for 
the period 2000-2009. The beginning period residual is plotted on the horizontal axis. Lead change in revenue growth, the difference 
between the ending period revenue growth and the beginning period revenue growth, is plotted on the primary vertical axis. The number 
of observations are plotted on the secondary vertical axis.  

Figure 8. Lead Changes in Revenue Growth and Residuals in 2000-2009. 
This figure shows the relationship between the beginning period residual and the change in revenue growth in the 
following year for the period 2000-2009. The beginning period residual is plotted on the horizontal axis. Lead 
change in revenue growth, the difference between the ending period revenue growth and the beginning period 
revenue growth, is plotted on the primary vertical axis. The number of observations are plotted on the secondary 
vertical axis.  

Figure
8b. Lead Changes in Revenue Growth and Residuals in 1979-2000. 

This figure shows the relationship between the beginning period residual and the change in revenue growth in the 
following year for the period 1979-2000. The beginning period residual is plotted on the horizontal axis. Lead 
change in revenue growth, the difference between the ending period revenue growth and the beginning period
revenue growth, is plotted on the primary vertical axis. The number of observations are plotted on the secondary 
vertical axis.  

  

 

-1200

-1000

-800

-600

-400

-200

0

200

400

600

800

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

<-1.3 -1.3--1 -1--0.7 -0.7--0.4 -0.4--0.1 -0.1-0.2 0.2-0.5 0.5-0.8 0.8-1.1 1.1-1.4 >1.4

Ch
an

ge
 in

 R
ev

en
ue

 G
ro

w
th

 

Residuals 

Exhibit 8a: Lead Changes in Revenue Growth and Residuals (2000-2009) 

Average Lead Change in Revenue Growth No. of observations

Lead Changes in Revenue Growth and Residuals

-0.4

-0.3

-0.2

-0.1

0.0

0.1

0.2

<-1.3 -1.3--1 -1--0.7 -0.7--0.4 -0.4--0.1 -0.1-0.2 0.2-0.5 0.5-0.8 0.8-1.1 1.1-1.4 >1.4

Residuals

Ch
an

ge
 in

 R
ev

en
ue

 G
ro

wt
h

-4400

-3400

-2400

-1400

-400

600

1600

Average Lead Change in Revenue Grow th No. of observations

Figure 8b. Lead Changes in Revenue Growth and Residuals (1979-2000) 

 



18 Journal of applied finance – no. 2, 2013

Figure 8b. Lead Changes in Revenue Growth and Residuals in 1979-2000
This figure shows the relationship between the beginning period residual and the change in revenue growth in the following year for 
the period 1979-2000. The beginning period residual is plotted on the horizontal axis. Lead change in revenue growth, the difference 
between the ending period revenue growth and the beginning period revenue growth, is plotted on the primary vertical axis. The number 
of observations are plotted on the secondary vertical axis.  
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Figure 9a. The Joint Association of Profitability and Growth with the Residual in 2000-2009
This figure shows the joint association of profitability and growth with the residual in 2000-2009. Lead change in ROE, the difference 
between the ending period ROE and the beginning period ROE, is plotted on the x-axis. Lead change in revenue growth, the difference 
between the ending period revenue growth and the beginning period revenue growth, is plotted on the y-axis. The beginning period 
residual is plotted on the z-axis.

Figure 9a. The Joint Association of Profitability and Growth with the Residual in 2000-2009
This figure shows the joint association of profitability and growth with the residual in 2000-2009. Lead change in 
ROE, the difference between the ending period ROE and the beginning period ROE, is plotted on the x-axis. Lead 
change in revenue growth, the difference between the ending period revenue growth and the beginning period 
revenue growth, is plotted on the y-axis. The beginning period residual is plotted on the z-axis.

Figure 9a. The Joint Association of Profitability and Growth with the Residual in 1979-2000
This figure shows the joint association of profitability and growth with the residual in 1979-2000. Lead change in 
ROE, the difference between the ending period ROE and the beginning period ROE, is plotted on the x-axis. Lead 
change in revenue growth, the difference between the ending period revenue growth and the beginning period 
revenue growth, is plotted on the y-axis. The beginning period residual is plotted on the z-axis.
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Figure 9b. The Joint Association of Profitability and Growth with the Residual (1979-2000) 
 

 

Figure 9a. The Joint Association of Profitability and Growth with the Residual (2000-2009) 
 

of PB. And we also find a similar time series behavior of the 
residuals. Observations with large residuals in period t tend 
to have smaller residuals in period t+1. This movement is a 
result of both the predicted moving toward the actual and the 
actual moving toward the predicted.  

We also explored the market’s ability to anticipate 
changes in performance. We found that those observations 
with positive residuals (actual greater than model value 
PB) tended to experience higher next period profitability 
(ROE) and more rapid revenue growth.  The performance of 

those with negative residuals tended to deteriorate. Thus the 
market price appears to reflect anticipatory information not 
present in the model value.

Our current PB model focuses on four basic forces to 
explain both cross section and time series variability in 
PB. First, the time series variability in the yearly average 
PB picks up most of the market variability.  This average 
PB variable accounts for about 1% of the PB variability in 
our sample. Second, various profitability related variables 
explain about 46.5% of PB variability. Profitability 
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Figure 9b. The Joint Association of Profitability and Growth with the Residual in 1979-2000
This figure shows the joint association of profitability and growth with the residual in 1979-2000. Lead change in ROE, the difference 
between the ending period ROE and the beginning period ROE, is plotted on the x-axis. Lead change in revenue growth, the difference 
between the ending period revenue growth and the beginning period revenue growth, is plotted on the y-axis. The beginning period 
residual is plotted on the z-axis.
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levels above its mean value tend to impact PB more than 
profitability levels below its mean. Third, growth variables 
explain about 2.8% of PB variability.  Finally risk variables 
explain about 2.3% of PB variability.  Profitability still has a 
very powerful effect on PB in the more recent period. Note 
that certain of the variables classified as profitability have 

risk and growth components.  Moreover, the market may be 
reacting to factors not reflected in our model and thereby 
anticipating growth and risk factors that we have not been 
able to quantify. Still, we do find that profitability is more 
powerful in explaining variability in PB in the 2000-2009 
period than in the 1979-1999 period.n 
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WALL STREET IS pretty downcast these days, what with a $1.5 billion settlement 

pending with regulators over stock-research conflicts, continuing layoffs at big securities 

firms and a stock market that is teetering yet again -- not to mention a cold snap that 

could freeze the thumbs of Blackberry users. 

Yet stock analysts are unshaken in their optimistic, if delusional, belief that most of the 

companies they cover will have above-average, double-digit growth rates during the next 

several years. That is, of course, highly unlikely. Historically, corporate earnings have 

grown at about the same rate as the economy over time, and few expect the economy to 

grow at a double-digit rate any time soon. 

But analysts refuse to bend to reality. Of the companies in the Standard & Poor's 500-

stock index, analysts expect 345 of them to boost their earnings more than 10% a year 

during the next three to five years, and 123 companies to grow more than 15%, according 

to Multex, a stock-market-data firm. 

"Hope springs eternal," says Mark Donovan, who manages Boston Partners Large Cap 

Value Fund. "You would have thought that, given what happened in the last three years, 

people would have given up the ghost. But in large measure they have not." 

These overly optimistic growth estimates also show that, even with all the regulatory 

focus on too-bullish analysts allegedly influenced by their firms' investment-banking 

relationships, a lot of things haven't changed: Research remains rosy and many believe it 

always will. 

In some ways, these high estimated growth rates underpin the market's current valuation, 

which remains pricey by historical standards. Investors expect to pay a higher price for 

stocks that are growing strongly. So if people realize these long-term growth-rate 

numbers are largely fictional, then a pillar of support for the market's valuation -- the 

S&P 500 currently trades at a price-to-earnings ratio of 18.5 based on 2002 earnings -- 

could go out of the stock market, sending prices lower. 

The long-term growth figures come from the earnings estimates Wall Street analysts post 

for the companies they cover. Besides issuing buy and sell recommendations and 



predicting earnings during the next few quarters, analysts typically estimate how quickly 

the companies' earnings will grow during the next few years. Such long-term growth-rate 

numbers, which are imprecise by nature, give a hint of how analysts feel about 

companies' future prospects. 

A long-term growth-rate number is often used by investors to determine whether a stock 

is cheap or expensive. Online auctioneer eBay Inc., for example, trades at a price-to-

earnings ratio of 88 based on the past year's earnings. Some investors take solace in the 

fact that the company is expected to expand earnings 40% a year, but even with that 

growth, it would take until 2006 for the company's price-to-earnings ratio to fall to 22, 

assuming the stock price remained stalled at today's level. 

These rosy figures come on top of three years of little or no growth for many companies. 

For example, Charles Schwab Corp. hasn't grown at all since 2000 as it has struggled 

with the stock-market collapse. But analysts, on average, still expect the company will 

expand its earnings 18% a year during the next several years. While that doesn't justify 

the company's price-to-earnings ratio of 33, it does give some hope to shareholders that 

the company one day indeed could resume its old growth rate. 

Not surprisingly, the glow is rosiest in the technology sector. Of the 91 tech companies in 

the S&P 500, analysts expect 82 to grow faster than 10% a year, and 18 to grow better 

than 20% a year, meaning tech companies account for more than half of the index's 35 

top growers. 

To be sure, many of these companies could actually meet those growth expectations, if 

only because earnings have been in such a slump they are bound to rebound at some 

point. Analysts expect Schwab, for example, to earn 40 cents a share in 2003, up from the 

29 cents it earned last year. If the analysts are right, that would be a healthy 38% jump in 

earnings. 

But some also concede that their growth rates are optimistic. Guy Moszkowski, who 

covers Schwab for Salomon Smith Barney, and whose long-term growth estimate of 18% 

matches the consensus, concedes that this figure might be optimistic in the years after the 

expected short-term earnings pop. "If we can get enough of a recovery in the market that 

they can achieve that 40 cents in earnings, then they'll be on the way to establishing a 

kind of mid-teens growth track," he says. "But I think it's really hard to make the case 

they can do much better than that." 

Mark Constant, who covers the company for Lehman Brothers and has a 15%-a-year 

growth estimate, also says the company probably won't reach his target. "I've always 

characterized it in print as an optimistic growth rate," he says. 

If it were true that analysts were expecting a rebound following the current slump and 

ratcheting up their expectations accordingly, they might now be able to argue that they 

aren't being overly optimistic. The truth is, however, they have been growing increasingly 

pessimistic since the tech-stock bubble burst. Back in mid 2000, when earnings had been 



soaring for years, analysts were predicting that earnings for the S&P 500 would continue 

growing 15% a year, according to Morgan Stanley. Now, they are predicting 12% annual 

earnings growth for these same companies. 

You can't blame analysts for everything,though. Companies themselves are guilty of 

being overly optimistic as well. "I think there's an immense amount of inertia in the 

system. That's the problem," says Steve Galbraith, Morgan Stanley's chief investment 

strategist. "One of the things people are struggling with are creative ways of reducing 

your guidance without reducing your guidance." 

The problem, he adds, is that many companies set their growth expectations a decade 

ago, when interest rates and inflation were higher than today. Growth rates are measured 

in nominal terms, meaning inflation gives them a boost. With virtually no inflation and 

interest rates near zero, it is harder for companies to post double-digit growth. "I do think 

this is something that corporate America broadly is wrestling with: How do we ratchet 

down expectations that we set 10 years ago when things were different?" he says. 

The danger comes from companies that can't face the reality that their growth has slowed. 

"Where I think clients should get concerned is where a company is claiming they're a 

15% grower and they're setting their capital expenditures accordingly," Mr. Galbraith 

says. If the market is pricing in that level of growth, then the company will likely keep 

investing in itself in an attempt to keep returns high. The danger of that: Companies could 

be throwing away capital that could be given back to investors in the form of dividends or 

share buybacks. 

Every chief financial officer who took Corporate Finance 101 knows that the bigger the 

portion of earnings a company reinvests in its business, the faster it conceivably can 

grow. Sending cash out to investors reduces the amount the company can invest in itself, 

ultimately lowering its potential growth rate. 

But there are signs -- including Microsoft Corp.'s plan to pay a dividend -- that executives 

are starting to realize that reinvesting all their excess cash in their own business might not 

produce the highest returns. "It hasn't gotten quite that far, but I think it's going to get 

there," says Jeff van Harte, who manages Transamerica Premier Equity fund. "It just 

takes a long time to change attitudes. Some companies are forever lost." 
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Interest rate forecasters are shockingly wrong 
almost all of the time

AKIN OYEDELE
JUL. 8, 2015, 8:25 AM 

Most interest rate 
forecasters are wrong 
most of the time.

Very wrong.

The chart below is 
from Jeff Gundlach's 
presentation on 
Tuesday, comparing 
the US 10-year 
yield to median 
economist forecasts 
over the past five 
years.

The black line is the 
10-year yield, and the 
colored lines are the 
paths that economists thought rates would take.

Clearly, these forecasters were wrong most of the time, as there were only a few instances of 
convergence between both lines.

In 2012, forecasters were hugely bleak about the economy, and thought that interest rates would 
collapse the whole year. Rates ended the year higher than where they started.

Last year was particularly bad, when strategists became too optimistic that the Federal Reserve 
would hike rates.

This year, forecasters again thought rates would rise and as rates fell, so did those forecasts, 
which have now converged with interest rates.

Page 1 of 3Interest rate forecasts are wrong most of the time - Business Insider

9/30/2015http://www.businessinsider.com/interest-rate-forecasts-are-wrong-most-of-the-time-2015-7



Doubleline Funds

NOW WATCH: Someone figured out the purpose of the extra shoelace 
hole on your running shoes — and it will blow your mind

More: Interest Rates Jeff Gundlach Forecasting

•
•
•

Page 2 of 3Interest rate forecasts are wrong most of the time - Business Insider

9/30/2015http://www.businessinsider.com/interest-rate-forecasts-are-wrong-most-of-the-time-2015-7



Page 3 of 3Interest rate forecasts are wrong most of the time - Business Insider

9/30/2015http://www.businessinsider.com/interest-rate-forecasts-are-wrong-most-of-the-time-2015-7


	Abarbanell and Lehavy - Biased Forecasts or Biased Earnings (2003)
	Agrawal and Chen - QJF 2012
	Alexander,Sharp, Baily - 1995 - Chapter - DDMs
	Arnott and Bernstein - Earnings Growth - The Two Percent Solution - FAJ 2003
	Arnott and Bernstein - What Risk Premium is Normal FAJ 2002
	Assess - Stocks versus Bonds - Explaining the Equity Risk Premium - FAJ 2000
	AUS Utility Report - Sept 2016
	Barley zero-hour-for-global-inflation-hear - WSJ - 4-7-15
	Bernanke - Savings Glut - March 10, 2005
	Bernanke - Why are Rates do low - 2015
	Best & Byrne - Measuring the Equity Risk Premium - JAM - 2001
	Bloomberg - 100 Years of Bond History Explains Why Bears are Destined to be Wrong - 12-8-14
	Bloomberg - 100T Bond Market Renders Models Useless -- 6-3-14
	Bloomberg- Interest Rate Forecasts - 3-16-15
	Bluefield
	BOA - Merrill Lynch - MRP - 2013
	Bostock - JPM 2004 - The Equity Premium
	Bower - N-Stage DCF Model
	Bradshaw - PPT on time series vs analysts forecasts - 2010
	A re-examination of analysts’ superiority �over time-series forecasts�
	Summary of slides from the Inaugural CARE Conference
	Summary motivation
	Figure 1:  Percentage of firms on Compustat/CRSP �without analyst coverage
	Analysts
	Research question
	Observation:  Other Evidence re: Experts vs. Time-Series
	Landscape – 1970s
	Landscape – 1980s
	Timeline of Analysts vs. Time-Series Research
	Landscape – Today
	Landscape – Today (cont.)
	Data
	Forecast errors
	Table 2 Descriptive Statistics
	Scaling and winsorizing
	Table 2 Descriptive Statistics (i.e., Forecast– Actual)
	Table 3 – Main Results�Analysts’ forecast superiority, Full sample
	Table 4 – Analysts’ forecast superiority and firm age
	Table 5: Partitions for size and analyst following
	Table 5: Partitions for size and analyst following
	Table 6: Partitions by magnitude of change in EPS
	Table 6: Partitions by magnitude of change in EPS
	Market expectation tests
	Table 7: Associations with market returns
	Table 8:  Market returns, by size & analyst following
	Table 8:  Market returns, by size & analyst following
	Table 9:  Market returns, by magnitude of change in EPS
	Table 10:  Panel multivariate regression
	Conclusion
	Table 1
	Table 1 (cont.)
	Figure 3:  Mean assets for firms with (in maroon) and without (in blue) earnings forecasts on I/B/E/S
	Slide Number 34

	Bradshaw et al, A reexam of Analysts forecasts relative to time series - 2010
	Bradshaw, Analysts forecasts - What we know - 2011
	Branch - PB Ratios - 2015
	Brown - FAJ - 1997
	Brown - WSJ - Analysts still coming up rosy - Jan 27, 2003
	Brown and Rozeff - JF - 1976
	Business Insider - interest-rate-forecasts-are-wrong most of the time - 7-8-15



