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Abstract

The extensive literature that investigates whether analysts’ earnings forecasts are biased
and/or inefficient has produced conflicting evidence and no definitive answers to either
question. This paper shows how two relatively small but statistically influential asymmetries in
the tail and the middle of distributions of analysts’ forecast errors can exaggerate or obscure
evidence consistent with analyst bias and inefficiency, leading to inconsistent inferences. We
identify an empirical link between firms’ recognition of unexpected accruals and the presence
of the two asymmetries in distributions of forecast errors that suggests that firm reporting
choices play an important role in determining analysts’ forecast errors.
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1. Introduction

Four decades of research have produced an array of empirical evidence and a set
of behavioral and incentive-based theories that address two fundamental questions:
Are analysts’ forecasts biased? And Do analysts underreact or overreact to
information in prior realizations of economic variables? This empirical literature
has long offered conflicting conclusions and is not converging to a definitive answer
to either question. On the one hand, theories that predict optimism in forecasts are
consistent with the persistent statistical finding in the literature of cross-sectional
negative (i.e., bad news) mean forecast errors as well as negative intercepts from
regressions of forecasts on reported earnings. On the other hand, such theories are
inconsistent both with the finding that median forecast errors are most often zero
and with the fact that the percentage of apparently pessimistic errors is greater than
the percentage of apparently optimistic errors in the cross-section. A similar
inconsistency is found in the literature on analyst over/underreaction to prior
realizations of economic variables, including prior stock returns, prior earnings
changes, and prior analyst forecast errors. Here, again, empirical evidence supports
conflicting conclusions that analysts overreact to prior news, underreact to prior
news, and both underreact and overreact as a function of the sign of prior economic
news. Further reflecting the lack of consensus in the literature, a handful of studies
fail to reject unbiasedness and efficiency in analyst forecasts after “‘correcting”
methodological flaws or assuming nonstandard analyst loss functions.’

The accumulation of often inconsistent results concerning analyst rationality and
incentives makes it difficult for researchers, practitioners, and policy makers to
understand what this literature tells us. This motivates us to reexamine the body of
evidence with the goal of identifying the extent to which particular theories for
apparent errors in analysts’ forecasts are supported by the data. Such an exercise is
both appropriate and necessary at this juncture as it can, among other things, lead to
modified theories that will be tested using the new and unique hypotheses they
generate.

We extend our analysis beyond a synthesis and summary of the findings in the
literature by identifying the role of two relatively small asymmetries in the cross-
sectional distributions of analysts’ forecast errors in generating conflicting statistical
evidence. We note that the majority of conclusions concerning analyst-forecast
rationality in the literature are directly or indirectly drawn from analyses of these
distributions. The first asymmetry is a larger number and a greater magnitude of
observations that fall in the extreme negative relative to the extreme positive tail of
the forecast error distributions (hereafter, the tail asymmetry). The second
asymmetry is a higher incidence of small positive relative to small negative forecast
errors in cross-sectional distributions (hereafter, the middle asymmetry). The
individual and combined impact of these asymmetries on statistical tests leads to
three important observations. First, differences in the manner in which researchers

'A representative selection of evidence and theory relevant to both the bias and over/underreaction
literatures is discussed in the body of the paper.
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implicitly or explicitly weight observations that fall into these asymmetries
contribute to inconsistent conclusions concerning analyst bias and inefficiency.
Second, a variety of econometric techniques and data adjustments fail to eliminate
inconsistencies in inferences across different statistical indicators and conditioning
variables. Such techniques include using indicator variables or data partitions in
parametric tests, applying nonparametric methods, and performing data truncations
and transformations. Third, econometric approaches that choose loss functions that
yield consistent inferences—essentially by attenuating the statistical impact of
observations that comprise the asymmetries—will not provide definitive answers to
the question of whether analysts’ forecasts are biased and inefficient. This is because
at this stage in the literature too little is known about analysts’ actual loss functions,
and such methods thus leave unresolved the question of why the asymmetries in
forecast error distributions are present.

We present statistical evidence that demonstrates how the two asymmetries in
forecast error distributions can indicate analyst optimism, pessimism, or unbiased-
ness. We also show how observations that comprise the asymmetries can contribute
to, as well as obscure, a finding of apparent analyst inefficiency with respect to prior
news variables, including prior returns, prior earnings changes, and prior forecast
errors. For example, our empirical evidence explains why prior research that relies
on parametric statistics always finds evidence of optimistic bias as well as apparent
analyst underreaction to prior bad news for all alternative variables chosen to
represent prior news. It also explains why evidence of apparent misreaction to good
news is not robust across parametric statistics or across prior news variables, and
why the degree of misreaction to prior bad news is always greater than the degree of
misreaction to prior good news, regardless of the statistical approach adopted or the
prior information variable examined.

Finally, while our analysis does not lead to an immediately obvious solution to
problems of inferences in the literature, it does reveal a link between the reported
earnings typically employed to benchmark forecasts and the presence of the two
asymmetries in distributions of forecast errors. Specifically, we find that extreme
negative unexpected accruals included in reported earnings go hand in hand with
observations in the cross-section that generate the tail asymmetry. We also find that
the middle asymmetry in distributions of forecast error is eliminated when the
reported earnings component of the earnings surprise is stripped of unexpected
accruals. This evidence suggests benefits to refining extant cognitive- and incentive-
based theories of analyst forecast bias and inefficiency so that they can account for
an endogenous relation between forecast errors and manipulation of earnings
reports by firms. The evidence also highlights the importance of future research into
the question of whether reported earnings are, in fact, the correct benchmark for
assessing analyst bias and inefficiency. This is because common motivations for
manipulating earnings can give rise to the appearance of analyst forecast errors of
exactly the type that comprise the two asymmetries if unbiased and efficient forecasts
are benchmarked against manipulated earnings. Thus, it is possible that some
evidence previously deemed to reflect the impact of analysts’ incentives and cognitive
tendencies on forecasts is, after all, attributable to the fact that analysts do not have
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the motivation or ability to completely anticipate earnings management by firms in
their forecasts.

This paper’s emphasis is on fleshing out salient characteristics of forecast error
distributions with an eye toward ultimately explaining how they arise. The analysis
highlights the importance of new research that explains the actual properties of
forecast error data and cautions against the application of econometric fixes that
either fit the data to specific empirical models or fit specific empirical models to the
data without strong a priori grounds for doing so. Our findings also represent a step
toward understanding what analysts really aim for when they forecast, which is
useful for developing more appropriate null hypotheses in tests of analysts’ forecast
rationality, and sounder statistical test specifications, as well as the identification of
first-order effects that may require control when testing hypotheses that predict
analyst forecast errors.

In the next section we describe our data and present evidence of the sensitivity of
statistical inferences concerning analyst optimism and pessimism to relatively small
numbers of observations that comprise the tail and middle asymmetries. Section 3
extends the analysis to demonstrate the impact of the two forecast error asymmetries
on inferences concerning analyst over/underreaction conditional on prior realiza-
tions of stock returns and earnings changes, as well as on serial correlation in
consecutive-quarter forecast errors. Section 4 presents evidence of a link between
biases in reported earnings and the two asymmetries and discusses possible
explanations for this link as well as the implications for interpreting evidence from
the literature and for the conduct of future research. A summary and conclusions are
provided in Section 5.

2. Properties of typical distributions of analysts’ forecast errors and inferences
concerning analysts’ optimism, pessimism, and unbiasedness

2.1. Data

The empirical evidence in this paper is drawn from a large database of consensus
quarterly earnings forecasts provided by Zacks Investment Research. The Zacks
earnings forecast database contains approximately 180,000 consensus quarterly
forecasts for the period 1985-1998. For each firm quarter we calculate forecast errors
as the actual earnings per share (as reported in Zacks) minus the consensus earnings
forecast outstanding prior to announcement of quarterly earnings, scaled by the
stock price at the beginning of the quarter and multiplied by 100. Our results are
insensitive to alternative definitions of forecasts such as the last available forecast or
average of the last three forecasts issued prior to quarter-end. Inspection of the data
revealed a handful of observations that upon further review indicated data errors.
These observations had no impact on the basic features of cross-sectional
distributions of errors that we describe, but they were nevertheless removed before
carrying out the statistical tests reported in this paper. Empirical results obtained
after removing these observations were virtually identical to those obtained when the
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distributions of quarterly forecast errors were winsorized at the Ist and 99th
percentiles, a common practice for mitigating the possible effects of data
errors followed in the literature. (To enhance comparability with the majority
of studies cited below, all test results reported in the paper are based on the
winsorized data.)

Lack of available price data reduced the sample size to 123,822 quarterly forecast
errors. The data requirements for estimating quarterly accruals further reduced the
sample on which our tabled results are based to 33,548 observations.”? For the sake of
brevity we present only results for this reduced sample. We stress, however, that the
middle and tail symmetries we document below are present in the full sample of
forecast errors and that the proportion of observations that comprise these
asymmetries is roughly the same as that for the reduced sample. Moreover, the
descriptive evidence and statistical findings relevant to apparent bias and inefficiency
in analyst forecasts presented in this section and the next are qualitatively similar
when we do not impose the requirement that data be available to calculate
unexpected accruals.?

2.2. The impact of asymmetries in the distribution of forecast errors on inferences
concerning bias

One of the most widely held beliefs among accounting and finance academics is
that incentives and/or cognitive biases induce analysts to produce generally
optimistic forecasts (see, e.g., reviews by Brown (1993) and Kothari, 2001). This
view is repeatedly reinforced when studies that employ analysts’ forecasts as a
measure of expected earnings present descriptive statistics and refer casually to
negative mean forecast errors as evidence of the purportedly “well-documented”
phenomenon of optimism in analyst forecasts.* The belief is even more common
among regulators (see, e.g., Becker, 2001) and the business press (see, e.g., Taylor,
2002). In spite of the prevalent view of analyst forecast optimism, summary statistics
associated with forecast error distributions reported in Panel A of Table 1| raise
doubts about this conclusion.

2 As described in Section 4, we use a quarterly version of the modified Jones model to estimate accruals.
For the purposes of sensitivity tests, we also examine a measure of unexpected accruals that excludes
nonrecurring and special items (see, Hribar and Collins, 2002), and use this adjusted measure in
conjunction with Zacks’ consensus forecast estimates and actual reported earnings, which also exclude
such items. All the results involving unexpected accruals reported in the paper are qualitatively unaltered
using this alternative measure.

3The results are also qualitatively similar when data from alternative forecast providers (I/B/E/S and
First Call) are employed, indicating that the findings we revisit in this study are not idiosyncratic to a
particular data source (see, Abarbanell and Lehavy, 2002).

“The perception is also strengthened in a number of studies that place analyst forecasts and reported
earnings numbers (i.e., the two elements that comprise the forecast error) on opposite sides of a regression
equation. These studies uniformly find significant intercepts and either casually refer to them as consistent
with analyst optimism or emphasize them in supporting their prediction of analyst bias. Evidence
presented below, however, indicates a nonlinear relation between forecasts and earnings, which
contributes to nonzero intercepts in OLS regressions.
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Table 1
Descriptive statistics on quarterly distributions of forecast errors (Panel A), the tail asymmetry (Panel B),
and the middle asymmetry (Panel C), 1985-1998

Panel A: Statistics on forecast error distributions

Number of observations 33,548
Mean —0.126
Median 0.000
% Positive 48%
% Negative 40%
% Zero 12%

Panel B: Statistics on the “tail asymmetry” in forecast error distributions

P5 —1.333
P10 —0.653
P25 —0.149
P75 0.137
P90 0.393
P95 0.684

Panel C: Statistics on the “middle asymmetry” in forecast error distributions

Range of forecast errors Ratio of positive to negative % of total number of
forecast errors observations
O] ()] (©)
Overall 1.19 100
Forecast errors=0 12
[<0.1, 0) & (0, 0.1] 1.63* 29
[-0.2, —0.1) & (0.1, 0.2] 1.54* 18
[-0.3, —=0.2) & (0.2, 0.3] 1.31* 10
[-0.4, —0.3) & (0.3, 0.4] 1.22* 7
[-0.5, —0.4) & (0.4, 0.5] 1.00 S
[-1, =0.5) & (0.5, 1] 0.83* 11
[Min, —1) & (1, Max] 0.40* 9

This table provides descriptive statistics on quarterly distributions of forecast errors for the period of
1985-1998. Analyst earnings forecasts and actual realized earnings are provided by Zacks Investment
Research. Panel A provides the mean, median, and frequencies of quarterly forecast errors. Panel B
provides percentile values of forecast error distributions. Panel C reports the ratio of positive to negative
forecast errors for observations that fall into increasingly larger and nonoverlapping symmetric intervals
moving out from zero forecast errors. For example, the forecast error range of [—0.1, 0) & (0, 0.1] includes
all observations that are greater than or equal to —0.1 and (strictly) less than zero and observations that
are greater than zero and less than or equal to 0.1. Forecast error is reported earnings minus the last
consensus forecast of quarterly earnings issued prior to earnings announcement scaled by the beginning-
of-period price.

* A test of the difference in the frequency of positive to negative forecast errors is statistically significant
at or below a 1% level.

As can be seen in Panel A, the only statistical indication that supports the
argument for analyst optimism is a fairly large negative mean forecast error of
—0.126. In contrast, the median error is zero, suggesting unbiased forecasts, while
the percentage of positive errors is significantly greater than the percentage of
negative errors (48% vs. 40%), suggesting apparent analyst pessimism.
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To better understand the causes of this inconsistency in the evidence of analyst
biases among the summary statistics, we take a closer look at the distribution of
forecast errors. Panel A of Fig. 1 presents a plot of the 1st through the 100th
percentiles of the pooled quarterly distributions of forecast errors over the sample
period. Moving from left to right, forecast errors range from the most negative to the
most positive.

Panel A
5 T T T T
| | ! | ! : |
a4t __ B e Most positive - —1— — — — |
| | | | forecast errors |
3 |
|
|

-2
| | |
| | |
- - — - — — = — e e
8 Most negative r i B | | 1 |
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Fig. 1. Percentile values of quarterly distributions of analyst forecast errors (Panel A) and histogram of
forecast errors for observations within forecast errors of —1 to + 1 (Panel B). Panel A depicts percentile
values of quarterly distributions of analyst forecast errors. Panel B presents percentage of forecast error
values in histogram intervals for observations within a forecast error of —1% to + 1% of the beginning-of-
period stock price. Forecast error equals reported earnings minus the consensus forecast of quarterly
earnings issued prior to earnings announcement scaled by the beginning-of-period price (N = 33, 548).
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One distinctive feature of the distribution is that the left tail (ex-post bad news) is
longer and fatter than the right tail, i.e., far more extreme forecast errors of greater
absolute magnitude are observed in the ex-post “optimistic’ tail of the distribution
than in the “pessimistic’ tail. We refer to this characteristic of the distribution as the
tail asymmetry. Although Fig. 1 summarizes the distribution of observations over the
entire sample period, unreported results indicate that a tail asymmetry is present in
each quarter represented in the sample. To get a sense of the magnitude of the
asymmetry, we return to Panel B of Table 1, where the 5th percentile (extreme
negative forecast errors) is nearly twice the size observed for the 95th percentile
(—1.333 vs. 0.684). Alternatively, we find that 13% of the observations fall below a
negative forecast error of —0.5, while only 7% fall above a positive error of an equal
magnitude (not reported in the table).

Closer visual inspection of the data reveals a second feature of the distribution
depicted in Panel B of Fig. 1—a higher frequency of small positive forecast errors
versus small negative errors. Specifically, the figure presents the frequencies of
forecast errors that fall in fixed subintervals of 0.025 within the range of —1 to +1.
Clearly, the incidence of small positive relative to small negative errors increases as
forecast errors become smaller in absolute magnitude. We refer to this property of
the distribution as the middle asymmetry. Statistics on the magnitude of the middle
asymmetry are reported in Panel C of Table 1. This panel presents the ratio of
positive (i.e., apparently pessimistic) errors to negative errors for observations that
fall into increasingly larger and nonoverlapping symmetric intervals moving out
from zero forecast errors. Consistent with the visual evidence in Panel B of Fig. 1,
this ratio increases for smaller, symmetric intervals of forecast errors, reaching 1.63
in the smallest interval examined (significantly different from 1, as well as
significantly different from the ratios calculated for the larger intervals).® Another
distinguishing feature of the distribution seen in Panel C of Table 1 and evident in
both Panels A and B of Fig. 1 is the large number of exactly zero observations
(12%). Depending on one’s previous exposure to the data or instincts about the task
of forecasting, the magnitude of the clustering at exactly zero may not seem

®The visual evidence in Panel B of Fig. 1 is consistent with specific circumstances in which analysts have
incentives to produce forecasts that fall slightly short of reported earnings (see, e.g., Degeorge et al., 1999;
Matsumoto, 2002; Brown, 2001; Burgstahler and Eames, 2002; Bartov et al., 2000; Dechow et al., 2003;
Abarbanell and Lehavy, 2003a, b). However, prior studies have not considered the impact of observations
that comprise the middle asymmetry on inferences concerning the general tendency of analysts to produce
biased and/or inefficient forecasts.

6 An analysis of unscaled forecast errors confirms that rounding down a greater number of negative than
positive forecast errors to a value of zero when errors are scaled by price does not systematically induce the
middle asymmetry (see, Degeorge et al., 1999). Similarly, there is no obvious link between the presence of
the middle asymmetry and round-off errors induced by the application of stock-split factors to consensus
forecast errors discussed in Baber and Kang (2002) and Payne and Thomas (2002). Abarbanell and
Lehavy (2002) present evidence confirming the presence of the middle asymmetry in samples confined to
firms with stock-split factors of less than 1.
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surprising. Nevertheless, the large number of forecasts of exactly zero has important
impacts on statistical inferences.’

The statistics presented above indicate that the tail asymmetry pulls the mean
forecast error toward a negative value, supporting the case for analyst optimism.
But, as shown in Panel C of Table 1, the excess of small positive over small negative
errors associated with the middle asymmetry is largely responsible for a significantly
higher overall incidence of positive to negative forecast errors in the distribution,
thus supporting the case for analyst pessimism. Finally, a zero median forecast error,
which supports an inference of analyst unbiasedness, reflects the countervailing
effects of the middle asymmetry and tail asymmetries. A rough calculation
pertaining to the nonzero forecast errors in the interval between [—0.1, 0) and (0,
0.1] gives a sense of these effects. There are 9662 observations in this region. If
nonzero forecast errors were random, we would expect 4831 forecasts to be positive,
when in fact 5928 are positive, indicating that small errors in the distribution of
absolute magnitude less than or equal to 0.1 contribute 1097 more observations to
the right of zero than would be expected if the distribution was symmetric. This
region of the forecast error distribution contains 29% of all observations but
contributes more than 42% of the total number of pessimistic errors in excess of
optimistic errors and represents roughly 3.3% of the entire distribution. Their
impact offsets, all else being equal, the contribution of approximately 2.5% of
negative observations in excess of what would be expected if the distribution of
errors were symmetric, arising from the tail asymmetry (relative to the extreme decile
cutoffs of a fitted normal distribution). Because 12% of the forecast error sample has
a value of exactly zero, the relative sizes of the tail and middle asymmetries are each
sufficiently small (and offsetting) to ensure that the median error remains at zero.

The evidence in Table 1 and Fig. 1 yields two important implications for drawing
inferences about the nature and extent of analyst bias. First, depending on which
summary statistic the researcher chooses to emphasize, support can found for
analyst optimism, pessimism, and even unbiasedness. Second, if a researcher relies
on a given summary statistic to draw an inference about analyst bias, a relatively
small percentage of observations in the distribution of forecast errors will be
responsible for his or her conclusion. This is troublesome because extant hypotheses
that predict analyst optimism or pessimism typically do not indicate how often the
phenomenon will occur in the cross-section and often convey the impression that

"Because many factors can affect the process that generates the typical distribution of forecast errors,
there is no reason to expect them to be normally or even symmetrically distributed. Supplemental analyses
unreported in the tables reject normality on the basis of skewness and kurtosis. It is interesting to note,
however, that kurtosis in the forecast error distribution does not align with the typical descriptions of
leptokurtosis (high peak and fat tails) or platykurtosis (flat center and/or shoulders). Relative to decile
cutoffs of the fitted normal distribution, we find that the most extreme negative decile of the actual
distribution contains only 5% of the observations and the most extreme positive decile contains only 2.5%
of the observations. Thus, even though the extreme negative tail is roughly twice the size of the extreme
pessimistic tail, extreme observations are actually underrepresented in the distribution relative to a normal,
especially in the positive tail. The thinner tails and shoulders of the distribution highlight the role of
peakedness as a source of deviation from normality, a fact that is relevant to assessing the appropriateness
of statistics used by researchers to draw inferences about analyst forecast bias.
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bias will be pervasive in the distribution (see, studies suggesting that analysts are
hard-wired or motivated to produce optimistic forecasts, e.g., Affleck-Graves et al.
(1990), Francis and Philbrick (1993), and Kim and Lustgarten (1998), or that
selection biases lead to hubris in analysts’ earnings forecasts, e.g., McNichols and
O’Brien, 1997).8

Some studies have explicitly recognized the disproportional impact of extreme
negative forecast errors on conclusions drawn in the literature, but for the most part
they have had little influence on general perceptions. For example, Degeorge et al.
(1999) predict a tendency for pessimistic errors to occur but recognize the common
perception that analyst forecasts are optimistic; they note in passing that extreme
negative forecast errors are responsible for an optimistic mean forecast in their
sample. Some studies also tend to deal with this feature of the data in an ad hoc
manner. Keane and Runkle (1998), for example, recognize the impact of extreme
negative forecast errors on statistical inferences concerning analyst forecast
rationality and thus eliminate observations from their sample based on whether
reported earnings contain large negative special items. However, Abarbanell and
Lehavy (2002) show that there is a very high correlation between observations found
in the extreme negative tail of forecast error distributions and firms that report large
negative special items, even when special items are excluded from the reported
earnings benchmark used to calculate the forecast error. Thus, by imposing rules
that eliminate observations from their sample based on the size of negative special
items, Keane and Runkle (1998) effectively truncate the extreme negative tail of
forecast error distributions, and in so doing nearly eliminate evidence of mean
optimism in their sample.

Some researchers are less explicit in justifying the removal of observations from
the distribution of forecast errors when testing for forecast rationality, or are
unaware that they have done so in a manner that results in sample distributions that
deviate substantially from the population distribution. For example, many studies
implicitly limit observations in their samples to those that are less extreme by
choosing ostensibly symmetric rules for eliminating them, such as winsorization or
truncations of values greater than a given absolute magnitude.’ It should be evident
from Panel A of Fig. 1 that such rules inherently mitigate the statistical impact of the

8 A notable exception is the attribution of optimism in analysts’ earnings forecasts to incentives to
attract and maintain investment banking relationships (see, e.g., Lin and McNichols, 1998; Dugar and
Nathan, 1995). Evidence consistent with this argument is based on fairly small samples of firms issuing
equity. We emphasize that all the qualitative results in this paper are unaltered after eliminating
observations for which an IPO or a seasoned equity offering took place within 1 year of the date of a
forecast. Furthermore, the number of observations removed from the sample for this reason represents a
very small percentage of those in each of the quarters in our sample period.

°For example, Kothari (2001) reports that Lim (2001) excludes absolute forecast errors of $10 per share
or more, Degeorge et al. (1999) delete absolute forecast errors greater than 25 cents per share, Richardson
et al. (1999) delete price-deflated forecast errors that exceed 10% in absolute value, and Brown (2001)
winsorizes absolute forecast errors greater than 25 cents per share (which implies a much larger tail
winsorization than typically undertaken to remove possible data errors). While none of these procedures,
when applied to our data, completely eliminates the tail asymmetry, all of them substantially attenuate to
varying degrees its statistical impact on our tests.
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tail asymmetry and arbitrarily transform the distribution, frequently without a
theoretical or institutional reason for doing so.'°

One might justify truncating data on the grounds that the disproportional impact of
the extreme tail makes it difficult detect general tendencies, or that such “errors” may
not accurately reflect factors relevant to analysts’ objective functions (see, e.g.,
Abarbanell and Lehavy, 2003b; Gu and Wu, 2003; Keane and Runkle, 1998). However,
it is possible for researchers to “throw the baby out with the bathwater” if they assume
that these observations do not reflect the effects of incentives or cognitive biases, albeit
in a more noisy fashion than other observations in the distribution. Another concern
that arises from transforming the distribution of errors without justification is that it
may suppress one feature of the data (e.g., the tail asymmetry), leaving another unusual
but more subtle feature of the distribution (e.g., the middle asymmetry) to dominate an
inference that forecasts are generally biased or to offset the other and yield an inference
that forecasts are generally unbiased. This is an important issue because there has been a
tendency in the literature on forecast rationality for new hypotheses to crop up
motivated solely by the goal of explaining “new” empirical results. For example, after
truncating large absolute values of forecast errors, Brown (2001) finds that the mean and
median forecasts in recent years indicate a shift away from analyst optimism and toward
analyst pessimism. Increasing pessimism as a function of market sentiment as reflected
in changes in price level or changes in analyst incentives has also been a subject of
growing interest in the behavioral finance literature. Clearly, when data inclusion rules
that systematically reduce the tail asymmetry are applied, empirical evidence in support
of increasing or time-varying analyst pessimism will be affected by the size and
magnitude of the remaining middle asymmetry.

Perhaps the most unsatisfying aspect of the evidence presented in Table 1 is the
fact that general incentive and behavioral theories of analyst forecast errors are not
sufficiently developed at this stage to predict that when forecast errors are extreme
they are more likely to be optimistic and when forecast errors are small they are more
likely to be pessimistic. That is, individual behavioral and incentive theories for
analyst forecast errors do not account for the simultaneous presence of the two
asymmetries that play such an important role in generating evidence consistent with
analyst bias and, as we show in the next section, analyst forecast inefficiency with
respect to prior information (see Abarbanell and Lehavy, 2003a, for an exception).

3. The effect of the two asymmetries on evidence of apparent analyst misreaction to
prior stock returns, prior earnings changes, and prior forecast errors

In this section, we demonstrate how observations that comprise the tail and
middle asymmetries in forecast error distributions conditional on prior realizations of

'"For example, in our data an arbitrary symmetric truncation of the distribution at the 10th and the
90th percentiles reduces the measure of skewness in the remainder of the distribution to a level that does
not reject normality and results in a mean forecast error near zero among the remaining observations. A
similar effect occurs with an arbitrary one-sided truncation of the negative tail at a value as low as the 3rd
percentile.
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economic variables contribute to inconsistent inferences concerning the efficiency of
analysts’ forecasts. One important message of the ensuing analysis is that the
likelihood that a forecast error observation falls into one or the other asymmetry
varies by the sign and magnitude of the prior news. This feature of the data links the
empirical literature on analyst inefficiency to the heretofore separate literature on
analyst bias. This is because observations that comprise the two asymmetries and
lead—depending on the statistic relied on—to inconsistent inferences concerning
analyst bias also contribute to conflicting inferences concerning whether analysts
underreact, overreact, or react efficiently to prior news.

We consider realizations of three economic variables: prior period stock returns,
prior period earnings changes, and prior period analyst forecast errors. These three
variables are those most often identified in previous studies of analyst forecast
efficiency.'! Consistent with the previous literature, we define prior abnormal returns
(PrAR) as equal to the return between 10 days after the last quarterly earnings
announcement to 10 days prior to the current quarterly earnings announcement
minus the return on the value-weighted market portfolio for the same period.'? Prior
earnings changes (PrEC) are defined as the prior quarter seasonal earnings change
(from quarter £ — 5 to quarter ¢ — 1) scaled by the price at the beginning of the
period, and prior forecast errors (PrFE) are the prior quarter’s forecast error.

The remainder of this section proceeds as follows: we first present evidence on the
existence of the tail and middle asymmetries in distributions of forecast errors
conditional on the sign of prior news variables. We then analyze the role of the
asymmetries in producing indications of analyst inefficiency in both summary
statistics and regression coefficients and discuss the robustness of these findings.
Next, we show the disproportionate impact of observations that comprise the
asymmetries in generating evidence of serial correlation in analyst forecast errors.
Finally, we discuss the shortcomings of econometric “fixes” that intentionally or
unintentionally ameliorate the impact of one or both asymmetries on inferences
concerning analyst forecast rationality.

3.1. The tail and middle asymmetries in forecast error distributions conditional on
prior news variables

Tests of analyst forecast efficiency typically partition distributions of forecast
errors based on the sign of the prior news to capture potential differences in analyst
reactions to prior good versus prior bad news. Accordingly, before we review the

Studies that examine the issue of current period forecast efficiency with respect to prior period
realization of returns or earnings (e.g., Abarbanell, 1991; Easterwood and Nutt, 1999) commonly frame
the question in terms of whether analysts over- or underreact to prior news. In contrast, studies that
examine the issue of current period forecast efficiency with respect to analysts’ own past forecast errors are
generally limited to the question of whether there is significant serial correlation in lagged forecast errors,
without regard to how the sign and magnitude of prior forecast errors affect that correlation.

12 All reported results are qualitatively similar when prior abnormal returns are measured between 10
days after the last quarterly earnings announcement to either 30 days prior or 1 day prior to the current
quarter earnings announcement.
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statistical evidence, we first examine the features of forecast error distributions
conditional on the sign of prior news variables. Panels A—C of Fig. 2, which depict
the percentiles of the distributions of forecast errors conditional on the sign of each
of the three prior news variables, show that prior bad news partitions are
characterized by larger tail asymmetries than prior good news partitions for all
prior news variables.

Panels A—C of Fig. 3—which depict the frequencies of forecast errors that fall in
fixed subintervals of 0.025 within the range of —0.5 to +0.5 for PrdR, PrEC, and
PrFE, respectively—show that prior good news partitions are characterized by larger
middle asymmetries than prior bad news partitions for all three prior news
variables."?

Together, Figs. 2 and 3 suggest that distributions of forecast errors conditional on
the sign of prior news retain the characteristic asymmetries found in the
unconditional distributions in Section 2. However, the likelihood of a subsequent
forecast error falling into the middle asymmetry is greater following prior good
news, while the likelihood of a forecast error falling into the tail asymmetry is greater
following prior bad news.'* Below we investigate the impact of the variation in the
size of the asymmetries in distributions of forecast errors conditional on the sign of
news on inferences about analyst inefficiency that are drawn from summary statistics
(Section 3.1.1) and regression coefficients (Section 3.1.2).

3.1.1. Inferences about analyst efficiency from summary statistics

Panel A of Table 2 shows how the two asymmetries impact summary statistics,
including means, medians, and the percentages of negative to positive forecast errors
in distributions of forecast errors conditional on the sign of prior news. We begin
with the case of prior bad news. Prior bad news partitions for all three variables
produce significantly negative mean forecast errors (—0.195 for PrAR, —0.291 for
PrEC, and —0.305 for PrFE), supporting an inference of analyst underreaction (i.e.,
the mean forecast is too high following bad news). The higher percentages of
negative than positive forecast errors in the bad news partitions of each variable
(e.g., 50% vs. 40% for negative PrEC) are also consistent with a tendency for
analysts to underreact to prior bad news. The charts in Figs. 2 and 3 foreshadow
these results. The relatively larger tail asymmetry in prior bad news partitions drives
parametric means to large negative values. Similarly, the larger negative relative to

3The concentration of small (extreme) errors among positive (negative) prior returns news is not
induced by scaling by prices that are systematically higher (lower) following a period of abnormal positive
(negative) returns, since the middle and tail asymmetries are still present in distributions of unscaled
forecast errors and errors deflated by forecasts.

14 Abarbanell and Lehavy (2003a) report the same patterns in forecast error distributions conditional on
classification of ranked values of stock recommendations, P/E ratio, and market-to-book ratios into high
and low categories. It is certainly possible that some form of irrationality or incentive effect leads to
different forecast error regimes on either side of a demarcation point of zero, and therefore coincidentally
sorts the two asymmetries that are located on either side of a zero. However, the continued presence of
relatively small but statistically influential asymmetries in the conditional distributions may overwhelm the
researcher’s ability to detect these incentive or behavioral factors, or may give the false impression that
such a factor is pervasive in the distribution when it is not.
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Fig. 2. Forecast error equals reported earnings minus consensus forecast of quarterly earnings issued prior
to earnings announcement scaled by the beginning-of-period price. Prior market-adjusted return is the
return between 10 days after the last quarterly earnings announcement to 10 days prior to current
earnings announcement minus the return on the value-weighted market portfolio for the same
period. Prior earnings changes are defined as the prior quarter seasonal earnings change (from quarter
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t — 5 to quarter 7 — 1) scaled by the beginning-of-period price.

positive tails account for greater overall frequencies of negative than positive errors,
consistent with underreaction to bad news for all three variables. This is so even
prior bad news distributions of forecast errors for PrAR and PrEC are
characterized by middle asymmetries, which, all else equal, tend to push the ratio of

though

positive to negative errors toward values greater than 1.
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Fig. 3. Histogram of forecast errors by sign of prior abnormal returns (Panel A), prior earnings changes
(Panel B), and prior forecast errors (Panel C). This figure presents the percentage of forecast error values
in histogram intervals for observations within forecast error of —0.5 to + 0.5 by sign of prior abnormal
return (Panel A), prior earnings changes (Panel B), and prior forecast errors (Panel C). Forecast error is
reported earnings minus the last consensus forecast of quarterly earnings issued prior to earnings
announcement scaled by the beginning-of-period price. Prior abnormal return is the return between 10
days after the last quarterly earnings announcement to 10 days prior to current quarterly earnings
announcement minus the return on the value-weighted market portfolio for the same period. Prior
earnings changes are defined as the prior quarter seasonal earnings change (from quarter 1 — 5 to quarter
t — 1) scaled by the beginning-of-period price.



Table 2

Mean, median, and frequency of forecast errors (Panel A), and ratio of positive to negative forecast errors in symmetric regions for bad (Panel B) and good

(Panel C) prior news variables

Panel A: Mean, median, and frequency of forecast errors by sign of prior news variables

Statistic Sign of prior abnormal return Sign of prior earnings changes Sign of prior forecast errors
Negative Positive Negative Positive Negative Positive
()] @ 3) “ (5 (6)

Mean —0.195* —0.041*# -0.291* —0.036** —0.305* 0.017*#

Median 0.000 0.028 —0.015 0.020 —0.043 0.042

% Zero forecast errors  13% 12% 10% 14% 10% 11%

% Positive forecast 42% 54% 40% 52% 36% 59%

errors

% Negative forecast 45% 34% 50% 34% 54% 30%

errors

N 16,940 13,833 11,526 21,062 12,999 15,415

Panel B: Ratio of positive to negative forecast errors for negative realizations of prior news

Range of forecast errors Negative prior abnormal return Negative prior earnings changes Negative prior forecast errors
Ratio of positive to % of total Ratio of positive to % of total Ratio of positive to % of total
negative FE negative FE negative FE
(6] (2 (3) (C)] (5) (6)

Overall 0.94 100 0.81 100 0.66 100

Forecast errors =0 13 10 10

[-0.1, 0) & (0, 0.1] 1.39 27 1.26 21 0.94 23

[-0.2, —0.1) & (0.1, 0.2] 1.27 17 1.15 17 0.94 17

[-0.3, —0.2) & (0.2, 0.3] 0.99 10 0.93 11 0.75 10

[-0.4, —0.3) & (0.3, 0.4] 0.96 7 0.93 8 0.72 7

[-0.5, —0.4) & (0.4, 0.5] 0.73 5 0.74 6 0.59 5

[—1, =0.5) & (0.5, 1] 0.60 11 0.56 14 0.52 14

[Min, —1) & (1, Max] 0.29 10 0.28 14 0.24 14

0Cl1
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Panel C: Ratio of positive to negative forecast errors for positive realizations of prior news

Range of forecast errors Positive prior abnormal return

Positive prior earnings changes

Positive prior forecast errors

Ratio of positive to
negative FE

% of total

Ratio of positive to % of total
negative FE

Ratio of positive to % of total
negative FE

1) (2 (3) 4) (5) (6)
Overall 1.58 100 1.53 100 1.99 100
Forecast errors=0 12 14 11
[-0.1, 0) & (0, 0.1] 1.86 31 1.82 33 2.33 33
[-0.2, —0.1) & (0.1, 0.2] 1.89 18 1.85 18 2.42 19
[-0.3, —0.2) & (0.2, 0.3] 1.85 10 1.66 9 2.22 10
[-0.4, —0.3) & (0.3, 0.4] 1.70 6 1.49 6 2.03 7
[-0.5, —0.4) & (0.4, 0.5] 1.52 5 1.28 4 1.70 4
[-1, =0.5) & (0.5, 1] 1.25 10 1.17 9 1.44 10
[Min, —1) & (1, Max] 0.62 8 0.58 7 0.83 6

Panel A provides statistics on forecast errors (FE) by sign of prior abnormal return, prior earnings changes, and prior forecast errors. Panel B (Panel C)
reports the ratio of positive to negative forecast errors for observations that fall into increasingly larger and nonoverlapping symmetric intervals moving out
from zero forecast errors for negative (positive) prior abnormal returns, prior earnings changes, and prior forecast errors. Prior abnormal return is the return
between 10 days after the last quarterly earnings announcement to 10 days prior to current quarterly earnings announcement minus the return on the value-
weighted market portfolio for the same period. Prior earnings changes are defined as the prior quarter seasonal earnings change (from quarter 7 — 5 to quarter
t — 1) scaled by beginning-of-period price. Forecast error is reported earnings minus the last consensus forecast of quarterly earnings issued prior to earnings

announcement scaled by price.

*Significantly different than zero at a 1% level or better.
#Mean forecast error for positive prior news variables is significantly different than mean forecast error for negative prior news variables at a 1% level or

better.
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The impact of the tail asymmetry on the inference of underreaction to prior
bad news can be seen in Panel B of Table 2, which presents the number of
observations in increasingly larger nonoverlapping symmetric intervals starting from
zero for the three prior bad news partitions. Even though large errors in the intervals
[min, —1) and (1, max] make up a relatively small percentage of the observations in
the bad news distributions of PrAR, PrEC, and PrFE (10%, 14%, and 14%,
respectively), errors of these absolute magnitudes comprise 3.45 (=1/0.29) 3.57
(=1/0.28), and 4.17 (=1/0.24) bad news observations for every good news
observation, respectively.

Apparent consistency across summary statistical indicators of analyst under-
reaction to prior bad news does not carry over to the case of prior good news. The
mean error for the good news partitions of PrAR and PrEC reported in columns 2
and 4 of Panel A of Table 2 are negative, consistent with analyst overreaction (i.e.,
the mean forecast is too high following good news), but is positive in the case of good
news PrFE, suggesting underreaction. These mixed parametric results are attribu-
table to the fact that tail asymmetries, although relatively small compared to their
bad news counterparts, are still sufficiently large to produce negative mean errors for
both prior good news partitions of PrAR and PrEC (see Fig. 2). However, they are
not large enough to generate a negative median for these variables because, as seen in
Panel C of Table 2, there is an even greater frequency of small positive errors
associated with middle asymmetries in the good news partitions than for
unconditional distributions (e.g., the ratio of positive errors to negative errors is
1.86 in the interval [—0.1, 0), (0, 0.1] of the PrAR partition but only 1.63 in that same
interval of the unconditional distribution). The middle asymmetries are thus
sufficiently large to offset relatively small tail asymmetries in these good news
partitions, leading to indications of underreaction to good news in nonparametric
statistics.'”

3.1.2. Inferences about analyst efficiency from regression analysis

While means, medians, and ratios of positive to negative forecast errors are viable
statistics from which to draw inferences of analyst inefficiency, most studies rely on
slopes of regressions of forecast errors on prior news variables. The most persistent
findings from such regressions are significant positive slope coefficients that are
consistent with overall analyst underreaction to prior news realizations. To examine

3In this study, as in any study that partitions prior news variables by sign, we treat all prior variables as
if they were interchangeable for the purposes of drawing inferences concerning a general tendency toward
analyst inefficiency. Clearly, partitioning on the sign of news is likely to lead to misclassification in the case
of prior earnings news, since the average firm is not likely to have an expected change of zero. Moreover,
both prior earnings changes and prior forecast errors entail the use of an earnings benchmark, which, as
discussed in the next section, introduces another potential problem of classification associated with
potential time-series correlations induced by earnings management. These are interesting issues worthy of
further consideration. However, they do not preclude an analysis of how the tail and middle asymmetries
in forecast error distributions have combined to generate inconsistent indications of analyst inefficiency in
the existing literature. If anything, these issues further strengthen the case for adopting the approach of
identifying salient features of distributions of forecast errors in an effort to develop more precise
hypotheses and design more appropriate empirical tests.
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Table 3
Slope coefficients from OLS and rank regressions of forecast errors on prior news variables

Explanatory variable

Prior abnormal return Prior earnings changes Prior forecast errors

OLS Ranked OLS Ranked OLS Ranked

Overall 0.744 0.162 0.819 0.160 0.238 0.253
<0.01 <0.01 <0.01 <0.01 <0.01 <0.01

Prior bad news 1.602 0.213 2.306 0.130 0.231 0.265
<0.01 <0.01 <0.01 <0.01 <0.01 <0.01

Prior good news 0.089 0.199 —0.835 0.157 0.045 0.170
0.28 <0.01 0.01 <0.01 0.11 <0.01

This table reports slope coefficient estimates from OLS and rank regressions of forecast errors on prior
abnormal return, prior earnings changes, and prior forecast errors with the White-corrected p-values. Prior
abnormal return is the return between 10 days after the last quarterly earnings announcement to 10 days
prior to current quarterly earnings announcement minus the return on the value-weighted market
portfolio for the same period. Prior earnings changes are defined as the prior quarter seasonal earnings
change (from quarter ¢ — 5 to quarter ¢ — 1) scaled by beginning-of-period price. Forecast error is reported
earnings minus the last consensus forecast of quarterly earnings issued prior to earnings announcement
scaled by price.

the effect of the two asymmetries on this inference, we first estimate the slope
coefficients for separate OLS and rank regressions of forecast errors on PrAR,
PrEC, and PrFE. After applying White corrections suggested by the regression
diagnostics, the estimates, as shown in the first row of Table 3, confirm that
the typical finding reported in the prior literature of overall underreaction holds
for all three prior news variables in our sample, inasmuch as all three coefficients
are positive and reliably different from zero. Similarly, rank regressions
produce significant positive slope coefficients in the case of all three prior news
variables.

Next, we compare the inferences from regression slope coefficients estimated by
the sign of prior news to assess their consistency with the parametric and
nonparametric evidence presented in Panel A of Table 2 and the preceding
regression results for the overall samples. These results are presented in Table 3.
Consistent with regression results for the overall sample, prior bad news partitions of
all three variables produce OLS and rank slope coefficients that are significantly
positive, indicating once again analyst underreaction to prior bad news. These results
are consistent with indications of underreaction in both the parametric and
nonparametric summary statistics associated with all three bad news partitions
reported in Panel A of Table 2. In sharp contrast, however, regression results for the
prior good news partitions generate inconsistent indications across both OLS and
rank regression slope coefficients and across prior news variables. The OLS slope
coefficient is positive but insignificant in the case of good news PrAR and PrFE,
resulting in a failure to reject efficiency in these cases, but it is reliably negative for
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the good news PrEC variable, consistent with analyst overreaction to prior good
earnings news. That is, OLS performed on the prior good news partitions of forecast
errors produces no evidence of apparent analyst underreaction observed both in the
overall samples and in the prior bad news partitions. In contrast, and adding to the
ambiguity, rank regressions do produce reliably positive slope coefficients consistent
with underreaction for all three prior good news variables. This finding is also
consistent with the rank regression results for both the overall samples and the prior
bad news partitions for all three prior news variables that suggest analyst
underreaction.

It is evident from the foregoing collection of parametric and nonparametric results
that it is difficult to draw a clear inference regarding the existence and nature of
analyst inefficiency with respect to prior news. These results are a microcosm of
similar inconsistencies found in the literature on analyst efficiency with respect to
prior news, examples of which are discussed below. In keeping with our goal of
assessing the extent, to which theories that predict systematic errors in analysts
forecasts are supported by the evidence, we next delve further into the robustness of
specific findings concerning analyst-forecast efficiency. As in the case of inferences on
bias in analysts’ forecasts, we find inconsistencies and a lack of robustness of
evidence, which are linked to the relative size of the two asymmetries present in
forecast error distributions.

3.2. How robust is evidence of analyst underreaction to bad news?

To further isolate the disproportional influence of the asymmetries on statistics,
we examine the relation between forecast errors and prior news variables in finer
partitions of the prior news variables. Our goal is to demonstrate that while the
statistical indications of analyst underreaction to prior bad news are largely
consistent in Tables 2 and 3, the phenomenon is not robust in the distribution of
forecast errors. Fig. 4 depicts the percentiles of the distributions of forecast errors for
the lowest, highest, and the combined distribution of the 2nd through the 9th decile
of each prior news variable. One pattern evident in all of the panels is that the most
extreme prior bad news decile is always associated with the most extreme negative
forecast errors.

The effect of this association is evident in Fig. 5, which summarizes the mean and
median forecast errors by decile of prior news for all three variables: The largest
negative mean error by far is produced in the Ist decile of all prior news variables.
This finding helps explain why overall bad news partitions of prior news yield
parametric means that are always consistent with analyst underreaction.'®

To gauge the effect of observations in the lowest prior news decile (which, as seen
in Fig. 4, are associated with extreme negative forecast errors), we reestimate the

18 Furthermore, in unreported results we find that OLS regressions by individual deciles produce
significant positive coefficients in only the 1st decile among all deciles associated with prior bad news for all
three prior variables. The combination of greater (lower) variation in the independent variable and a
strong linear (nonlinear) relation between prior news and forecast errors in the first decile (other deciles)
contribute to these results, as we discuss later.
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Fig. 4. The tail asymmetry in forecast errors within selected deciles of prior news variables. This figure
depicts percentiles of quarterly distributions of analysts’ forecast errors that fall in selected deciles (lowest,
highest, and the combined distribution of the 2nd through the 9th decile) of prior abnormal returns (Panel
A) prior earnings changes (Panel B) and prior forecast errors (Panel C). Forecast error equals reported
earnings minus consensus forecast of quarterly earnings issued prior to earnings announcement scaled by
the beginning-of-period price. Prior market-adjusted return is the return between 10 days after the last
quarterly earnings announcement to 10 days prior to current quarterly earnings announcement minus the
return on the value-weighted market portfolio for the same period. Prior earnings changes are defined as
the prior quarter seasonal earnings change (from quarter z — 5 to quarter ¢ — 1) scaled by the beginning-of-
period price.

OLS regressions for the overall sample after excluding observations in this decile
(unreported in the tables). We find that removing the 1st decile of prior news results
in declines in the overall coefficients from values of 0.744, 0.819, and 0.238, to values
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Fig. 5. Mean and median forecast errors by decile ranking of prior abnormal return (Panel A), prior
earnings changes (Panel B), and prior forecast errors (Panel C). This figure depicts mean and median
forecast errors for portfolios ranked on the basis of prior abnormal return (Panel A), prior earnings
changes (Panel B), and prior forecast errors (Panel C). Prior abnormal return is the return between 10 days
after the last quarterly earnings announcement to 10 days prior to current quarterly earnings
announcement minus the return on the value-weighted market portfolio for the same period. Prior
earnings changes are defined as the prior quarter seasonal earnings change (from quarter 7 — 5 to quarter
t — 1) scaled by the beginning-of-period price. Forecast error is reported earnings minus the last consensus
forecast of quarterly earnings issued prior to earnings announcement scaled by price.

of 0.380, —0.559, and 0.194, for PrdR, PrEC, and PrFE, respectively, and z-statistics
are significantly reduced in each case. Removal of individual deciles 2-9 before
reestimating the regressions leads to virtually no change in the coefficients for all
three prior news variables, whereas removal of the 10th decile actually leads to
increases in the coefficients for all three variables. Notably, the disproportionate
influence of extreme forecast error observations associated with extreme prior news
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is an effect that is not specifically predicted by extant behavioral or incentive-based
theories of analyst inefficiency.!’

The middle asymmetry also contributes, albeit more subtly than the tail
asymmetry, to producing OLS regression coefficients that are consistent with
underreaction to bad news. As seen in the first row of Panels A—C of Table 4
(““Overall’’), which presents the ratio of positive to negative forecast errors by deciles
of all three prior news variables, the percentage of positive errors increases as prior
news improves. Consider, for example, in Panel A, the evidence for the first 5 deciles
of PrAR, which only pertain to prior bad news realizations. The steadily increasing
rate of small positive errors as Pr4AR improves will contribute to a positive slope
coefficient in OLS regressions of forecast errors on prior bad news, reinforcing an
inference of underreaction from this statistic. The concern raised by evidence in the
remaining rows of Panel A of Table 4 is that less extreme prior bad news generates
increasingly higher incidences of small positive versus small negative forecast
errors—that is, observations that represent exactly the opposite of analyst
underreaction.

Finally, recall that nonparametric statistics, including percentages of negative
errors, rank regression slopes, and medians, also provide consistent indications of
analyst underreaction to bad news. The nonparametric evidence in Panel A of
Table 4 suggests however that this finding is also not as robust as it first appears. In
the case of PrAR, for example, only the two most extreme negative deciles are
associated with a reliably higher frequency of negative errors, which would not be
expected if analyst underreaction to bad news was a pervasive phenomenon. In fact,
there is a monotonic increase in the rate of positive to negative errors in the deciles
that contain bad news realizations, with the 3rd decile containing a statistically equal
number of each, and deciles 4-6 containing a reliably greater number of positive than
negative errors.'® Thus, observations that form the tail asymmetry, which is most
pronounced in extreme bad news Pr4R, even have a disproportional impact on some
nonparametric evidence of underreaction to bad news, including indications from
medians, percentages of negative errors, and rank regressions. '

71t is not well recognized that the inference of underreaction to prior bad news generated by the
parametric tests favored in the literature is common to all prior news variables and is always driven by the
concentration of extreme negative errors associated with extreme prior bad news. This conclusion can be
drawn from studies investigating over/underreaction to prior returns (see, e.g., Brown et al., 1985; Klein,
1990; Lys and Sohn, 1990; Abarbanell, 1991; Elgers and Murray, 1992; Abarbanell and Bernard, 1992;
Chan et al., 1996) and studies investigating over/underreaction to prior earnings changes (see, e.g., De
Bondt and Thaler, 1990; Abarbanell and Bernard, 1992; Easterwood and Nutt, 1999).

"¥The 6th decile of PrdR includes small negative, small positive, and a limited number of zero
observations. The demarcation point of zero occurs in the 4th decile of PrEC, reflecting a greater
likelihood of positive earnings changes than negative earnings changes. The demarcation occurs in the 5th
decile of PrFE, reflecting both a high percentage of zero prior forecast errors as well as the higher incidence
overall of positive versus negative errors associated with the middle asymmetry. As suggested in footnote
15, simply partitioning prior news at the value of zero (as is done in the literature) may not lead to
appropriate comparisons with respect to analyst efficiency across prior news variables in all situations.

19 Recall that rank regressions of forecast errors and prior news produce large positive and significant
slope coefficients, consistent with underreaction to bad news prior returns even though the incidence of
positive errors is equal to or greater than the incidence of negative forecast errors in all but the most
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Table 4
Ratio of small positive to small negative forecast errors in symmetric regions by decile ranking of prior
abnormal return (Panel A), prior earnings changes (Panel B), and prior forecast error (Panel C)

Range of forecast errors Lowest 2 3 4 5 6 7 8 9 Highest

Panel A: Ratio of small positive to small negative forecast errors and percentage of total decile observations
within deciles of prior abnormal return
Overall 0.66 078 097 1.08 1.17 127 133 139 176 212

[-0.1, 0) & (0, 0.1] 1.39 .12 1.35 151 1.53 1.6l 166 1.75 184 243
24% 30% 32% 34% 35% 36% 38% 36% 34% 31%
[-0.2, —=0.1) & (0.1, 0.2] 1.11 .16 126 124 149 153 146 154 241 2.60
18% 19% 21% 19% 20% 21% 20% 20% 21% 21%
[-0.3, —0.2) & (0.2, 0.3] 0.75 0.83 099 1.15 1.14 131 172 156 202 2.64
10% 1% 11% 11% 12% 12% 11% 12% 12% 11%

Panel B: Ratio of small positive to small negative forecast errors and percentage of total decile observations
within deciles of prior earnings changes
Overall 0.75 077 086 091 1.16 153 1.83 1.87 1.83 145

[~0.1, 0) & (0, 0.1] 1.52 130 1.18 114 138 210 236 207 2.00 1.98
16%  21% 28% 41% 56% 54% 45% 33% 25% 18%
[-0.2, —0.1) & (0.1, 0.2] 1.25 115 1.1 1.08 129 1.57 224 254 220 191
13%  19% 21% 23% 19% 20% 24% 25% 22% 15%
[-0.3, —0.2) & (0.2,0.3] 0.97 098 091 079 093 1.19 203 2.17 198 2.19
9% 2% 13% 12% 7% 9% 11% 13% 13% 11%

Panel C: Ratio of small positive to small negative forecast errors and percentage of total decile observations
within deciles of prior forecast errors

Overall 0.53 0.58 070 0.74 132 225 206 191 195 182
[~0.1, 0) & (0, 0.1] LI0 090 091 087 150 3.02 222 205 209 1.65
8% 15% 24% 37% 65% 58% 46% 33% 24% 13%

[-0.2, =0.1) & (0.1, 0.2] 1.27 094 088 09 1.16 217 268 25 275 199
10% 17% 23% 25% 18% 21% 24% 25% 23% 16%
[-0.3, =0.2) & (0.2, 0.3] 0.90 071 0.69 0.64 128 1.69 216 266 220 232
9% 12% 14% 11% 7% 8% 10% 14% 15% 13%

This table reports the ratio of small positive to small negative forecast errors for observations that fall into
increasingly larger and nonoverlapping symmetric intervals moving out from zero forecast errors and the
percentage of observations that fall in these intervals of the total nonzero forecast errors in that decile.
Prior abnormal return is the return between 10 days after the last quarterly earnings announcement to 10
days prior to current quarterly earnings announcement minus the return on the value-weighted market
portfolio for the same period. Prior earnings changes are defined as the prior quarter seasonal earnings
change (from quarter # — 5 to quarter ¢ — 1) scaled by the beginning-of-period price. Forecast error is
reported earnings minus the last consensus forecast of quarterly earnings issued prior to earnings
announcement scaled by price.

(footnote continued)

extreme deciles of bad news Pr4R. This occurs because the most negative ranks of PrAR are paired with
the most negative forecast errors, which when combined with the increasing incidence of pessimistic errors
as bad news becomes less extreme (in principle, overreaction), accounts for an overall positive association
in the rank slope coefficient that is consistent with apparent underreaction.
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3.3. How robust is the evidence of misreaction to prior good news?

As seen in Tables 2 and 3, evidence can be found for either analyst underreaction
or overreaction to prior good news, depending on the statistical approach and/or
prior variable on which the researcher focuses. Our goal in this section is to examine
the robustness of parametric evidence of analyst overreaction and nonparametric
evidence of analyst underreaction to good news.

In Panel A of Fig. 4, the most extreme prior good news decile in the case of PrdR
does not display a tail asymmetry substantially different from the combined deciles
2-9. In contrast, in the case of PrEC (in Panel B) the most extreme positive decile
actually exhibits the second largest degree of tail asymmetry inasmuch the combined
inner decile distribution (deciles 2-9) has a considerably smaller tail asymmetry. In
the case of PrFE, depicted in Panel C, the most extreme positive decile displays a
slightly greater degree of tail asymmetry than the combined deciles 2-9. Thus,
although the tail asymmetry is always present in extreme prior good news deciles,
there is considerable variation in the degree of tail asymmetry across extreme good
news realizations of prior news variables—a phenomenon that once again is not
contemplated by general incentive and behavioral theories.

The statistical impact of variation in the degree of tail asymmetries in extreme
good news deciles across prior variables is reflected in the mean forecast errors by
decile presented in Fig. 5. Notably, as seen in Panel B, the relatively large tail
asymmetry associated with extreme good news PrEC leads to a negative mean error
in the 10th decile (i.e., overreaction), which aligns with the large tail asymmetry
observed in Panel B of Fig. 4. In contrast, mean forecast errors for the good news
PrEC deciles 5-9 are small and in many cases significantly positive (i.e., consistent
with underreaction) because the tail asymmetry associated with these observations is
small. The disproportional influence of the 10th decile of PrEC is also evident in
regression results. In addition to being responsible for the only overall prior good
news partition that produces a significant OLS slope coefficient, it is the only
individual decile comprising good news for any variable that produces a significant
slope coefficient (unreported in the tables). We note that removal of the 10th decile
from the overall regression of forecast errors on PrEC leads to an increase in the
slope coefficient from a value of 0.819 to 3.17, with a corresponding increase in the
t-statistic. That is, the strong negative association between forecast errors and prior
good news in this decile, which contributes disproportionately to the finding of
overreaction to good news, also introduces severe nonlinearity in the overall
regression.”’

20The increasing rate of small positive errors as good news becomes more extreme contributes to
positive slope coefficients in OLS regressions of forecast errors on prior good news. This is analogous to
the impact of increasing rates of positive errors as bad news becomes less extreme, an effect more evident
when the most extreme decile of good news is removed. The concern here, however, is that more extreme
prior news leads to higher incidences of less extreme positive forecast errors—a phenomenon that is not
only counterintuitive but is not predicted by extant incentive and behavioral theories of analyst
inefficiency.
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The most extreme good news PrEC decile is, therefore, largely responsible for the
negative slope coefficient and the negative mean observed for good news PrEC
partitions, suggesting the dominant influence of a small number of observations
from the left tail of the distribution of forecast errors in producing parametric
evidence of overreaction to good news prior earnings changes. Easterwood and Nutt
(1999) refer to regression results that indicate a combination of underreaction to bad
news and overreaction to good news as generalized optimism. From the evidence
presented thus far it is clear that a small number of extreme negative forecast error
observations associated with both extreme bad and extreme good news PrEC
realizations are largely responsible for this finding. The question of the robustness of
the finding of generalized optimism is magnified in the case of statistical indications
of overreaction to good news because, as was reported in Table 2, good news PrAR
and PrFE do not generate consistent parametric evidence of generalized optimism,
even in the extreme deciles. This lends a “razor’s edge” quality to the result that
hinges on whether there is a sufficiently large number of extreme bad and good news
realizations associated with extremely negative forecasts.?! Furthermore, ambiguity
in interpreting the evidence is introduced because there is no extant behavioral or
incentive theory of analyst inefficiency that predicts that, when overreaction occurs,
it will be concentrated among extreme prior news and come in the form of extreme
analyst overreaction.

Finally, just as in the case of prior bad news, the presence of asymmetries also raises
questions about the robustness of nonparametric evidence of analyst misreaction to
prior good news. Recall from Section 3.1.1 that, in contrast to parametric statistics,
nonparametric statistics suggested analyst underreaction to prior good news for all
three prior news variables. The evidence in Tables 2 and 4 indicates that large middle
asymmetries reinforce nonparametric indications of underreaction—in particular, the
increasing relation between the magnitude of good news and the likelihood of small
positive forecast errors, a relation that is monotonic in the case of Pr4AR and PrFE.
Thus, the middle asymmetry, and its variation with the magnitude of prior good news,
has a disproportionate impact on the inference of underreaction to good news from
nonparametric statistics, including indications from medians, percentages of negative
errors, and rank regressions. Notably, the percentage of positive forecast errors is
substantially larger than the percentage of negative errors even in the most extreme
PrEC decile. That is, the decile largely responsible for producing the only statistical
evidence that analysts overreact to good news displays a strong tendency for errors
that are consistent with underreaction.

3.4. The tail and middle asymmetries and serial correlation in analysts’ forecasts

The preceding results indicate that regression evidence of underreaction is
disproportionately influenced by apparent extreme underreaction to extreme bad

2 Easterwood and Nutt (1999) eliminate the middle third of the prior earnings news distribution before
estimating OLS slope coefficients, which provide the statistical support for their conclusion that analysts
underreact to bad news and overreact to good news. Clearly, this test design gives even greater weight to
observations that comprise the tail asymmetry.
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prior news and is also impacted by the increase in the middle asymmetry as prior
news improves. The asymmetries have important impacts on alternative (to
regression) tests of analyst inefficiency in the literature. For example, as mentioned
earlier, the analysis of the relation between current and prior forecast errors is
typically not couched in terms of over- or underreaction to signed prior news, but
rather in terms of overall serial correlation in lagged analyst forecast errors (see, e.g.,
Brown and Rozeff, 1979; Mendenhall, 1991; Abarbanell and Bernard, 1992; Ali et al.,
1992; Shane and Brous, 2001; Alford and Berger, 1999). These studies focus almost
exclusively on parametric measures of serial correlation and primarily on the first
lag, or consecutive period errors.

Table 5 presents the Pearson and Spearman correlation between consecutive
quarterly forecast errors for the overall sample and within each of the deciles of
current forecast errors. The mean correlations for the entire sample are statistically
significant, with yearly averages of 0.15 and 0.22, respectively. Note that the first
decile, which includes the observations in the extreme left tail that are associated
with the tail asymmetry, produces the greatest Pearson and Spearman correlations of
0.17 and 0.19, respectively. In contrast, the correlations in all other deciles are much
smaller and most often statistically insignificant in the case of the Pearson measure.
It is interesting to note that if distributions of forecast errors were symmetric, then
forming deciles on the basis of current forecast errors (a procedure only followed in
Table 5) would be expected to attenuate, relative to the overall sample serial
correlation, the estimated correlation in every decile. However, the facts that
correlation is not attenuated in the most extreme negative forecast error decile (in
fact, it is larger than the overall correlation) and that the Pearson correlation is
insignificant in the most extreme positive forecast error decile are additional
indications of the important role the tail asymmetry plays in the findings of serial
correlation. We note that when the deciles are formed based on prior forecast errors
(that is they are sorted on the independent variable, as is done in all other tests
performed in the paper) we still find that Pearson correlations are highest in the most
extreme negative forecast error decile.?

Finally, we note that the strongest Spearman correlations in the table, other than
the most extreme negative decile of current forecast errors, are found in deciles 6 and
7, 1.e., those with a high concentration of current and prior small pessimistic forecast
errors. The evidence is also inconsistent with what would be expected based on
forming deciles on current forecast errors, where correlation in the middle deciles
would be driven to zero. The higher correlations in deciles 6 and 7 are found whether
deciles are formed on current or prior forecast errors. The evidence suggests the need
for further exploration into the role of observations in the middle asymmetry in
producing estimated serial correlation consistent with apparent analyst under-
reaction to their own forecast errors.

21t is also interesting to note from columns 4 and 5 that the first decile is not only associated with the
largest mean values for current forecast errors, but is also associated with the largest mean value among
the prior (i.e., lagged) forecast error deciles.
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Table 5

Serial correlation in consecutive-period forecast errors

Decile ranking of ~ Pearson Spearman Mean forecast Mean prior quarter

forecast errors correlation in correlation in errors forecast errors
consecutive consecutive
forecast errors forecast errors

1) (2 3) C)) (5)

Lowest 0.17# 0.19% -2.08 —0.79

2 0.04% 0.07* —0.44 —0.26

3 0.03 0.06* —0.17 —0.12

4 0.06" 0.05% —0.06 —0.04

5 0.06* 0.03% 0.00 —0.07

6 —0.01 0.09% 0.03 0.04

7 0.01 0.08" 0.08 0.04

8 —0.02 0.04% 0.15 —0.01

9 0.00 0.04% 0.29 0.02

Highest 0.00 0.04% 0.90 —0.12

Overall 0.15% 0.22" —0.13 —0.13

This table reports the Pearson and Spearman correlation coefficients and means of current and prior
quarter forecast errors within deciles of the ranked (current) forecast error distribution. Forecast error is
reported earnings minus the last consensus forecast of quarterly earnings issued prior to earnings
announcement scaled by beginning-of-period price.

#(%) Represents a statistically significant correlation at a 1% (5%) level.

3.5. Summary and implications of the tail and middle asymmetries on inferences of
analyst efficiency

An important conclusion from the analysis of conditional forecast error
distributions is that the sign of prior news variables sorts observations from the
tail and middle asymmetries in a manner that (1) reinforces the inference of
underreaction found in parametric statistics for all prior bad news partitions, an
inference that is largely the result of the dominant impact of the tail asymmetry; and
(2) can create offsetting or reinforcing effects that contribute to producing conflicting
signs of means and regression slope coefficients within and across different prior
good news partitions of the variables. Thus, the presence of middle and tail
asymmetries in conditional distributions of forecast errors helps explain why
evidence of underreaction to bad news appears to be so robust in the literature while
evidence of under- and overreaction to good news is not. Attenuation of means and
slope coefficients due to the relatively greater impact of the middle asymmetry in
good news distributions of forecast errors also helps explain why, in every study to
date that employs parametric tests and concludes that analysts’ forecasts are
inefficient, the magnitude of misreaction to bad news is always found to be greater
than the magnitude of misreaction to good news.

It is tempting to infer from the insignificance of slope coefficients pertaining to
regressions of forecast errors on prior news generated for some good news partitions
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reported in Table 3 and in all inner deciles of distributions of all prior news variables
that, apart from cases of extreme prior news, analysts produce efficient forecasts (see,
footnote 16). However, the sensitivity of statistical findings in prior good news
partitions documented above suggests that we exercise caution in reaching this
conclusion. Results in Fig. 4 and Table 4, along with unreported results, verify that
all decile partitions of PrAR and PrEC are characterized by both middle and tail
asymmetries, and that every good (bad) news decile of PrFE is characterized by a
middle (tail) asymmetry. While it is possible that failure to reject zero slope
coefficients in the inner deciles is the result of a general tendency for analyst forecasts
to be efficient when prior news is not extreme, we must concede the possibility that
the lower variation in the independent variable and small numbers of observations
associated with tail and middle asymmetries within deciles combine to produce
nonlinearities and lower power in a manner that obscures evidence of analyst
inefficiency. That is, slicing up the data into greater numbers of partitions does not
appear to eliminate the potential impact of both asymmetries in influencing
inferences concerning the existence and nature of analyst inefficiency in parametric
tests.*

The evidence in this section reveals how asymmetries can produce and potentially
obscure indications of analyst inefficiency, depending on the statistical approach
adopted by the researcher. Next, we describe examples of procedures that (perhaps
unintentionally) mitigate the impact of observations that comprise the asymmetries,
but may not necessarily shed new light on the question of whether analysts’ forecasts
are efficient.

3.6. Data transformations, nonlinear statistical methods, and alternative loss functions

Apart from partitioning forecast errors in parametric tests and applying nonpara-
metric tests, some studies implicitly or explicitly adjust the underlying data in order to
attenuate the disproportional impacts and nonlinearities induced by the tail asymmetry.
Two such approaches are truncating and winsorizing forecast errors. As in the case of
inferences concerning bias discussed in Section 2, the effects of arbitrary truncations on
inferences concerning analyst under- and overreaction can be significant. Keane and
Runkle (1998), for example, argue that evidence of misreaction to prior earnings news
is overstated as a result of uncontrolled cross-correlation in forecast errors. However,
they explicitly state that their finding of efficiency—after applying GMM to control for
bias in standard errors induced by cross-correlation—rests on having first imposed a

2 Severe heteroscedasticity in the decile regression residuals are consistent with this argument. In
addition, while we do not advocate arbitrary truncations of the data to mitigate the impact of the
asymmetries we find that small symmetric truncations of tail observations within decile distributions
similar to those described in the previous section for the unconditional distribution of forecast errors result
in significant slope coefficients in many of the inner deciles of prior returns and prior earnings changes.
Because small truncations of extreme observations reduce the number of observations in each decile and
further reduce variation in the independent variable, it is possible that the statistical significance of the
coefficients after truncation in these cases reflects the presence of analyst inefficiency and/or the
elimination of the offsetting impact of the tail asymmetry in a manner that allows the middle asymmetry to
dominate an inference of inefficiency.
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sample selection criterion that results in the truncation of large forecast error
observations in the extreme negative tail of the distribution. Their argument for doing
so is that the Compustat reported earnings used to benchmark forecasts for such
observations includes large negative transitory items that analysts do not forecast.
Abarbanell and Lehavy (2002) show that tail asymmetries also characterize
distributions of forecast errors based on the earnings reported by commercial forecast
data sources such as I/B/E/S, Zacks, and First Call, which are, in principle, free of such
special items. They also report a high correlation between the observations that fall into
the extreme negative tail of the distribution of forecast errors calculated with
Compustat-reported earnings and those that fall into the extreme negative tail of
distributions calculated with earnings provided by forecast data services. Thus, it
remains to be seen whether the finding of analyst forecast rationality continues to hold
when GMM procedures are applied to untruncated distributions of forecast error
based on “cleaned” reported earnings numbers rather than truncated distributions of
forecast errors based on Compustat earnings.**

An alternative to arbitrarily truncating a subset of observations is to transform the
entire distribution of forecasts, a common procedure used to eliminate nonlinea-
rities, stabilize variances, or induce a normal distribution of forecast errors to avoid
violating the assumptions of the standard linear model. For example, log and power
transformations mitigate skewness and the disproportionate impact of extreme
observations when the dependent variable is forecast errors. However, each type of
transformation alters the structure of the data in a unique way, and it is possible for
different transformations to yield different inferences concerning analyst inefficiency.
That is, transformations of distributions of forecast error are not likely to lead to
greater consensus in the literature unless strong a priori grounds for preferring one
transformation to another can be agreed upon. Such grounds can only be found by
gaining a better understanding of what factors are responsible for creating relevant
features of the untransformed data—an understanding that in turn would require
more exacting theories than have thus far been produced as well as more institutional
research into the analysts’ actual forecasting task.

Finally, instead of adapting the data to fit the model the researcher may choose to
adapt the model to fit the data. Disproportionate variation in the degree of tail
asymmetry as a function of the sign and magnitude of prior news suggests, at a
minimum, that parametric tests of analyst inefficiency should be adapted to allow for
the nonlinear relationship between forecast errors and prior news. For example, after
Basu and Markov (2003) replaced the quadratic assumption in their standard OLS
regression with a linear loss function assuming that analysts minimize absolute
forecast errors, they found little evidence to support analyst inefficiency. Imposing
this loss function has an effect similar to truncating extreme observations, since such

2*We note that although arbitrarily truncating the dependent variable (e.g., Keane and Runkle, 1998)
may seem to be a more egregious form of biasing a test, the evidence presented earlier suggests that
arbitrarily truncating observations in the middle of the distribution of the prior earnings news (e.g.,
Easterwood and Nutt, 1999) can also create problems when researchers draw inferences about the
tendency for analysts to misreact to prior news, inasmuch as this procedure can further accentuate the
already disproportionate impact of the tail asymmetry.
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observations are given less weight in the regression (as opposed to being removed
outright from the distribution).*

Clearly there is something to be learned from examining how inferences change under
different assumed loss functions. However, at this stage in the literature, the approach
will have limited benefits for a number of reasons. First, while a logical case can be made
for one loss function that leads to the failure to reject unbiasedness and efficiency, an
equally strong case for a loss function that leads to a rejection of unbiasedness and
efficiency can also be made, without either assumption being inconsistent with existing
empirical evidence of how analysts are compensated. In such cases, the conclusion about
whether analyst forecasts are rational will hinge on which assumption best describes
analysts’ true loss function—a subject about which we know surprisingly little.?®
Second, it is possible that some errors are actually partially explained by cognitive or
incentive factors that are coincidental with or are exacerbated by other factors that give
rise to the same errors the researcher underweights by assuming a given loss function.
Finally, although assuming a given loss function—like the choice of alternative test
statistics or data truncations—may lead to a statistical inference consistent with
rationality, such an approach ignores the empirical fact that the two notable
asymmetries are present in the distribution. Given their influence on inferences,
providing compelling reasons for these asymmetries is a prerequisite for judging whether
and in what circumstances incentives or cognitive biases induce analyst forecast errors.

In the next section we take a step toward understanding how the asymmetries in
forecast error distributions arise by identifying a link between the presence of
observations that comprise the two asymmetries and unexpected accruals included in
the reported earnings used to benchmark forecasts. This link suggest the possibility
that some “errors” in the distribution of forecast errors may arise only because the
forecast was inappropriately benchmarked with reported earnings, when in fact the
analyst had targeted a different earnings number.

4. Linking bias in reported earnings to apparent bias and inefficiency in analyst
forecasts

4.1. Accounting conservatism and unexpected accruals

Abarbanell and Lehavy (2003a) argue that an important factor affecting the
recognition of accounting accruals is the conservative bent of GAAP. Because

25 Note that, as discussed earlier, there may be greater difficulty detecting irrationality (alternatively, a
greater likelihood of failing to reject efficiency) using regression analysis once procedures that attenuate
the impact of left tail observations are introduced because the middle asymmetry is still present.

26 The fact that the evidence of misreaction to even extreme good news is mixed for different definitions
of prior news and different parametric statistics presents a challenge to adapting behavioral theories to
better fit the data. Unless we can identify a common cognitive factor that explains why differences in
apparent misreaction depend on the extremeness of prior news, the empirical case for any form of
generalized bias or inefficiency will hinge on a relatively small number of observations comprising the tail
and middle asymmetries that are not predicted by the theory.
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conservative accounting principles facilitate the immediate recognition of economic
losses but restrict the recognition of economic gains, the maximum amount of
possible income-decreasing accruals that a typical firm can recognize in a given
accounting period will be larger than the maximum amount of income-increasing
accruals (see, e.g., Watts, 2003). Table 6 provides evidence that supports this
intuition.

The table presents selected summary statistics associated with cross-sectional
distributions of firms’ quarterly unexpected accruals over the sample period.>” The
mean unexpected accrual over the sample period is —0.217. While the distribution is
negatively skewed, the median is 0.023 and the percentage of positive and negative
unexpected accruals is nearly equal. It is evident from Table 6 that, while the
unexpected accrual distribution is relatively symmetric in the middle, it is
characterized by a longer negative than positive tail. For example, the magnitude
of the average values at the 25th and 75th percentiles is nearly identical. However,
symmetric counterpart percentiles outside these values begin to diverge by relatively
large amounts, beginning with a comparison of the values at the 10th and 90th
percentiles. The differences become progressively larger with comparisons of
counterpart percentiles farther out in the tails. For example, the average 5th and
3rd percentile values are approximately 1.17 times larger than the average 95th and
97th percentiles, and the average value of the 1st percentile is 1.30 times larger than
the average value of the 99th percentile. We stress that, although the percentile
values of unexpected accruals vary from quarter to quarter, the basic shape of the
distribution is similar in every quarter.

4.2. Linking unexpected accruals to asymmetry in tails of forecast error distributions

The measure of unexpected accruals we employ is based on historical relations
known prior to the quarter for which earnings are forecast. Although the term
“unexpected’ is used, it is possible—in fact likely—that analysts will acquire new
information about changes in the relations between sales and accruals that occurred
during the quarter before they issue their last forecast for a quarter. Nevertheless, we
can use the measure of unexpected accruals to identify, ex-post, cases in which
significant changes in accrual relations did take place, and then assess whether the
evidence is consistent with analysts’ issuing a final forecast of earnings for the
quarter either unaware of some of these changes or unmotivated to forecast them.

If analysts’ forecasts do not account for the fact that some firms will recognize
accruals placing them in the extreme negative tails of the distribution of unexpected
accruals, then there will be a direct link between the negative tail of this distribution
and the extreme negative tail of the forecast error distribution. The conjectured link

27 Unexpected accruals reported in the tables are the measure produced by the modified Jones model
applied to quarterly data (see Appendix A for calculations). To facilitate comparison with our forecast
error measure, we express unexpected accruals on a per share basis scaled by price and multiplied by 100.
As indicated earlier, the qualitative results are unaltered when we employ the unmodified Jones model and
other estimation techniques found in the literature, including one that excludes nonrecurring and special
items.
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Table 6

Descriptive statistics on quarterly distributions of unexpected accrual, 1985-1998

137

Unexpected accrual

Number of observations 33,548
Mean —-0.217
Median 0.023
Standard deviation 5.600
Skewness —1.399
Kurtosis 16.454
% Positive 50.8

% Negative 49.2

% Zero 0.0

P1 —20.820
P3 —11.547
P5 —8.386
P10 —4.574
P25 —1.349
P75 1.350
P90 4.185
P95 7.148
P97 9.891
P99 15.945

This table reports descriptive statistics on quarterly distributions of unexpected accruals. Unexpected
accruals are calculated using the modified Jones model as described in the appendix (expressed as
unexpected accrual per share scaled by price and multiplied by 100).

is depicted in Fig. 6. The figure shows mean forecast errors in intervals of (+/—)
0.5% centered on the percentiles of unexpected accruals. For example, the mean
forecast error corresponding to the Xth percentile of unexpected accruals is
computed using observations that fall in the interval of X—0.5 to X+ 0.5 percentiles
of the unexpected accruals distribution.

It is clear from Fig. 6 that extreme negative forecast errors are associated with
extreme negative unexpected accruals. That is, the evidence suggests a direct
connection between the tail asymmetry in the forecast error distribution
(documented in earlier sections) and an asymmetry in tails of the unexpected
accrual measure.”® This link continues to be observed even when we employ
consensus earnings estimates and reported earnings that are, in principle, stripped of

28 Another example of this link relates to the evidence on serial correlation in forecast errors presented
earlier. Recall from Table 5 that the most extreme prior forecast error decile is also associated with the
most negative mean current forecast errors. In unreported results we find that this decile is also
characterized by the largest negative lagged and current unexpected accruals observed for these deciles
(whether forecast error deciles are formed on the current or prior forecast errors). Thus, consecutive
quarters of large, negative unexpected accruals go hand-in-hand with consecutive quarters of extreme
negative forecast error observations that, in turn, are associated with high levels of estimated serial
correlation.
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Fig. 6. Linking unexpected accruals and the asymmetry in tails of forecast error distributions. This figure
depicts percentiles of unexpected accruals and mean forecast errors (gray area) in intervals of (+/—) 0.5%
around unexpected accruals percentiles. For example, the mean forecast errors corresponding to the Xth
percentile of unexpected accruals is computed using observations that fall in the interval of X—0.5 to
X+0.5 percentiles of the unexpected accruals distribution. Forecast error equals reported earnings minus
consensus forecast of quarterly earnings issued prior to earnings announcement scaled by the beginning-
of-period price. Unexpected accruals are the measure produced by the modified Jones model as described
in the appendix (expressed as percentage of unexpected accrual per share scaled by price and multiplied by
100).

nonrecurring items and special charges (because Zacks indicates that analysts do not
attempt to forecast these items), and a measure of unexpected accruals that
also strips such items (see, Hribar and Collins, 2002). This suggests that an
association exists between extreme negative accruals deemed ‘“‘special or nonrecur-
ring” and extreme negative accruals that do not fit this description. One possible
reason for this association is that firms take an “unforecasted earnings bath,”
recognizing operating expenses larger than justified by the firm’s actual performance
for the period at the same time as they recognize large discretionary or
nondiscretionary negative transitory operating and nonoperating items (see,
Abarbanell and Lehavy, 2003b).

A second explanation for the association between large negative unexpected
accruals and large negative forecast errors is that all the models of unexpected
accruals examined in this study are prone to misclassifying nondiscretionary accruals
as discretionary in periods when firms are recognizing large, negative transitory
items. Combining the misclassification argument with a cognitive based argument
that analysts react too slowly to extreme current performance would account for the
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observed link between unexpected accruals and forecast errors. While a more
detailed analysis is beyond the scope of this paper, the evidence in Fig. 6 sheds
additional light on the question of misclassification. It is seen in the figure that the
largest percentiles of positive unexpected accruals are actually associated with fairly
large negative mean forecast errors. The upside down U-shape that characterizes
mean forecast errors over the range of unexpected accruals is inconsistent with a
straightforward misclassification argument.”® This is because if extreme positive
unexpected accruals reflected misclassification in the case of firms that experience
strong current performance, these would be the same cases in which analysts’
forecasts would tend to underreact to extreme current good news and issue forecasts
that fall short of reported earnings. The association between firm recognition of large
negative transitory items and large negative operating items and the association
between forecast errors and unexpected accruals are empirical phenomena that
clearly deserve further exploration.

4.3. Linking unexpected accruals and the asymmetry in the middle of forecast error
distributions

Table 7 provides evidence suggesting that unexpected accruals are also asso-
ciated with the middle asymmetry in forecast error distributions. Column 2 presents
a comparison of the ratio of positive to negative errors in narrow intervals centered
on a zero forecast error (as reported in Panel B of Table 1) to the analogous
ratio when forecast errors are based on reported earnings after “‘backing out”
the realization of unexpected accruals for the quarter. In sharp contrast to the
results reported in Table 1, the results in Table 7 indicate that after controlling
for unexpected accruals, the number of small positive forecast errors never exceeds
the number of small negative forecast errors in any interval. For example, the
ratio of good to bad earnings surprises in the interval between [—0.1, 0) and (0, 0.1]
is 1.63 (a value reliably different from 1) when errors are computed using earnings
as reported by the firm, compared to 0.95 (statistically indistinguishable from 1)
when errors are based on reported earnings adjusted for unexpected accruals.
Thus, as in the case of the tail asymmetry, there is an empirical link between
firms’ recognition of unexpected accruals and the middle asymmetry. Given the
impact of the tail and middle asymmetries on inferences concerning analyst bias
and inefficiency described in Sections 2 and 3, researchers should take into
account the role of unexpected accruals in the reported earnings typically used to
benchmark forecast.

2 The plot of median forecast errors around unexpected accrual percentiles also displays an upside down
U-shape. However, as one might expect from the summary statistics describing the forecast error
distributions in Table 1, the magnitude of these median errors is much smaller than mean errors, and large
negative median forecast errors are only found in the most extreme positive and negative unexpected
accrual percentiles.
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Table 7

Linking unexpected accruals and the asymmetry in the middle of forecast error distributions

Range of forecast errors Ratio of positive to negative Ratio of positive to negative
forecast errors based on reported  forecast errors based on earnings
earnings adjusted for unexpected accruals

M ()] 3

Overall 1.19* 0.96*

[-0.1, 0) & (0, 0.1] 1.63* 0.95

[-0.2, —0.1) & (0.1, 0.2] 1.54* 0.97

[-0.3, —0.2) & (0.2, 0.3] 1.31* 1.09

[-0.4, —0.3) & (0.3, 0.4] 1.22* 0.97

[-0.5, —0.4) & (0.4, 0.5] 1.00 0.99

[-1, —0.5) & (0.5, 1] 0.83* 0.95*

[Min, —1) & (1, Max] 0.40* 0.95*

This table provides the ratio of positive to negative forecast errors for observations that fall into
increasingly larger and nonoverlapping symmetric intervals moving out from zero forecast errors. For
example, the forecast error range of [—0.1, 0) & (0, 0.1] includes all observations that are greater than or
equal to —0.1 and (strictly) less than zero and observations that are greater than zero and less than or
equal to 0.1. Forecast error is reported earnings minus the last consensus forecast of quarterly earnings
issued prior to earnings announcement scaled by the beginning-of-period price. Earnings before
unexpected accruals (used to compute the forecast error ratios in column 3) are calculated as the difference
between reported earnings and the empirical measure of unexpected accruals.

*A test of the difference in the frequency of positive to negative forecast errors is statistically significant at
or below a 1% level.

4.4. Explanations for a link between asymmetries in forecast error distributions and
unexpected accruals

One general explanation for the link between unexpected accruals and the
presence of asymmetries in forecast error distributions is that incentive or judgment
factors that affect analysts’ forecasts are exacerbated when estimates of unexpected
accruals are likely to be unusual. For example, it is possible that cases of
underreaction that appear to be concentrated among firms with the most extreme
bad news reflect situations in which analysts have the weakest (strongest) incentives
to lower (inflate) forecasts or suffer from cognitive obstacles that prevent them from
revising their forecasts downward. At the same time, it has been argued in the
accounting literature that unexpected accrual models produce biased downward
estimates in exactly the same circumstances, i.e., when firms are experiencing
extremely poor performance (see, e.g., Dechow et al., 1995).°° This combination of

*The controversy over bias in unexpected accrual estimates relates to the issue of whether they truly
reflect the exercise of discretion on the part of management. The conclusion that such measures are flawed
is generally based on results from misclassification tests in which the maintained assumption is that
historical data have not been affected by earnings management. This assumption can be challenged on
logical grounds and, somewhat circularly, on the grounds that no evidence in the empirical literature
supports this assumption.
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potentially unrelated factors could account for the fact that extreme negative
unexpected accruals accompany analysts’ final forecasts for quarters characterized
by prior bad news. Analogously, a higher incidence of small positive versus small
negative errors as news improves is consistent with a greater likelihood of a fixed
amount of judgment-related underreaction or incentive-based inflation of forecasts
the better the prior news. The fact that unexpected accruals also appear to be related
to the presence of the middle asymmetry may be coincidental to a slight tendency for
unexpected accrual estimates to be positive in cases of firms experiencing high
growth and positive returns (see, e.g., McNichols, 2000).*!

Clearly there is a long list of possible combinations of unrelated factors that can
simultaneously give rise to the two asymmetries in forecast error distributions and
their apparent link to unusual unexpected accruals, which makes it difficult to
pinpoint their source. Nevertheless, researchers still have good reason to consider
these empirical facts when developing empirical test designs, choosing test statistics,
and formulating and refining analytical models. One important reason is that if
analysts’ incentives or errors in judgment are responsible for systematic errors, it
should be recognized that these factors appear to frequently produce very specific
kinds of errors; i.c., small positive and extreme negative errors. To date, however,
individual incentive and cognitive-based theories do not identify the economic
conditions, such as extreme good and bad prior performance, that would be more
likely to trigger or exacerbate incentive or judgment issues in a manner leading to
exactly these types of errors. These explanations are also not easily reconciled with
an apparent schizophrenia displayed by analysts who tend to slightly underreact to
extreme good prior news with great regularity, but overreact extremely in a limited
number of extreme good news cases. Finally, current behavioral and incentive-based
theories do not account for actions undertaken by firms that produce reported
earnings associated with forecast errors of the type found in the tail and middle
asymmetries. Until such theories begin to address these issues it is not clear how
observations that fall into the observed asymmetries should be treated in statistical
tests of general forms of analyst irrationality. The identification of specific types of
influential errors and their link to unexpected accruals documented in this paper
provides a basis or expanding and refining behavioral and incentive theories of
forecast errors.

A second reason for focusing on the empirical properties of forecast error
distributions and their link to unexpected accruals is because it supports an
alternative perspective on the cause of apparent forecast errors; i.e., the possibility
that analysts either lack the ability or motivation to forecast discretionary biases in
reported earnings. If so, then earnings manipulations undertaken to beat forecasts or
to create reserves (e.g., earnings baths) that are not anticipated in analysts’ forecasts

3 McNichols (2000) argues that a positive association between unexpected accruals and growth reflects
a bias in unexpected accrual models, but she does not perform tests to distinguish between this hypothesis
and the alternative that high-growth firms are more likely to recognize a positive discretionary accrual to
meet an earnings target, as argued in Abarbanell and Lehavy (2003a). We note that the presence of the
middle asymmetry among firms with prior bad news returns and earnings changes is inconsistent with the
misclassification argument.
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may in part account for concentrations of small positive and large negative
observations in distributions of forecast errors.”> This suggests that evidence
previously inferred to indicate systematic errors in analysts’ forecasts might actually
reflect the inappropriate benchmarking of forecasts.>> An important implication of
this possibility is that researchers may be formulating and testing new incentive and
cognitive theories or turning to more advanced statistical methods and data
transformations in order to explain forecast errors that are apparent, not real.

5. Summary and conclusions

In this paper we reexamine the evidence in the literature on analyst-forecast
rationality and incentives and assess the extent to which extant theories for analysts’
forecast errors are supported by the accumulated empirical evidence. We identify
two relatively small asymmetries in cross-sectional distributions of forecast error
observations and demonstrate the important role they play in generating statistical
results that lack robustness or lead to conflicting conclusions concerning the
existence and nature of analyst bias and inefficiency with respect to prior news. We
describe how inferences in the literature have been affected, but these examples by no
means enumerate all of the potential problems faced by the researcher using earnings
surprise data. Our examples do demonstrate how some widely held beliefs about
analysts’ proclivity to commit systematic errors (e.g., the common belief that
analysts generally produce optimistic forecasts) are not well supported by a broader
analysis of the distribution of forecast errors. After four decades of research on the
rationality of analysts’ forecasts it is somewhat disconcerting that the most definitive
statements observers and critics of earnings forecasters appear willing to agree on are
ones for which there is only tenuous empirical support.

We stress that the evidence presented in this paper is not inconsistent with forecast
errors due to analysts’ errors in judgment and/or the effects of incentives. However,
it does suggest that refinements to extant incentive and cognitive-based theories of
systematic errors in analysts’ forecasts may be necessary to account for the joint
existence of both a tail asymmetry and a middle asymmetry in cross-sectional

32 Abarbanell and Lehavy (2003b) offer theoretical, empirical, and anecdotal support for the assumption
that analysts may not be motivated to account for or capable of anticipating earnings management in their
forecasts. Based on this assumption they develop a framework in which analysts always forecast
unmanaged earnings and firms undertake extreme income-decreasing actions or manipulations that leave
reported earnings slightly above outstanding forecasts to inform investors of their private information.
They describe a setting in which neither analysts nor managers behave opportunistically and investors are
rational, where the two documented asymmetries in forecast error distributions arise and are
foreshadowed by the sign and magnitude of stock returns before the announcement of earnings. In
their setting, prior news predicts biases in the reported earnings benchmark, not biases in analysts’
forecasts.

33 Gu and Wu (2003) offer a variation on this argument suggesting that the analysts forecast the median
earnings of the firm’s ex-ante distribution, which also suggests that for some firms ultimate reported
earnings (reports that differ from median earnings) are not the correct benchmark to use to assess whether
analysts’ forecasts are biased.
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distributions of forecast errors. At the very least, researchers attempting to assess the
descriptiveness of such theories should be mindful of the disproportionate impact of
relatively small numbers of observations in the cross-section on statistical
inferences.*

The evidence we present also highlights an empirical link between unexpected
accruals embedded in the reported earnings benchmark to forecasts and the presence
of the tail and middle asymmetries in forecast error distributions. Such biases in
reported earnings benchmarks may point the way toward expanding and refining
incentive and cognitive-based theories of analyst errors in the future. However, these
results also raise questions about whether analysts are expected or motivated to
forecast discretionary manipulations of reported earnings by firms. Thus, these
results also highlight the fact that research to clarify the true target at which analyst
forecasts are aimed is a prerequisite to making a compelling case for or against
analyst rationality. Organizing our thinking around the salient properties of forecast
error distributions and how they arise has the potential to improve the chaotic state
of our current understanding of analyst forecasting and the errors analysts may or
may not systematically commit.

Appendix A. The calculation of unexpected accruals

Our proxy for firms’ earnings management, quarterly unexpected accruals, is
calculated using the modified Jones (1991) model (Dechow et al., 1995); sce Weiss
(1999) and Han and Wang (1998) for recent applications of the Jones model to
estimate quarterly unexpected accruals. All required data (as well as earnings
realizations) are taken from the 1999 Compustat Industrial, Full Coverage, and
Research files.

According to this model, unexpected accruals (scaled by lagged total assets) equal
the difference between the predicted value of the scaled expected accruals (NDAP)
and scaled total accruals (7'4). Total accruals are defined as

TA[ - (ACA, - ACL; - ACaSh, + ASTD; - DEPt)/Af,I,

where ACA; is the change in current assets between current and prior quarter, ACL,
the change in current liabilities between current and prior quarter, ACash, the change
in cash and cash equivalents between current and prior quarter, ASTD, the change in
debt included in current liabilities between current and prior quarter, DEP, the
current-quarter depreciation and amortization expense, and 4, the total assets.

3 For example, given the recent attention in the literature to incentive factors that give rise to small,
apparently pessimistic forecast errors (see footnote 5), it is important that researchers testing general
behavioral theories understand that the middle asymmetry has the ability to produce evidence consistent
with cognitive failures or, potentially, to obscure it. Similarly, the tail asymmetry has played a role in
producing both parametric and nonparametric evidence that supports incentive-based theories of bias and
inefficiency. However, such theories identify no role for extreme news or extreme forecast errors in
generating predictions and do not acknowledge or recognize their crucial role in providing support for
hypotheses.
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The predicted value of expected accruals is calculated as
NDAP[ = a](l/A[_]) + OCQ(AREV, - AREC[) + O(3PPE[,

where AREV, is the change in revenues between current and prior quarter scaled by
prior quarter total assets, AREC, the change in net receivables between current and
prior quarter scaled by prior quarter total assets, and PPE; the gross property plant
and equipment scaled by prior quarter total assets.

We estimate the firm-specific parameters, o, o, and a3, from the following
regression using firms that have at least ten quarters of data:

TA;-1 = ai(1/A;-2) + axAREV,_1 + a3PPE,_| + ¢_,.

The modified Jones model resulted in 35,535 firm-quarter measures of quarterly
unexpected accruals with available forecast errors on the Zacks database.
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Abstract

This paper examines whether the quality of stock analysts’ forecasts is related to
conflicts of interest from their employers’ investment banking (IB) and brokerage
businesses. We consider four aspects of forecast quality: accuracy, bias, and revision
frequency of quarterly earnings per share (EPS) forecasts and relative optimism in long-
term earnings growth (LTG) forecasts. Using a unique dataset that contains the annual
revenue breakdown of analysts’ employers among 1B, brokerage, and other businesses,
we uncover two main findings. First, accuracy and bias in quarterly EPS forecasts appear
to be unrelated to conflict magnitudes, after controlling for forecast age, firm resources
and analyst characteristics. Second, relative optimism in LTG forecasts and the revision
frequency of quarterly EPS forecasts are positively related to the importance of brokerage
business to analysts’ employers. Additional tests suggest that the frequency of quarterly
forecast revisions is positively related to analysts’ trade generation incentives. Our
findings suggest that reputation concerns keep analysts honest with respect to short-term
earnings forecasts but not long-term growth forecasts. In addition, conflicts from
brokerage appear to play a more important role in shaping analysts’ forecasting behavior
than has been previously recognized.

Keywords: Stock analysts, Security analysts, Analyst conflicts, Analyst forecasts,
Investment banking, Brokerage commissions, Conflicts of interest
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Analyst Conflicts and Research Quality

1. Introduction

In April 2003, ten of the largest Wall Street firms reached a landmark settlement
with the New York State Attorney General, the U.S. Securities and Exchange
Commission (SEC), and other federal and state securities regulators on the issue of
conflicts of interest faced by sell-side analysts. The firms agreed to pay a record $1.4
billion in penalties to settle government charges that their analysts had routinely issued
optimistic stock research in order to win investment banking (IB) business from the
companies they covered. Regulators cited the behavior of analysts such as Jack Grubman,
perhaps the most influential telecom stock analyst during the late 1990s stock market
boom. In November 1999, Grubman, then an analyst with Salomon Smith Barney, raised
his rating on AT&T stock from a *hold’ to a ‘strong buy’ in an apparent bid to court
AT&T’s large IB business (see Gasparino (2002)).!

The settlement forced the participating securities firms to make structural changes
in the production and dissemination of equity research (see Smith, Craig and Solomon
(2003)). For example, analysts are no longer allowed to accompany investment bankers
in making sales presentations, and securities firms are required to maintain separate
reporting and supervisory structures for their research and 1B operations. Firms must tie
an analyst’s pay to the quality and accuracy of his research rather than to the amount of
IB business the research generates. In addition, an analyst’s written report on a company
must disclose whether his firm conducts IB business with the researched company.? Of
the total settlement amount, $430 million is earmarked for providing investors with stock

research from independent research firms.

'Other instances of alleged conflicts of interest were commonplace. One example involved Phua Young, a
Merrill Lynch analyst who followed Tyco International, Ltd. Merrill reportedly hired Young in September
1999 at the suggestion of Dennis Kozlowski, Tyco’s then-CEO. Whereas the previous Merrill analyst had
been highly critical of Tyco, Young embraced his role as a cheerleader for the company. See Maremont and
Bray (2004).

*Throughout the paper, we refer to an analyst’s employer as a ‘firm’ and a company followed by an analyst
as a ‘company’.



The settlement was fundamentally grounded on the premise that analysts who are
free from potential conflicts of interest produce superior, unbiased stock research. In this
paper, we provide empirical evidence on whether the quality of analysts’ research is
related to the magnitude of their conflicts of interest. We focus on an important product
of analyst research: forecasts of corporate earnings per share (EPS) and earnings growth.
We address four questions. First, how is the accuracy of analysts’ quarterly EPS forecasts
related to the magnitude of conflicts with IB or brokerage business? Second, are conflicts
related to the bias in quarterly forecasts? Third, how are conflicts related to the revision
frequency of quarterly forecasts? And finally, what is the relation between analyst
conflicts and the relative optimism in long-term earnings growth (LTG) forecasts?

Answers to these questions are important not only to regulators and academics,
but also to a broad range of stock market participants. Retail and institutional investors
alike use analyst reports to form expectations about the future prospects of a company. In
fact, institutional investors seem to rely so much on analysts’ opinions that they generally
avoid investing in stocks without analyst coverage (see, e.g., O’Brien and Bhushan
(1990)). Prior academic studies have found that analysts’ earnings forecasts and stock
recommendations have investment value (see, e.g., Givoly and Lakonishok (1979),
Stickel (1991), Womack (1996), Barber, Lehavy, McNichols and Trueman (2001),
Jegadeesh, Kim, Krische and Lee (2004), and Loh and Mian (2006)). Moreover, analysts
are widely quoted in the news media on major corporate events, and their
pronouncements on television can lead stock prices to respond within seconds (see Busse
and Green (2002)).

To conduct our empirical analysis, we assemble a unique dataset that contains the
revenue breakdown for analyst employers (most of which are private firms not subject to
the usual disclosure requirements for publicly-traded companies) into revenues from IB,
brokerage, and other businesses. This information allows us to examine in detail the
relation between the quality of analyst research and potential conflicts arising from 1B
and brokerage businesses. We perform univariate and panel regression analyses using a
sample of more than 170,000 quarterly EPS forecasts and more than 38,000 LTG
forecasts for about 7,400 U.S. public companies during the January 1994 to March 2003



time period. These forecasts were issued by about 3,000 analysts employed by 39
publicly-traded securities firms and 124 private securities firms.

Prior academic research has focused on conflicts faced by analysts in the context
of pre-existing underwriting relationships.® For instance, Lin and McNichols (1998) and
Michaely and Womack (1999) find that analysts employed by underwriters in security
offerings tend to be more optimistic than other analysts about the prospects of the issuing
company. Kadan, Madureira, Wang, and Zach (2009) document that recommendations of
analysts whose employers have underwriting relationships with the covered companies
are less optimistic and more informative following the enactment of recent U.S. conflict-
of-interest regulations. Our paper contributes to this line of research in several ways.
First, our approach takes into account both actual as well as potential conflicts from 1B
activities. As long as an analyst’s employer has an IB business, even if the employer does
not currently do business with the followed company, it might aspire to do so in the
future. Second, we examine the conflict of interest arising from IB in general, rather than
solely from security offerings. In addition to offering underwriting services, an
investment bank can offer advisory services on mergers and corporate restructuring.
Third, while prior academic research, the news media, and regulators have generally
focused on conflicts from IB business, our data allow us to examine conflicts from
brokerage business as well. As discussed in Section 2 below, IB and brokerage operations
are two distinct sources of potential conflicts of interest, and they may influence analyst
behavior in different ways.

Fourth, the prior empirical finding that underwriter analysts tend to be more
optimistic than other analysts is consistent with two alternative interpretations: (a)
underwriter analysts issue optimistic reports on companies to reward them for past 1B
business or to curry favor to win future IB business, and (b) companies select
underwriters whose analysts already have favorable views of their stocks to begin with.
The second interpretation recognizes that underwriter choice is endogenous and that
underwriter analyst optimism by itself does not necessarily imply a conflict of interest.

We sidestep this issue of endogeneity by broadening the focus beyond the existence of

® See Ramnath, Rock, and Shane (2006) and Mehran and Stulz (2007) for excellent reviews of the literature
on analyst conflicts.



underwriting relations between analyst employers and followed companies. Specifically,
we capture the overall importance of 1B and brokerage businesses to analyst employers
by measuring the percentages of total annual revenues derived from these businesses.
Unlike measures based on underwriting relations between analysts’ employers and
followed companies, the percentages of total revenues from IB or brokerage businesses
are arguably exogenous in that they would be largely unaffected by an individual
analyst’s forecasting behavior. Finally, our approach yields substantially larger sample
sizes than those used in prior research, leading to greater statistical reliability of the
results.

Several papers study analyst conflicts using methods that are somewhat related to
our approach. For example, Barber, Lehavy, and Trueman (2007) find that
recommendation upgrades (downgrades) by brokerage houses that have IB business
under-perform (outperform) similar recommendations by non-IB brokerages and
independent research firms. Cowen, Groysberg and Healy (2006) find that full-service
securities firms, which have both IB and brokerage businesses, issue less optimistic
forecasts and recommendations than do non-IB brokerage houses. Finally, Jacob, Rock
and Weber (2008) find that short-term earnings forecasts made by investment bank
analysts are more accurate and less optimistic than those made by analysts at independent
research firms. We extend this line of research by quantifying the reliance of a securities
firm on IB and brokerage businesses. This is an important feature of our paper for at least
two reasons. First, given that many securities firms operate in multiple lines of business,
it can be difficult to unambiguously classify them according to business lines. By
separately measuring the magnitudes of both IB and brokerage conflicts in each firm, our
approach avoids the need to rely on a classification scheme. Second, since the focus of
this research is on the consequences of analysts’ conflicts, measuring the magnitude of
conflict, and not simply its existence, is important. Our conclusions sometimes differ
from classification-based studies.

Our main findings can be summarized as follows. We find no evidence that the
accuracy or bias in individual analysts’ quarterly EPS forecasts is related to the
magnitude of their IB or brokerage conflicts, after controlling for forecast age, firm
resources, analyst experience and analyst workloads. This result also holds for



technology stocks and during the late-1990s stock market boom, settings in which
analysts may have faced particularly severe conflicts. The result holds for both publicly-
traded and private analyst employers, and it is robust to the use of alternate measures of
conflict magnitude. However, we find that the importance of brokerage conflicts is
positively related to both the level of LTG forecasts and the revision frequency of
quarterly EPS forecasts. In further tests, we find that greater brokerage conflicts make it
less likely that forecast revisions are intended to provide investors with timely and
accurate information. That is, trade-generation motives appear to drive forecast revisions
to a greater degree as brokerage conflicts increase.

Our findings provide two important insights into the forecasting behavior of
analysts who face potential conflicts of interest. First, while analysts do not appear to
systematically respond to conflicts by biasing short-term (quarterly EPS) forecasts, they
do appear to succumb to conflicts when making long-term earnings growth forecasts.
This difference may be because analysts are more concerned about a possible loss of
reputation from issuing easily-refuted short-term forecasts than from issuing long-term
growth forecasts. Second, despite obvious instances of abuse that have been reported in
the media, we find no systematic relationship between the magnitude of IB conflicts and
several aspects of analysts’ forecasting behavior. Brokerage conflicts, on the other hand,
appear to play a more important role in shaping analysts’ forecasting behavior than has
been previously recognized.*

The remainder of the paper is organized as follows. Section 2 discusses the
potential effects of conflicts of interest on analyst forecasts. Section 3 describes our
sample and data. Section 4 presents our main empirical results. Section 5 examines two

alternative explanations of our results on forecast revision frequency. Section 6 presents

* In a companion paper (Agrawal and Chen (2008)), we find that analysts with greater IB and brokerage
conflicts issue more positive stock recommendations, particularly during the late-1990s stock bubble. But
the reactions of stock prices and trading volumes to recommendation revisions suggest that investors adjust
for these biases by discounting the opinions of more conflicted analysts, even during the bubble.
Furthermore, the one-year investment performance of recommendation revisions is unrelated to conflict
magnitudes, suggesting that the marginal investor is not systematically misled by analyst advice. In related
research, Malmendier and Shanthikumar (2007) show that while small investors appear to naively follow
optimistic recommendations by underwriter analysts, institutions appear to rationally discount
recommendations for underwriting bias.



additional results from two partitions of the sample: the technology sector versus other

industry sectors; and the late 1990s versus other time periods. Section 7 concludes.

2. Potential effects of conflicts of interest

This section discusses the potential effects of conflicts of interest on four aspects
of analysts’ behavior and performance: accuracy, bias, and revision frequency of
quarterly EPS forecasts, and optimism in long-term earnings growth projections. Section

2.1 deals with 1B conflicts, and Section 2.2 deals with brokerage conflicts.

2.1 Investment banking conflicts

The most widely-discussed type of analyst conflict arises from the fact that
securities firms can use optimistic research to try to win or keep lucrative underwriting
business.®> Several academic studies have reported evidence of analyst optimism in the
context of existing underwriting relationships. For example, Dugar and Nathan (1995)
and Lin and McNichols (1998) find that analysts whose employers have underwritten
seasoned equity offerings issue more favorable earnings forecasts and stock
recommendations about clients than do non-underwriter analysts. Dechow, Hutton, and
Sloan (2000) document a positive bias in underwriter analysts’ long-term growth (LTG)
forecasts for firms conducting seasoned equity offerings. Michaely and Womack (1999)
find that underwriter analysts in initial public offerings are generally more optimistic in
recommending a client firm’s stock than are non-underwriter analysts, but underwriter
recommendations exhibit particularly poor long-run stock performance. And O’Brien,
McNichols and Lin (2005) find that underwriter analysts in equity offerings are slower to
downgrade stocks - but faster to upgrade them - than non-underwriter analysts.

Securities firms seek not only to maintain the goodwill of existing IB clients, but
also to attract new corporate clients. Corporate managers may award underwriting or
merger advisory mandates to securities firms that issue consistently optimistic earnings

forecasts. This incentive implies that EPS forecasts of analysts subject to pressure from

*Ljungqvist, Marston and Wilhelm (2006, 2009) find that while optimistic recommendations do not help
the analyst’s firm win the lead underwriter or co-manager positions in general, they do help the firm win
the co-manager position in deals where the lead underwriter is a commercial bank.



IB should exhibit a positive bias relative to forecasts of analysts at independent firms.
Likewise, the long-term (three to five year) earnings growth estimates of analysts at IB
firms should be rosier than the growth projections of independent analysts.

Alternatively, pressure from IB business can lead to a pessimistic bias in analyst
forecasts. A widely-held belief among market participants is that corporations often seek
to meet or beat analysts’ quarterly estimates, regardless of the absolute level of
performance. Whether or not a company meets its quarterly estimates can serve as a rule
of thumb by which boards of directors and investors evaluate managers (see, e.g.,
Degeorge, Patel, and Zeckhauser (1999) and Farrell and Whidbee (2003)). Indeed,
Bartov, Givoly, and Hayn (2002) find that companies that exceed the threshold set by
analyst estimates subsequently experience higher abnormal stock returns. Chan, Karceski,
and Lakonishok (2007) document that the frequency of non-negative earnings surprises
has grown in recent years, particularly for growth firms and for analysts employed by
firms with no IB business. Therefore, ‘lowering the bar’ with pessimistic forecasts,
especially near the earnings announcement date, may be a way for conflicted analysts to
win favor with potential IB clients.

If optimistic or pessimistic forecast biases are important, then, ceteris paribus, the
overall accuracy of conflicted analysts should be lower than that of independent analysts.
However, there are at least three mitigating forces that can reduce bias among analysts at
large investment banks. First, compared to an independent research firm, an investment
bank may provide an analyst with an environment that is more conducive to making high-
quality forecasts. Possible advantages include access to greater resources and research
support (Clement (1999)) and to information generated by the underwriting and due
diligence process (Michaely and Womack (1999)). Second, firms with large IB
operations can attract analysts with better forecasting ability. As Hong and Kubik (2003)
find, more accurate analysts tend to move to more prestigious securities firms, which are
more likely than small, regional firms to have significant IB operations.

Finally, reputation concerns can reduce analysts’ response to 1B conflicts. As in
the model of Bolton, Freixas, and Shapiro (2007), financial intermediaries that provide
misleading advice to investors can suffer a loss of market share in the presence of
competition from other information providers. Indeed, empirical evidence suggests that



optimism in lead underwriters’ stock recommendations is mitigated when a larger
number of unaffiliated analysts cover the same stock (see Sette (2011)). It therefore
stands to reason that an analyst who wants to avoid the risk of a tarnished reputation or
loss of career prospects will be less inclined to issue biased and misleading earnings
forecasts. Overall, then, the effect of IB conflicts on EPS and LTG forecasting behavior
can be expected to depend on multiple and sometimes opposing forces. It is the net effect

of these forces that we seek to understand in our empirical analysis below.

2.2 Brokerage conflicts

When a securities firm has significant brokerage operations, its analysts face
direct or indirect incentives to use their research to generate trading commissions.® For
example, an analyst may be able to increase his firm’s trading volume by issuing
optimistic projections.” A new earnings forecast that is particularly positive should lead
to trading by both new investors and current shareholders, provided that investors ascribe
at least some information content to the forecast. On the other hand, since short-sale
constraints can prevent most investors from reacting to negative information unless they
already hold a stock, a negative forecast should generate trading from a narrower set of
investors.®

An analyst can also increase trading volume by revising his earnings forecasts
frequently. Analysts’ forecast revisions have been shown to increase share trading

volume (see, e.g., Ajinkya, Atiase, and Gift (1991)) and to significantly affect stock

Some brokerage firms acknowledge explicitly tying their analysts’ compensation to the magnitude of
trading commission revenues that their research generates. See, for example, the case of Soleil Research,
Inc., discussed in Vickers (2003).

"Carleton, Chen and Steiner (1998) find that brokerage analysts appear to inflate their stock
recommendations. Jackson (2005) shows theoretically that analysts’ incentives for trade generation can
lead to an optimistic forecast bias. Hayes (1998) develops a model to analyze how commission-based
incentives and short-sale constraints can affect analysts’ information gathering decisions. Ljungqvist, et al.
(2007) find that analysts employed by larger brokerages issue more optimistic recommendations and more
accurate earnings forecasts.

¥Numerous regulations in the United States increase the cost of selling shares short (see Dechow, Hutton,
Meulbroek and Sloan (2001)). Furthermore, traditional mutual funds that qualify as SEC-registered
investment companies cannot derive more than 30% of their profits from short sales. Thus, it is not
surprising that the vast majority of stock trades are regular purchases and sales rather than short sales. For
example, over the 1994-2001 period, short sales comprised only about ten percent of the annual New York
Stock Exchange trading volume (see NYSE (2002)).



prices apart from earnings news, dividends, or other corporate announcements (see, e.g.,
Stickel (1991)). From one perspective, a positive relation between trading volume and the
frequency of forecast revisions can be beneficial to investors. For example, if revising
forecasts is a costly, then analysts whose compensation is tied (directly or indirectly) to
commission revenue may be more willing to issue timely revisions that reflect his
changing earnings expectations. Indeed, previous work has established a link between
analysts’ forecasting frequency and their ultimate accuracy (see, e.g., Stickel (1992) and
Clement and Tse (2003)).

However, the prospect of boosting commissions may lead an analyst to revise his
forecasts too frequently even when there is little or no new information. This perverse
‘churning’ behavior, despite being anticipated by rational investors, could be profitable
for an analyst if investors assign a positive probability of genuine information content to
the revisions.® If churning incentives are important, then one would expect that, relative
to independent analysts, conflicted analysts will revise their forecasts more frequently
and substantially and yet will not end up being more accurate.

As in the case of IB conflicts, concerns about loss of reputation can limit abusive
analyst behavior stemming from brokerage conflicts. The importance of reputational
concerns may depend on market conditions, on the time period in question, and on
characteristics of analysts and their employers. Hence, the net relation between the
magnitude of brokerage conflicts and the quality of LTG or quarterly EPS forecasts is

ultimately an empirical issue.

3. Sample and data

We obtain data on revenues of analyst employers from annual filings made with
the SEC. Under Section 17 of the Securities Exchange Act of 1934, all registered broker-
dealer firms in the United States, whether public or private, are required to file annual
audited financial reports with the SEC. The requisite filings, referred to as x-17a-5

filings, must contain a statement of financial condition (balance sheet), a statement of

®Irvine (2004), using transactions data from the Toronto Stock Exchange, documents that a brokerage
firm’s market share of trading in a stock tends to increase when its analyst issues a forecast further away
from the consensus. He also finds, however, that greater forecast bias by itself does not increase market
share.
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income, a statement of changes in financial condition, and a statement detailing net
capital requirements.

Our sample construction begins with the set of all broker-dealer firms listed in the
May 2003 version of Thomson Financial’s I/B/E/S Broker Translation File, which
contains 1,257 entries. Of these entries, 159 correspond to forecast-issuing firms that
chose to withhold their names from the Broker Translation File. For each of the
remaining 1,098 firms with names available, we conduct a manual keyword search for x-
17a-5 forms using Thomson Financial’s Global Access database and the public reading
room of the SEC. Electronic form filing was first mandated by the SEC in 1994, so the
availability of x-17a-5 filings before 1994 is extremely limited. Therefore, we restrict our
sample to the 1994-2003 time period.

Out of the 1,098 firms for which we have names, 318 firms did not file an x-17a-5
form with the SEC during our sample period, either because they were based in a
jurisdiction outside of the U.S. or because they were not active broker-dealers during the
period. The filings for an additional 81 firms were not available electronically through
Global Access. Finally, because the revenue breakdown of broker-dealers is a key data
item used in this study, we exclude 454 firms for which this data is not available. These
firms chose to withhold the income statement portion of their x-17a-5 filings from the
public under the SEC’s confidential treatment provision.™

Because broker-dealer firms enter our sample only when they choose to publicly
disclose their income statements, we face a potential sample selection bias if firms’
tendency toward disclosure is systematically related to the nature of the firms’ conflicts
of interest. But this bias does not appear to be serious for our purposes for two reasons.
First, the average levels of forecast characteristics of interest in this study (i.e., the bias,
error, and revision frequency of quarterly EPS forecasts and the level of LTG estimates)
are similar between private securities firms that either report or withhold their revenue
breakdown information. Second, we conduct all of our main tests separately for forecasts

issued by private broker-dealers and those issued by publicly-traded broker-dealers.

Under the Securities Exchange Act, broker-dealers are permitted to obtain confidential treatment of the
income statement portion of an x-17a-5 filing if disclosure of the income statement to investors could harm
the firm’s business condition or competitive position.
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There is no selection bias for the latter sub-sample because all publicly-traded firms are
required to disclose their income statements in annual 10-K filings. The results for the
two groups of firms are very similar.

The above selection procedure yields a sample of 245 firms. We further eliminate 20
instances in which the same firm appears in the Broker Translation File under multiple
names or codes. Thus, for 225 unique firms we have data on total revenue and its key
components for at least one year during the sample period.

We augment the sample by identifying all broker-dealer firms in 1/B/E/S that were
publicly-traded on the New York Stock Exchange (NYSE), American Stock Exchange
(AMEX), or Nasdag. Of the 44 firms identified as publicly traded, 21 firms do not
disclose revenue information in their x-17a-5 filings. For these 21 firms, we use annual
10-K filings to gather financial data on revenues, revenue components, and balance-sheet
items. Thus, the sample of firms for which we have revenue breakdown! data includes
246 broker-dealers, of which 44 are publicly traded. Of these, 163 broker-dealers
(including 39 public companies) issued at least one forecast on I/B/E/S during our
sample period.

Table 1 shows descriptive statistics for our sample of broker-dealers, analysts, and
forecasts. Panel A describes the size and revenue breakdown for broker-dealers for the
2002 fiscal year. The first three columns are for the full sample, and the next three
columns are for the sub-sample of publicly-traded firms. The median securities firm is
quite small, with total revenue of only $3.25 million. The majority of firms have no IB
revenue. The median revenue from brokerage commissions is $1.6 million. Not
surprisingly, the publicly-traded securities firms in the sample are much larger, with
median 1B revenue of $31 million and median brokerage commission revenue of $50
million.

Panel B of Table 1 reports statistics, both for the full sample of firms and for the sub-
sample of publicly-traded firms, on the fraction of total revenue coming from either IB

or brokerage commission. For the full sample of all firm-years, about half of the typical

Usecurities firms report revenue breakdown into revenues from investment banking, from brokerage, and
from other businesses. The last category includes asset management, proprietary trading, market making,
and margin lending.
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firm’s total revenue comes from brokerage; the revenue from IB is negligible. The
fraction of IB (brokerage) revenue ranges from 0 to 1 with a median of .004 (.488) and
mean of .112 (.506). For the sub-sample of publicly-traded securities firms, the
corresponding range for the IB (brokerage) revenue fraction is from 0 (.005) to .913
(.999) with a median of .114 (.362) and mean of .137 (.393). Thus, compared to private
securities firms, publicly-traded firms derive a substantially greater proportion of their
revenue from IB.

We obtain forecasts and reported earnings per share (EPS) numbers from the I/B/E/S
U.S. Detail History File for the time period from January 1, 1994 to June 30, 2003. All
EPS forecast and reported EPS numbers are converted to primary EPS numbers using the
dilution factors provided by I/B/E/S. Our sample includes all quarterly EPS and LTG
forecasts made by individual analysts working for broker-dealer firms for which we have
revenue information; it excludes forecasts made by analyst teams.

In Panel C, characteristics of EPS and LTG forecasts are reported for the entire
sample period. Following much of the literature on analysts’ earnings forecasts, we
compute forecast bias as the difference between actual EPS and forecasted EPS, divided
by the stock price twelve months before quarter-end. We define forecast inaccuracy as
the absolute value of forecast bias. Bias, inaccuracy, and forecast age are all computed
from an analyst’s latest forecast for a company during a quarter. The median EPS
forecast is slightly pessimistic, but the magnitude of the pessimism is not large—roughly
1.3 cents on a $50 stock for forecasts made over the one-month or three-month period
before quarter-end. The median forecast inaccuracy is much larger, about 5.5 cents on a
$50 stock for both forecast periods. For long-term earnings growth projections, the
median forecast level is strikingly high, about 16% per year.'? Over the three (six) month
period preceding quarter-end, the median analyst following a company issues just one
quarterly EPS forecast; the mean number of forecasts is 1.3 (1.7).

Panel D reports characteristics of individual analysts and their employers. The
number of analysts employed by the analyst’s firm, number of companies covered, and

number of I/B/E/S industry groups covered, are all measured over the calendar year in

21/B/E/S defines a long-term growth forecast as the expected annual growth in operating earnings over a
company’s next full business cycle, usually a period of three to five years.
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which forecasts occur. We exclude analysts that are present in the EPS detail file in 1983
(the first year for which quarterly EPS forecasts are available through 1/B/E/S) because
we cannot fully observe the employment histories of these analysts. Overall, analysts in
our sample do not appear to cover companies for long periods of time. The median
company-specific forecasting experience of an analyst is about 1.1 years; her median
general forecasting experience is about three years.** The median analyst works for a
securities firm that employs 61 analysts and tracks nine companies in two different four-
digit I/B/E/S S/1/G* industry groups.

Appendix Table A.1 lists, for fiscal year 2002, the largest analyst employers as well
as the largest employers with either no IB or no brokerage business. As Panel A shows,
Adams, Harkness, & Hill, Inc. is the largest employer in our sample without any IB
business. The firm employs 23 analysts and has total revenue of about $62 million, all of
which consists of brokerage commissions.*

Analyst research is typically financed via a firm’s brokerage business. Consequently,
almost all sell-side analysts are employed by firms with at least some commission
revenue. Analyst employers with no such revenue tend to be tiny boutique firms. Panel B
indicates that there were only two such firms in 2002. Both firms were start-ups. One
employed eight analysts, the other employed one. Finally, Panel C lists the five largest
employers of analysts. Not surprisingly, these firms are among the most prominent and
well-capitalized Wall Street securities firms. Merrill Lynch is the largest employer,
employing 231 forecast-issuing analysts. Of Merrill Lynch’s total 2002 revenues of
$18.6 billion, $2.4 billion is from 1B, $4.7 billion from brokerage commissions, and the
rest from other businesses such as asset management and proprietary trading.

BAnalyst experience appears to be short for several reasons. First, we only measure experience issuing
quarterly EPS forecasts. Any additional experience issuing LTG forecasts or stock recommendations is not
included in our measure. Second, securities firms hired a number of new analysts during the late 1990s
stock market boom, a time period included in our sample. Third, company-specific forecasting experience
is low because of large turnover in the portfolio of stocks followed by an analyst. This happens particularly
after analysts change employers, which occurs quite frequently.

Y¥Sector / Industry / Group code.
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4. Empirical results
We present our results on forecast accuracy in section 4.1, forecast bias in section
4.2, the level of LTG forecasts in section 4.3 and revisions in quarterly forecasts in

section 4.4.

4.1. Forecast accuracy

We begin with univariate comparisons of forecast accuracy. Table 2 compares
quarterly EPS forecast inaccuracy for analysts employed at firms with and without
significant IB (or brokerage) business. We define a broker-dealer firm to have significant
(insignificant) IB business if, at the end of the preceding fiscal year, its IB revenue as a
percentage of its total revenue was in the top (bottom) quartile among all broker-dealers
in the sample. A similar definition applies for brokerage commission business. All of the
univariate comparisons are conducted at the level of the company. In other words, for
each company in each quarter, we compute the mean forecast error for each type of
securities firm; we then compare the resulting sets of matched pairs. Only the latest
forecast made by an analyst during a quarter is used in the computation.

Panel A shows results for forecasts issued over the period of one month prior to
quarter-end. Each set of two rows in the panel shows the mean and median values of our
forecast accuracy measure for firms without and with significant IB (or brokerage)
business. These are followed by a row showing p-values for differences between the two
rows. The rows labeled 1 and 2 are for firms without and with significant IB business.
The rows labeled 3 and 4 are for firms without and with significant brokerage business.
Rows 5 and 6 and rows 7 and 8 conduct comparisons between firms with and without a
particular type of business, conditional on the absence of the other type of business. The
basic message from Panel A is that forecasts of analysts employed by firms with
significant brokerage business (row 4) are somewhat less accurate than forecasts made by
the control group of analysts (row 3). This finding holds even if IB business is

insignificant (row 6 versus row 5).

>Commission revenue slightly exceeds total revenue, which includes a loss from the firm’s proprietary
trading activities.
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Panel B shows corresponding results for forecasts made over the three-month
period prior to quarter-end. Here, the results for firms with versus without significant
brokerage operations mirror those in Panel A. In addition, analysts employed by firms
with significant 1B but no significant brokerage business (row 8) make forecasts that are
somewhat more accurate than forecasts made by the control group of analysts (row 7).

We next conduct regression analyses linking forecast inaccuracy to our measures
of conflict severity. In these regressions, we include variables that have been found in
prior research (e.g., Mikhail, Walther and Willis (1997), Clement (1999), and Jacob, Lys
and Neale (1999)) to affect analysts’ forecast accuracy, such as forecast age, employer
size, forecasting experience, and workload. Since the publicly-traded and private
securities firms in our sample likely differ in ways that are not fully captured by size, we

also control for public versus private status. Our basic model is the following:

(1)  NAFEj; = bg + by IBj + b, COM; + by AGEjj; + by SIZEj; + bs CEXPjjq

+ bg GEXPji + by NCOS;; + bg NIND;; + by PUBLICj; + ejj,
where the subscripts denote analyst i following company j for year-quarter t and the
variables are defined as follows:
NAFE = Normalized absolute forecast error = forecast inaccuracy, as defined in section
3,
IB (or COM) = IB (or commission) revenue as a percentage of total revenues of an
analyst’s employer,
AGE = Number of days between forecast date and earnings release,
SIZE = Natural log of one plus the number of analysts employed by a firm in year t,
CEXP = An analyst’s company-specific forecasting experience = Number of years an
analyst has been following the company,
GEXP = General experience as analyst = Number of years an analyst has been issuing
forecasts to I/B/E/S,
NCOS = Number of companies followed by an analyst over the calendar year,
NIND = Number of different 4-digit I/B/E/S S/I/G industries followed by an analyst over

the calendar year,
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PUBLIC =1, if a securities firm is publicly-traded on NYSE, AMEX or NASDAQ, 0
otherwise, and
e = the error term.

The main explanatory variables of interest in equation (1) are our measures of
conflicts faced by an analyst, IB and COM. These variables are measured at the level of a
securities firm. We implicitly assume that from the perspective of an individual analyst,
IB and COM are given, exogenous quantities that cannot be affected directly by the
choice of a forecast. We use three alternative econometric approaches to estimate
equation (1). The first approach is a pooled OLS regression, where t-statistics are
computed using White’s (1980) correction for heteroskedasticity. The unit of observation
in the regression is an analyst-company-year-quarter (e.g., the Salomon analyst following
IBM for the quarter ended March 2003). Our second approach follows Fama and
MacBeth (1973), where we estimate cross-sectional regressions for each year-quarter and
make inferences based on the time-series of coefficient estimates.'® In both of these
approaches, we include industry dummies as well as the natural logarithm of the followed
company’s market capitalization one year prior to quarter end. Finally, in the third
approach, we estimate panel regressions where we treat company-year-quarter effects as
fixed, because we are only interested in determining whether a particular analyst
characteristic (namely, independence) is related to forecast inaccuracy. By focusing on
differences across analysts following a given company for a given year-quarter (e.g., the
March 2003 quarter for Microsoft), this approach avoids the need to control for
characteristics of the company and the time period in question.'” The regressions exclude
a small number of observations for which an employer’s total revenues are zero or
negative due to securities trading losses.

Table 3 shows the results of our regressions on forecast inaccuracy. For each of
the three estimation approaches, the table shows two variants of model (1): one excluding
the PUBLIC dummy variable and the other including it. Panel A (B) shows results for

In the Fama-MacBeth regressions reported in Tables 3 and 5, we exclude three quarters that have an
insufficient number of observations to perform the estimation.

"See Wooldridge (2002) for an exposition of the fixed effects panel regression model. This approach has

been employed by several studies of analyst forecasts (see, e.g., Clement (1999) and Agrawal, Chadha and
Chen (2006)).
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forecasts made within one month (three months) before quarter-end. Notably, the
coefficients of the IB and COM variables are statistically indistinguishable from zero in
all six estimations.'® In other words, there is no indication in either panel that an analyst’s
forecast accuracy is related to the proportion of his employer’s revenues coming from
either 1B or brokerage business.*® While conflicts with IB or brokerage may affect the
accuracy of analyst forecasts in particular cases, the effect does not show up
systematically in the data. As expected, the regressions show that forecast inaccuracy is
greater for older forecasts and is smaller for larger companies. There is only limited
evidence that forecast inaccuracy is different for analysts employed by publicly-traded

versus private securities firms.

4.2. Forecast bias

Table 4 shows univariate comparisons, similar to the accuracy comparisons in
Table 2, of forecast bias between different types of employers. Differences in mean bias
between different employer types are mostly insignificant. Based on comparisons of
median values, analysts at firms with significant 1B (brokerage) business appear to be
slightly more pessimistic (optimistic) in both forecast periods.

Table 5 shows estimated coefficients from regressions of forecast bias using the
three econometric approaches employed in Table 3. The explanatory variables are the
same as in equation (1). Here too, the unit of observation in the pooled OLS and fixed
effects regressions is an analyst-company-year-quarter. In both panels, the coefficients of
IB and COM variables are insignificant under each of the three estimation approaches.
There is no evidence that an analyst’s forecast bias is systematically related to the
magnitude of potential conflicts with his employer’s IB or brokerage business. Forecasts
made earlier are more optimistic, consistent with the pattern found by prior studies (e.g.,
Brown, Foster and Noreen (1985) and Richardson, Teoh and Wysocki (2004)). An

®The correlation between 1B and COM is -.17. Throughout the paper, results are similar when we include
IB and COM variables one at a time in the regressions.

YThese and subsequent results are generally similar when we replace the continuous 1B and COM variables

in each regression with binary dummy variables indicating either positive revenue or revenue over $10
million.
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analyst’s optimism increases with his company-specific forecasting experience and

decreases with company size. All of these relations are statistically significant.

4.3. Long-term earnings growth (LTG) forecasts

The univariate comparisons in Table 6 of long-term (three to five year) earnings
growth forecasts reveal some notable differences. For example, mean growth forecasts
are slightly less optimistic for analysts employed by firms with significant 1B business
(row 2) compared to the control group of analysts (row 1). For analysts employed by
firms with substantial brokerage business (rows 4 or 6), LTG forecasts are higher than
forecasts of the control group. For analysts employed by firms with significant 1B but
insignificant brokerage business (row 8), LTG forecasts are higher than forecasts for the
control group (row 7). But the sample sizes in this last comparison are quite small, so
they do not warrant strong conclusions.

Table 7 shows the results of Fama-MacBeth regressions and fixed effects
regressions explaining LTG levels. We do not use pooled OLS regressions here because
of a natural quarter-to-quarter serial dependence in the level of growth forecasts for a
company. The unit of observation in the panel regressions is an analyst-company-year-
quarter. The explanatory variables are the same as in equation (1), except that the
forecast AGE variable is no longer relevant and is hence excluded. In the fixed effects
regressions, the level of analysts’ LTG forecasts increases with the proportion of their
employers’ revenues from brokerage business (COM). The magnitude of this effect is
non-trivial. For instance, an increase in COM from the first to the third quartile of the
sample is associated with an increase in the level of LTG of about 0.82%%. The level of
LTG forecasts decreases with the size of the analyst’s employer. In the Fama-MacBeth
regressions, the level of LTG forecasts decreases in an analyst’s company-specific
forecasting experience and the number of companies followed by the analyst; it increases
in the number of industry groups the analyst follows. All these relations are statistically

significant.
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4.4. Frequency of forecast revision

Table 8 shows results of panel regressions explaining a fourth aspect of analysts’
forecasts, namely, the frequency of quarterly EPS forecast revisions. The dependent
variable in the OLS specification (column (1)) and the Poisson specification (column
(3)) is the number of EPS forecasts an individual analyst issues for a given company
during the three-month period preceding the end of a quarter. The dependent variable in
the logistic regressions (column (2)) is an indicator variable that equals one if an analyst
issues multiple forecasts during the period; it equals zero otherwise. The unit of
observation in the regressions is an analyst-company-year-quarter. All three
specifications include industry and year-quarter dummies.* The explanatory variables
are the same as in equation (1), except that the IB and AGE variables are excluded
because we have no a priori reason to expect a systematic relation between these
variables and the frequency of forecast revision. T-statistics are computed using White’s
correction for heteroskedasticity.

Under each of the three specifications, we find that analysts employed by firms
with greater proportions of revenue from brokerage business (COM) issue more frequent
forecast updates over the course of the quarter. This result is highly statistically
significant. Moreover, the magnitude of this effect appears to be non-trivial. For
example, in the OLS specification, an increase in COM from the first to the third quartile
of the sample leads to an increase of about .04 in the number of forecasts, or about 3% of
the sample mean. Table 8 also reveals that an analyst is likely to revise his forecast more
often when the followed company is larger, when his employer is larger, when he has
more company-specific forecasting experience, when he follows more companies, when
he has less general forecasting experience, or when he covers fewer industries. All of

these relations are statistically significant.

“\While an increase in the annual earnings growth rate of 0.8% may seem inconsequential, equity values
(e.g., in dividend growth models) tend to be quite sensitive to even small changes in expectations of growth
rates of dividends and earnings.
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5. Interpretation of results on forecast revision frequency

As discussed in section 2.2, the positive relation we find between COM and
forecast revision frequency in section 4.4 above is consistent with two distinct motives.
On the one hand, an analyst who is compensated for generating commission revenue
should be more willing to devote time and effort to making timely forecast revisions that
reflect updated expectations about earnings. We refer to this as the ‘investor welfare’
motive. Alternatively, the prospect of boosting commissions can lead an analyst to revise
his forecasts frequently even with little or no new information. Frequent forecast
revisions can be particularly effective in getting investors to churn their portfolios if the
absolute magnitudes of successive changes in forecasts are large. We call this the
‘churning” motive. While the investor welfare and churning motives are not mutually
exclusive, the first is consistent with maximization of investors’ interests, and the second
is not. We attempt to distinguish between these two motives by conducting three tests,
presented in sections 5.1 through 5.3.

5.1 Commission incentives, earnings uncertainty and revision frequency

As a first test of the two motives for making frequent forecast revisions, we add a
measure of earnings uncertainty to the explanatory variables in the Table 8 regressions of
forecast revision frequency. The more uncertain are a company’s earnings for a given
quarter, the greater will be investor demand for frequent forecast updates. Following
Johnson (2004), we measure earnings uncertainty by the dispersion (i.e., standard
deviation) of analyst forecasts at the beginning of the quarter. A positive coefficient on
forecast dispersion would tend to confirm the investor welfare motive. At the same time,
if the coefficient of COM is still positive after controlling for dispersion, this finding
would be consistent with the churning motive.

We find that the coefficients of both forecast dispersion and COM are positive
and statistically significant at the .001 level or better in the extended versions of all six
models in Table 8. Our evidence thus suggests that the frequency of forecast updates is

partly driven by investor demand for updated information. But, after controlling for this

“We do not treat company-year-quarter effects as fixed here because doing so results in the loss of a large
number of groups with no variation in the dependent variable.
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effect, commission incentives still play an important role in an analyst’s decision on how

frequently to revise his forecast. To save space, we do not report these results in a table.

5.2 Commission incentives and churning

For our second test of the motives underlying frequent forecast revisions, we
devise two simple measures of churning,? denoted CHURN; and CHURN,, and
estimate the following regression:

(2 CHURN;jt = bo + by COMj; + b, SIZEj; + ej,
where the subscripts denote Analyst i following Company j for Year-quarter t, COM and
SIZE are as defined as in section 4.1 above, and the churning measure is defined as
follows:
CHURN = CHURN; or CHURNj,

n

CHURN; = Mean absolute forecast revision = Z |dk — di1| / (n-1),

k=2
CHURN; = Mean squared forecast revision = Zn: (dy — dkr)?/ (n-1),
k=2
dv = Fx /S,
Fk = kth forecast of EPS made by an analyst for a given company-year-quarter,
S = Stock price 12 months before quarter-end,
n = Number of forecasts made by an analyst for a given company-year-quarter over the 6-
month period prior to quarter-end, and
e = the error term.

The churning story suggests that the stronger is the commission incentive, the
larger should be the absolute magnitude of successive changes in forecasts. This implies
that the coefficient by in equation (2) should be positive. On the other hand, the investor
welfare story, under which forecast revisions are aimed purely at providing updated
information to investors in a timely fashion, implies no particular relation between the
strength of commission incentives and the magnitude of successive changes in an

analyst’s forecasts.

?Both measures capture a salient aspect of churning, namely the average distance between successive
changes in an analyst’s forecast, without regard to gains in forecast accuracy.
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We estimate equation (2) in a pooled OLS regression with robust standard errors.
The estimate of the coefficient by is significantly positive using either CHURN; or
CHURN; as the dependent variable, with t-values of 2.68 and 2.81, respectively. In other
words, the absolute magnitude of successive changes in an analyst’s forecasts appears to
be positively related to the strength of brokerage conflicts.

These churning variables measure the magnitude, rather than the frequency, of
successive forecast revisions by an analyst. We next examine churning measures that take
into account both, by multiplying each measure by (n-1). We then re-estimate equation
(2) as earlier. Once again, the estimate of the coefficient b; is significantly positive, with
t-values of 4.62 and 3.08, respectively, for the two churning measures. Overall, this
evidence is consistent with the idea that analysts employed by firms where brokerage
business is more important issue forecast updates that are more frequent and larger in
magnitude in an attempt to generate trades. These results are not shown in a table to save

space.

5.3. Boldness, trade generation and forecast accuracy

One characteristic of a forecast revision that is generally related to both accuracy
and trade generation is boldness, i.e., how much the new forecast departs from the
consensus. Compared to forecasts that herd with the consensus, bold forecasts tend to be
more accurate (see, e.g., Clement and Tse (2005)), and they generate more trades for the
analyst’s firm (Irvine (2004)). In addition, Clement and Tse find that a bold revision
tends to be more accurate than the original forecast. Motivated by these prior findings, we
conduct tests examining the link between the boldness of a revised forecast and the
incremental change in forecast accuracy for analysts facing different degrees of
brokerage conflicts. Specifically, we estimate the following pooled regression by OLS:
(3)  ANAFEjj = by + by BOLDNESS;; * HCOM;; + b, BOLDNESSjj; * LCOM;;

+ b3 NDAYSjj; + eijt,

where the subscripts denote analyst i following company j for year-quarter t, NAFE is
forecast inaccuracy as defined in section 4.1 above, and the other variables are defined as
follows:
ANAFE;j;: = NAFEjj: - NAFE; -1,
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BOLDNESS; =|Fi- F| /S,
Fi = Forecast of analyst i for a given company-year-quarter,
F = Consensus forecast for the company-year-quarter,
S= Stock price twelve months before quarter-end,
HCOM; = 1, if analyst i works for an employer with high (above-median) COM,
= 0 otherwise,
LCOM; =1 - HCOM;,
NDAYS = Number of days between the current forecast and prior forecast of an analyst
about a company-year-quarter, and
e = the error term.

The investor welfare story predicts that b; = b, < 0, while the churning story
predicts that b; > b,. In other words, if forecast revisions are aimed purely at providing
timely and accurate information to investors, then the relation between forecast
inaccuracy and boldness should be negative and of the same magnitude for analysts
facing high or low degrees of brokerage conflicts. But if frequent revisions are at least
partly aimed at inducing investors to churn their portfolios, then the relation between
forecast inaccuracy and boldness should be less (more) negative for analysts who face
higher (lower) degrees of brokerage conflict.

Our estimation of equation (3) indicates that 61 = -13 and tl)\z: -.31; both
coefficients are significantly different from zero. The test of the null hypothesis that by =
b, has an associated p-value of less than .0001. In other words, bold forecast revisions do
tend to increase forecast accuracy, but this gain in accuracy is significantly greater for
analysts with lower brokerage conflicts. These results suggest that, although the investor
welfare story holds, churning is also an important motive for forecast revisions. We
obtain qualitatively similar results if we replace the boldness variable by the change in
boldness or if we replace the continuous measure of boldness in equation (3) with a
binary measure used in Clement and Tse (2005). Once again, we do not show these

results in a table to save space.
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6. Sub-sample results
We next examine two interesting partitions of our sample. We present the results
for technology versus other sectors in section 6.1 and the results for the late 1990s versus

other time periods in section 6.2.

6.1 Technology versus other industry sectors

Numerous stories in the media suggest that conflicts of interest may have been
more pronounced in the technology sector than in other industry sectors during our
sample period. We examine this idea by replacing the IB variable in model (1) of Tables
3, 5and 7 by two variables, IB*TECH and IB*NTECH, and replacing the COM variable
in Tables 3, 5, 7 and 8 by COM*TECH and COM*NTECH. The binary variable TECH
equals 1 if the first two digits of the I/B/E/S S/I/G code of a followed company are ‘08’
(i.e., the company belongs to the technology sector); otherwise, TECH equals zero.
NTECH is defined as 1 - TECH.

We find no significant relation between the accuracy or bias in an analyst’s
quarterly earnings forecasts and the importance to her employer of IB or brokerage
business either in the technology sector or in other industry sectors. The frequency of an
analyst’s forecast updates is positively related to the importance of brokerage business to
her employer in each sector, with no significant difference in the coefficient estimates.
But the level of analysts’ long-term growth (LTG) forecasts is positively related to the
importance of IB and brokerage business only for the technology sector; it is
insignificant for the remaining sectors as a group. This difference is statistically
significant. To save space, we do not tabulate these results.

6.2 Late 1990s versus other time periods

The late 1990s was a period of booming stock prices. Media accounts and the
timing of regulatory actions suggest that conflicts of interest were particularly severe
during this period. To examine this idea, we replace the IB variable in model (1) of
Tables 3, 5 and 7 by two variables: IB*LATE90S and IB*NLATE90S. Similarly, we
replace the COM variable in Tables 3, 5, 7 and 8 by COM*LATE90S and
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COM*NLATE90S. The variable LATE90S equals 1 for forecasts made for time periods
ending during 1995-99; it equals zero otherwise. NLATE90S equals 1 - LATE9O0S.
There is no significant relation between the accuracy or bias in an analyst’s
quarterly earnings forecasts and the importance to his employer of IB or brokerage
business for either the late 1990s or other time periods in our sample. The level of LTG
forecasts is unrelated to IB during both time periods. LTG is positively related to COM
during the late 1990s and is unrelated to it during other time periods, but the difference is
statistically insignificant. The probability of forecast revision is positively related to
COM during both time periods, but the coefficient of COM is significantly lower during
the late 1990s than during other periods. Once again, we do not show these results in a

table to save space.

7. Summary and conclusions

The landmark settlement that prominent Wall Street firms reached with regulators
in April 2003 mandated sweeping changes in the production and dissemination of sell-
side analyst research. Among its key provisions, the settlement required securities firms
to create and maintain greater separation between equity research and IB activities, and
to provide brokerage customers with research reports produced by independent research
firms. The basic premise underlying such requirements is that independent analysts do in
fact produce research that is superior to that of analysts who face potential conflicts of
interest from their employers’ other businesses.

In this paper, we empirically examine whether the quality of analysts’ forecasts of
earnings or earnings growth is related to the magnitude of potential conflicts of interest
arising from their employers’ IB and brokerage businesses. Using a unique dataset
containing the breakdown of securities firms’ revenues from 1B, brokerage, and other
businesses, we investigate the effects of analyst conflicts on four aspects of their
forecasts: accuracy and bias in quarterly earnings forecasts, optimism in LTG forecasts,
and the frequency of quarterly forecast revisions.

Our investigation reveals that quarterly EPS forecast bias and accuracy do not
appear to be systematically related to the importance of IB or brokerage business to
analysts’ employers. This result also holds for forecasts made for companies within the
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technology sector as well as forecasts made during the late-1990s stock market boom,
contexts in which conflicts of interest may have been particularly severe. In addition, the
absence of a link between analyst conflicts and quarterly forecast bias or accuracy holds
for publicly-traded as well as private analyst employers, and it is robust to several
alternative measures of conflict severity.

We find, however, that the degree of relative optimism in analysts’ LTG forecasts
tends to increase with the share of their employers’ revenues derived from brokerage
commissions. We also find that the frequency of forecast revisions bears a significant
positive relationship with the share of revenues from brokerage business. We conduct
several tests to distinguish between alternative explanations of this finding on forecast
revision frequency. The results of these tests suggest that analysts’ trade generation
incentives can indeed impair the quality of stock research. Our findings imply that
distortions in analyst research are unlikely to be completely eliminated by regulations that
focus solely on IB conflicts. The precise nature of trade generation incentives, how they
impact analyst behavior, and how they might be mitigated all appear to be fruitful
avenues for future research.

Our findings also highlight a key difference in analysts’ short-term (quarterly
EPS) versus long-term (EPS growth) forecasting behavior. While analysts do not appear
to systematically respond to conflicts by biasing short-term forecasts, they do appear to
succumb to conflicts when making long-term growth projections. What accounts for this
difference? One possibility is that short-term forecasts allow the labor market to assess an
analyst’s performance against an objective, well-defined benchmark. If an analyst allows
his short-term forecasts to be affected by the conflicts he faces, his deception can be
revealed with the very next earnings release, damaging his reputation and livelihood. But
with long-term forecasts, analysts may not face the same degree of market scrutiny.
Investors’ memories may be short, and analysts may be able to get away with revising
their initial flawed projections. A second possible explanation, suggested by dividend
growth models, is that equity valuations depend more on long-term growth rates than on
the next quarter’s earnings, and analysts use the most effective means available to prop

up a stock. We leave a complete resolution of this issue to future research.
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Table 1
Sample Characteristics

This table provides descriptive statistics on broker-dealers, analysts, and forecasts. The sample includes I/B/E/S
quarterly earnings and long-term earnings growth (LTG) forecasts made between January 1994 and June 2003 and
corresponding annual financial information for broker-dealer firms. Panel A contains statistics on revenue
components for broker-dealer firms for fiscal years ending in 2002. A broker-dealer is public if it is traded on the
NYSE, Nasdaq, or AMEX. Panel B shows, over the sample period 1994-2003, the distribution of the fraction of
total revenues generated from investment banking (IB) or brokerage businesses. N is the number of firm-years.
Panel C reports characteristics of long-term growth forecasts and quarterly EPS forecasts over the entire sample
period. Bias is computed as (actual EPS-forecast EPS) divided by the stock price twelve months before quarter-end.
Forecast error is measured as the absolute value of forecast bias. Statistics for bias, accuracy and forecast age are
based on the latest forecast made by each analyst over the relevant period. Forecast age is the number of days
between the forecast date and the earnings release. In Panels B and C, forecasts and broker-years are excluded when
total revenues are negative or when fractions of revenue exceed one. In Panels B, C, and D, analyst teams and
analysts for which forecasting experience could not be determined are excluded. In Panel C, the periods of one, three
and six months refer to periods before quarter-end. Panel D reports analysts’ experience and workload
characteristics measured on an annual basis over the entire sample period.

Panel A: Broker-Dealer Firm Characteristics, 2002

All Broker-Dealers Public Broker-Dealers
. . # of
Mean Median # of Mean Median .
. Firms
Firms
Revenue ($ millions) 848.35 3.25 151 4953.32 176.15 25
Investment Banking
Revenue ($ millions) 97.28 0 151 572.17 30.73 25
Brokerage Commission 154.16 1.60 151 847.06  49.80 25
Revenue ($ millions) : : : :
Other Revenue 596.90 0.43 151 353409  76.68 25

($ millions)

Panel B: IB and Commission Revenues Divided by Total Revenue, 1994-2003

Distribution of the Fraction of Total Revenue

Source of Revenue N Min 1% Median 3rd Max Mean  Std.

Quart. Quart. Dev.
All broker-dealers
IB fraction 972 0 0 0.004 0.136 1 0.112 0.194
Brokerage commission 972 0 0.207 0.488 0.853 1 0.506  0.341
Public broker-dealers
IB fraction 227 0 0.069 0.114 0.154 0.913 0.137 0.137

Brokerage commission 227 0.005 0.160 0.362 0.494 0999 0393 0.276




Table 1 (cont.)

Panel C: Forecast Characteristics, 1994-2003

Mean Median Sample Unit of
Size Observation
Bias in Quarterly EPS Forecasts
One-Month Period -0.00017 0.00026 54,369 Forecast
Three-Month Period -0.00039 0.00027 171,915 Forecast
Inaccuracy in Quarterly EPS Forecasts
One-Month Period 0.0037 0.0011 54,369 Forecast
Three-Month Period 0.0039 0.0011 171,915 Forecast
LTG Forecasts (%) 19.61 16 38,209 Forecast
Number of Quarterly Earnings
Forecasts
Over Prior three months 1.325 1 188,658 Analyst-
company-qtr.
Over Prior six months 1.740 1 239,102 Analyst-
company-qtr.
Forecast Age (# of days)
One-Month Period 14.001 14 59,699 Forecast
Three-Month Period 45.89 52 188,664 Forecast
Panel D: Analyst Characteristics, 1994-2003
Mean Median Sample Unit of
Size Observation
Company-specific forecasting 2.25 1.11 87,244 Analyst-
experience (years) company-year
General forecasting experience (years) 4.32 2.97 9,387 Analyst-year
Number of analysts employed by firm 76.55 61 9,387 Analyst-year
Number of companies covered 10.19 9 9,387 Analyst-year
Number of 4-digit I/B/E/S SIG industry 2.39 2 9,378 Analyst-year

groups covered




Table 2
Forecast Accuracy of Analysts Employed by Firms with Versus without Significant Investment
Banking or Brokerage Business

This table presents univariate comparisons of quarterly EPS forecast inaccuracy between different groups of analysts classified according to
whether their employer has significant investment banking (IB) or brokerage business. Panel A (B) presents results for forecasts made within one
(three) month(s) of quarter-end. Forecast inaccuracy is computed as the absolute value of (actual EPS — forecast EPS) divided by the stock price
measured 12 months before quarter end. Forecasts are drawn from the January 1994-June 2003 period. A broker-dealer is defined to have
significant (insignificant) IB business in a given calendar year if its IB revenue as a percentage of its total revenue is in the top (bottom) quartile
among all broker-dealers in the sample. Significant or insignificant brokerage business is defined similarly based on commission revenue as a
percentage of total revenue. Comparisons are conducted at the level of the company-year-quarter unit. For each publicly-traded company in the
I/B/E/S U.S. detail history file for which adequate data are available, forecast errors are averaged for each different type of broker-dealer firm;
these averages are then compared using matched-pair t-tests for differences in means and Wilcoxon signed-rank tests for differences in
distributions. N corresponds to the number of matched pairs. Only the latest forecasts made by individual analysts over the relevant forecast period
are used. Revenue data are obtained from x-17a-5 or 10-k filings with the U.S. Securities and Exchange Commission. Forecasts are matched with
annual broker-dealer financial data corresponding to the latest fiscal year preceding the date of the forecast.

] A. One-month Forecast Period B. Three-month Forecast Period
Type of Firm
N Mean Median N Mean Median
1. Firms with no significant IB business 3683 0.0029 0.0010 16789 0.0032 0.0010
2. Firms with significant 1B business 3683 0.0028 0.0010 16789 0.0031 0.0010
p-value of t-test/signed-rank test (1 vs. 2) 0.433 0.059 0.132 0.160
3. Firms with no significant brokerage business 3370 0.0026 0.0009 13982 0.0029 0.0009
4. Firms with significant brokerage business 3370 0.0029 0.0010 13982 0.0031 0.0010
p-value of t-test/signed-rank test (3 vs. 4) 0.006 0.000 0.000 0.000
5. Firms with no significant IB and no significant 998 0.0025 0.00078 4161 0.0024 0.0008
brokerage business
6. Firms with significant brokerage but with no 998 0.0029 0.00082 4161 0.0028 0.0008
significant 1B business
p-value of t-test/signed-rank test (5 vs. 6) 0.056 0.025 0.002 0.000
7. Firms with no significant IB and no significant 549 0.0026 0.00073 2837 0.0025 0.00082
brokerage business
8. Firms with significant IB but no significant 549 0.0027 0.00073 2837 0.0023 0.00076

brokerage business
p-value of t-test/signed-rank test (7 vs. 8) 0.818 0.581 0.024 0.084




Table 3

Panel Regression Analysis of Quarterly Earnings Forecast Accuracy

This table reports coefficient estimates from regressions explaining errors in individual analysts’ quarterly EPS
forecasts made over the January 1994-June 2003 period. Panel A (B) presents results for forecasts made within one
(three) month(s) of quarter-end. Only company quarters ending in March, June, September, or December are
included. Forecast and reported numbers are based on primary EPS. Forecast error is computed as |reported EPS —
forecast EPS| divided by the stock price twelve months before quarter-end. For each forecast period, only the latest
forecast made by an analyst is included. The regressions in (1) are pooled OLS regression estimates using White’s
correction for heteroskedasticity. The pooled OLS regressions include industry and calendar-quarter dummies (not
reported). (2) reports average coefficients obtained from Fama-MacBeth (1973) regressions performed on individual
calendar quarters over the sample period. Each regression includes unreported industry dummies. In the fixed-
effects regressions in (3), company-year-quarter effects are treated as fixed. Revenue data are obtained from x-17a-5
or 10-K filings with the U.S. Securities and Exchange Commission. Each forecast issued by an analyst is matched
with broker-dealer revenue data corresponding to the latest fiscal year preceding the date of the forecast. Forecast
age is measured as the number of days between the report date and the forecast date. Company-specific and general
forecasting experience are measured as the number of years since an analyst first began issuing 1/B/E/S EPS
forecasts on a particular company or in general. The number of analysts employed by a firm, the number of
companies covered by an analyst, and the number of industry groups covered by an analyst are measured over the
calendar year of the earnings forecast. Industry groupings are based on I/B/E/S 4-digit S/I/G codes. Company
market capitalization is measured in millions of dollars one year prior to quarter-end. The public brokerage dummy
equals unity if a broker-dealer is traded on NYSE, AMEX, or Nasdaq and equals zero otherwise. T-statistics for
coefficient estimates are in parentheses.

Pooled Fama- Company-Quarter
OLS MacBeth Fixed Effects
@ 2 @)
Panel A: One-Month Forecast Period
Constant -0.0083 -0.0083 -0.0040 -0.0049 0.0030 0.0030
(-6.990*  (-6.99)° (-2.25)° (-2.44)° (8.82)? (8.82)%
IB revenue as fraction of total -0.0009 -0.00089 -0.0015 0.0012 -0.00020 -0.00020
revenue (-0.67) (-0.66) (-1.10) (0.52) (-0.52) (-0.52)
Commission revenue 0.00036 0.00036 0.00076 -0.00018 0.00014 0.00014
as fraction of total revenue (0.76) (0.75) (1.82) (-0.33) (0.69) (0.70)
Forecast age 0.00009 0.00009 0.00009 0.0001 0.00003 0.00003
(9.15)° (9.16) (8.07)° (8.02) (7.18) (7.18)
Ln (1+Number of analysts 0.00015 0.00011 0.0002 0.00015 -0.00012 -0.00013
employed by brokerage) (1.51) (0.89) (2.00)° (1.19) (-2.41)° (-2.19)°
Company-specific forecasting 0.1799 0.1804 0.1750 0.1750 -0.0250 -0.0248
experience * 10 (6.31)* (6.31)* (5.14) (5.23)?* (-1.81) (-1.81)
General forecasting -0.0552 -0.0558 -0.0276 -0.02667 0.034 0.0341
experience * 10 (-2.27)° (-2.28)° (-1.36) (-1.34) (3.27) (3.27)
Number of companies 0.00075 0.00067 0.0075 0.0086 -0.0041 -0.0041
followed * 107 (-0.07) (-0.06) (0.51) (0.58) (-0.82) (-0.83)
Number of industry groups 0.0526 0.0538 -0.0222 -0.0272 -0.0421 -0.0416
followed * 107 (0.81) (0.83) (-0.29) (-0.36) (-1.47) (-1.46)
Ln (Market capitalization of -0.00127  -0.00127 -0.0013 -0.0013
company) (-18.71)*  (-18.63) (-14.54)* (-14.57)*
Public broker-dealer dummy 0.00018 0.0016 0.00003
(0.59) (2.25)° (0.25)
Number of Observations 45374 45374 45267 45267 45374 45374
Number of Groups 27704 27704
Model P-value 0.0000 0.0000 0.0000 0.0000

R? 0.036 0.035 0.002 0.002 0.0043 0.0043




Table 3 (cont.)

Panel B: Three-Month Forecast Period

Constant

IB revenue as fraction of total
revenue

Commission revenue
as fraction of total revenue

Forecast age

Ln (1+Number of analysts
employed by brokerage)

Company-specific forecasting
experience * 10

General forecasting
experience * 10

Number of companies
followed * 107

Number of industry groups
followed * 107

Ln (Market capitalization of
company)

Public broker-dealer dummy

Number of Observations
Number of Groups

Model P-value
RZ

-0.0039
(-6.38)°

-0.00015
(-0.27)

0.00019
(0.73)

0.00003
(11.61)

0.00017
(2.93)?

0.1392
(5.86)°

-0.0021
(-0.12)

-0.0315
(-5.40)*

0.0607
(1.67)

-0.0015
(-32.69)°

143477

0.0000
0.026

-0.0038
(-6.38)°

-0.00015
(-0.28)

0.00019
(0.74)

0.00003
(11.61)

0.00013
(1.98)°

0.1397
(5.85)°

-0.0026
(-0.15)
-0.0315
(-5.40)°

0.0617
(1.71)

-0.0015
(-32.67)°

0.00014
(0.80)

143477

0.0000
0.026

-0.0018
(-1.78)

-0.0013
(-1.28)

0.0005
(0.90)

0.00003
(7.73)

0.00015
(2.30)°

0.1551
(6.06)?

0.00053
(0.04)

-0.0203
(-2.06)°

0.0228
(0.46)

-0.0014
(-20.39)°

143318

0.001

-0.0029
(-2.64)*

0.0004
(0.26)

0.00017
(0.66)

0.00003
(7.64)

0.00006
(0.79)

0.00015
(6.04)°

0.00039
(0.03)

-0.0194
(-1.97)°

0.0198
(0.39)

-0.0014
(-20.44)°

0.0014
(3.02)

143318

0.001

0.0031
(20.21)?

-0.00009
(-0.53)

0.00004
(0.37)

0.00002
(25.87)°

-0.00011
(-4.41)°

-0.0153
(-2.13)°

0.0109
(2.08)°

-0.00146
(-0.59)

-0.0193
(-1.33)

143477
61996

0.0000
0.009

0.0031
(20.19)?

-0.0001
(-0.53)

0.00004
(0.38)

0.00002
(25.87)°

-0.00011
(-3.91)?

-0.0155
(-2.12)°

0.0109
(2.07)°

-0.00147
(-0.59)

-0.0191
(-1.32)

0.00002
(0.30)

143477
61996

0.0000
0.009

2 denote statistical significance in two-tailed tests at the 1% and 5% levels, respectively.



Table 4
Forecast Bias of Analysts Employed by Firms with Versus without Significant Investment
Banking or Brokerage Business

This table presents univariate comparisons of quarterly EPS forecast bias between different groups of analysts classified according to whether their employer
has significant investment banking (IB) or brokerage business. Panel A (B) presents results for forecasts made within one (three) month(s) of quarter-end.
Forecast bias is measured as (reported EPS — forecast EPS) divided by the stock price measured twelve months before quarter end. Forecasts are drawn from
the January 1994-June 2003 period. A broker-dealer is defined to have significant (insignificant) IB business in a given calendar year if its IB revenue as a
percentage of its total revenue is in the top (bottom) quartile among all broker-dealers in the sample. Significant or insignificant brokerage business is defined
similarly based on commission revenue as a percentage of total revenue. Comparisons are conducted at the level of the company-year-quarter unit. For each
publicly-traded company in the I/B/E/S U.S. detail history file for which adequate data are available, forecast bias is averaged for each different type of broker-
dealer firm; these averages are then compared using matched-pair t-tests for differences in means and Wilcoxon signed-rank tests for differences in
distributions. N corresponds to the number of matched pairs. Only the latest forecasts made by individual analysts over the relevant forecast period are used.
Revenue data are obtained from x-17a-5 or 10-k filings with the U.S. Securities and Exchange Commission. Forecasts are matched with annual broker-dealer
financial data corresponding to the latest fiscal year preceding the date of the forecast.

) A. One-month Forecast Period B. Three-month Forecast Period
Type of Firm
N Mean Median N Mean Median
1. Firms with no significant IB business 3683 0.00007 0.0002 16789 -5.6%10° 0.00026
2. Firms with significant IB business 3683 0.00011 0.0003 16789 0.00003 0.00029
p-value of t-test/signed-rank test (1 vs. 2) 0.747 0.028 0.493 0.0001
3. Firms with no significant brokerage business 3370 0.00003 0.00025 13982 0.00008 0.00027
4. Firms with significant brokerage business 3370 -0.00013 0.00020 13982 -0.00006 0.00025
p-value of t-test/signed-rank test (3 vs. 4) 0.138 0.0005 0.017 0.000
5. Firms with no significant 1B and no significant 998 -0.0002 0.00022 4161 0.00026 0.00026
brokerage business
6. Firms with significant brokerage but with no 998 -0.0002 0.00017 4161 0.00035 0.00029
significant IB business
p-value of t-test/signed-rank test (5 vs. 6) 0.709 0.074 0.395 0.470
7. Firms with no significant IB and no significant 549 -0.00037 0.0000 2837 0.00002 0.00022
brokerage business
8. Firms with significant 1B but no significant 549 -0.00044 0.0000 2837 0.00009 0.00025

brokerage business
p-value of t-test/signed-rank test (7 vs. 8) 0.620 0.934 0.447 0.008




Table 5

Panel Regression Analysis of Quarterly Earnings Forecast Bias

This table shows coefficient estimates from regressions explaining the degree of bias in individual analysts’
quarterly EPS forecasts made over the January 1994-June 2003 period. Panel A (B) presents results for forecasts
made within one (three) month(s) of quarter-end. Only company quarters ending in March, June, September, or
December are included. Forecast and reported numbers are based on primary EPS. Forecast bias is computed as
(reported EPS — forecast EPS) divided by the stock price twelve months before quarter-end. The sample includes
only the latest forecast made by an analyst for a company during a given forecast period. Columns (1) show results
of pooled OLS regressions that include industry and calendar-quarter dummies (not reported) and t-statistics using
White’s correction for heteroskedasticity. Columns (2) report average coefficient estimates from Fama-MacBeth
(1973) regressions that include unreported industry dummies, performed on individual calendar quarters over the
sample period. In the fixed-effects regressions in (3), company-year-quarter effects are treated as fixed. Revenue
data are obtained from x-17a-5 or 10-K filings with the SEC. Each forecast issued by an analyst is matched with
broker-dealer revenue data corresponding to the latest fiscal year preceding the date of the forecast. Forecast age is
measured as the number of days between the report date and the forecast date. Company-specific and general
forecasting experience are (continuous) measures of the number of years since an analyst first began issuing I/B/E/S
EPS forecasts on a particular company or in general. The number of analysts employed by a firm, the number of
companies covered by an analyst, and the number of industry groups covered by an analyst are measured over the
calendar year of the earnings forecast. Industry groupings are based on I/B/E/S 4-digit S/I/G codes. Company
market capitalization is measured in millions of dollars one year prior to quarter-end. The public brokerage dummy
equals one if a broker-dealer firm is publicly-traded on NYSE, AMEX, or Nasdaq and equals zero otherwise. T-
statistics for coefficient estimates are shown in parentheses.

Pooled Fama- Company-Quarter
OoLsS MacBeth Fixed Effects
) ) @)
Panel A: One-Month Forecast Period
Constant 0.0045 0.0045 0.0050 0.0048 0.00086 0.00085
(3.55)° (3.54) (2.79) (2.59) (2.29)° (2.27)°
IB revenue as fraction of total 0.00088 0.00087 -0.00027 0.00026 0.00019 0.00019
revenue (0.64) (0.63) (-0.16) (0.14) (0.47)) (0.47)
Commission revenue -0.00017  -0.00016 -0.00097 -0.0006 -0.00019 -0.0002
as fraction of total revenue (-0.34) (-0.32) (-1.71) (-1.09) (-0.88) (-0.92)
Forecast age -0.00006  -0.00006 -0.00006 -0.00006 -0.00003 -0.00003
(-5.67) (-5.68) (-4.52) (-4.51) (-5.76) (-5.78)
Ln (1 + Number of analysts 0.00015 0.00023 0.00009 0.00025 0.00006 0.00009
employed by brokerage) (1.49) (1.93) (0.65) (1.52) (1.16) (1.48)
Company-specific forecasting -0.1149 -0.1158 -0.1193 -0.1187 -0.0073 -0.0075
experience * 10 (-3.86)* (-3.89)* (-3.18)* (-3.18)* (-0.49) (-0.49)
General forecasting 0.0448 0.0458 0.0391 0.0381 0.026 0.0262
experience * 10 (1.76) (1.80) (1.49) (1.48) (2.27)° (2.28)°
Number of companies -0.0125 -0.0126 -0.0211 -0.0219 -0.0038 -0.0037
followed * 107 (-1.10) (-1.11) (-1.37) (-1.46) (-0.70) (-0.68)
Number of industry groups -0.060 -0.0621 -0.0492 -0.0474 -0.0737 -0.0754
followed * 107 (-0.90) (-0.93) (-0.67) (-0.65) (-2.34)° (-2.39)°
Ln (Market capitalization of 0.00024 0.00024 0.00028 0.00028
company) (3.48)* (3.48)* (3.72)? (3.71)?2
Public broker-dealer dummy -0.0003 -0.00026 -0.00013
(-0.97) (-0.79) (-0.95)
Number of Observations 45374 45374 45267 45267 45374 45374
Number of Groups 27704 27704
Model P-value 0.0000 0.0000 0.0000 0.0000

R? 0.008 0.008 0.001 0.001 0.003 0.003




Table 5 (cont.)

Panel B: Three-Month Forecast Period

Constant

IB revenue as fraction of total
revenue

Commission revenue
as fraction of total revenue

Forecast age

Ln (1+Number of analysts
employed by brokerage)

Company-specific forecasting
experience * 10

General forecasting
experience * 10
Number of companies
followed * 10°®

Number of industry groups
followed * 1073

Ln (Market capitalization of
company)

Public broker-dealer dummy

Number of Observations

Model P-value
RZ

0.0025
(3.87)°

-0.00066
(-1.18)

-0.00012
(-0.43)

-0.00003
(-9.39)*

0.00014
(2.33)°

-0.0606
(-2.50)°

-0.0126
(-0.73)

0.0245
(4.07)

-0.0920
(-2.46)°

0.00035
(7.68)%

143477

0.0000
0.005

0.0025
(3.86)°

-0.00065
(-1.17)

-0.00012
(-0.44)

-0.00003
(-9.39)*

0.00017
(2.39)°

-0.0610
(-2.50)°

-0.0122
(-0.70)
0.0245
(4.08)°
-0.0928
(-2.49)°
0.00035
(7.68)°
-0.00011

(-0.61)
143477

0.0000
0.005

0.0021
(2.63)°

-0.0050
(-1.08)

-0.00054
(-1.13)

-0.00003
(-6.04)*

0.00036
(2.31)°

-0.0778
(-3.47)°

-0.0100
(-0.70)
0.0129
(1.36)

-0.0808
(-1.62)

0.00043
(5.99)*

143318

0.0000
0.001

0.0030
(3.28)

-0.0065
(-1.48)

-0.00024
(-0.75)

-0.00003
(-6.01)*

0.00042
(2.26)°

-0.0769
(-3.42)°
-0.0097
(-0.67)

0.0121
(1.27)

-0.0779
(-1.56)

0.00043
(6.01)

-0.0011
(-2.72)*
143318

0.0000
0.001

0.0002
(1.19)

0.00016
(0.78)

0.00002
(0.21)

-0.00001
(-14.88)*

0.00009
(3.36)°

0.012
(1.47)

0.00343
(0.59)

-0.0019
(-0.69)

-0.0414
(-2.55)°

143477

0.0000
0.003

0.0002
(1.22)

0.00016
(0.78)

0.00003
(0.24)

-0.00001
(-14.89)*

0.00008
(2.55)°

0.0121
(1.49)

0.0034
(0.58)

-0.0195
(-0.70)

-0.041
(-2.53)°

-0.00004
(0.58)

143477

0.0000
0.003

2P denote statistical significance in two-tailed tests at the 1% and 5% levels, respectively.



Table 6

Long-term Earnings Growth Forecasts of Analysts Employed by Firms with Versus

Without Significant Investment Banking or Brokerage Business

Univariate comparisons of long-term (3 to 5 years) growth forecasts between different groups of analysts classified according to whether their
employer has significant investment banking (IB) or brokerage business. The sample period is from January 1994 through June 2003. A
broker-dealer is defined to have significant (insignificant) IB business in a given calendar year if its IB revenue as a percentage of its total
revenue is in the top (bottom) quartile among all broker-dealers in the sample. Significant or insignificant brokerage business is defined
similarly based on commission revenue as a percentage of total revenue. Comparisons are conducted at the level of the company-year-quarter
unit. For each publicly-traded company in the I/B/E/S U.S. detail history file for which adequate data are available, LTG forecast levels are
averaged for each different type of broker-dealer firm; these averages are then compared using matched-pairs t-tests for differences in means
and Wilcoxon signed-rank tests for differences in distributions. N corresponds to the number of matched pairs. Only the latest company
forecast made by an individual analyst over the appropriate quarter (March, June, September, or December) is used. Revenue data are
obtained from x-17a-5 or 10-k filings with the U.S. Securities and Exchange Commission. Forecasts are matched with annual broker-dealer

financial data corresponding to the latest fiscal year preceding the date of the forecast.

Type of Firm N Mean Median
1. Firms with no significant 1B business 1508 20.74 17.88
2. Firms with significant 1B business 1508 19.83 175
p-value of t-test/signed-rank test (1 vs. 2) 0.002 0.112
3. Firms with no significant brokerage business 1578 18.58 15.9
4. Firms with significant brokerage business 1578 19.73 17
p-value of t-test/signed-rank test (3 vs. 4) 0.000 0.000
5. Firms with no significant IB and no significant brokerage business 246 16.58 15
6. Firms with significant brokerage but with no significant 1B business 246 17.83 15
p-value of t-test/signed-rank test (5 vs. 6) 0.014 0.001
7. Firms with no significant IB and no significant brokerage business 52 19.40 20
8. Firms with significant IB but no significant brokerage business 52 21.66 20
p-value of t-test/signed-rank test (7 vs. 8) 0.033 0.016




Table 7
Analysis of Long-Term Earnings Growth Forecasts

This table reports coefficient estimates from regressions explaining the level of long-term earnings
growth (LTG) forecasts made over the January 1994-June 2003 period. The sample period is
partitioned into calendar quarters ending March, June, September and December. The sample
includes only the latest forecast made in a quarter by an analyst for a company. The Fama-
MacBeth regressions include unreported industry dummies. In the fixed-effects regressions,
company-year-quarter effects are treated as fixed. Revenue data are obtained from x-17a-5 or 10-
K filings with the U.S. Securities and Exchange Commission. Each forecasting period is matched
with broker-dealer revenue data corresponding to the latest fiscal year preceding the date of the
forecast. Company-specific and general forecasting experience are measured as the number of
years since an analyst first began issuing I/B/E/S EPS forecasts on a particular company or in
general. The number of analysts employed by a firm, the number of companies covered by an
analyst, and the number of industry groups covered by an analyst are measured over the calendar
year of the earnings forecast. Industry groupings are based on I/B/E/S 4-digit S/I/G codes.
Company market capitalization is measured in millions of dollars one year prior to quarter-end.
The public brokerage dummy equals unity if a broker-dealer is traded on NYSE, AMEX, or
Nasdag and equals zero otherwise. T-statistics for coefficient estimates are in parentheses.

Fama- Company-Quarter
MacBeth Fixed Effects
1) )
Constant 20.17 17.33 21.54 21.58
(3.16) (2.37)° (28.87) (28.64)
IB revenue as 3.53 8.86 0.151 0.158
fraction of total revenue (0.29) (0.61) (0.14) (0.15)
Commission revenue 6.68 -2.16 1.27 1.257
as fraction of total revenue (0.64) (-0.68) (2.39)° (2.37)°
Ln (1+Number of analysts -0.498 -0.22 -0.516 -0.543
employed by brokerage) (-0.65) (-0.27) (-3.61)* (-3.28)*
Company-specific forecasting -0.649 -0.65 0.026 0.026
experience (-17.03)* (-16.90)% (0.78) (0.79)
General forecasting experience -0.003 -0.005 -0.005 -0.005
(-0.08) (-0.15) (-0.26) (-0.27)
Number of companies followed -0.032 -0.034 -0.007 -0.007
(-2.05)° (-2.11)° (-0.73) (-0.74)
Number of industry groups 0.185 0.185 0.035 0.035
followed (3.03) (2.97) (0.54) (0.54)
Public broker-dealer dummy 3.459 0.090
(1.05) (0.32)
Number of Observations 35258 35258 35319 35319
Number of Groups 26870 26870
R? 0.008 0.008 0.007 0.007

2P denote statistical significance in 2-tailed tests at the 1% and 5% levels, respectively.



Table 8
Analysis of Quarterly Earnings Forecast Frequency

The dependent variable in the OLS and Poisson regressions in columns (1) and (3) is the number of EPS forecasts
issued by an individual analyst on a given company during the three months preceding the end of the quarter. The
dependent variable in the logistic regressions in column (2) is an indicator variable equal to one if an analyst issued
more than one forecast during the three-month forecasting period, and equal to zero otherwise. The sample consists
of quarterly EPS forecasts made over the January 1994-June 2003 period. Company quarters not ending March,
June, September, or December are excluded from the analysis. Regressions are performed on the pooled sample of
observations and include unreported industry and calendar-quarter dummies. Revenue data from x-17a-5 or 10-K
filings with the U.S. Securities and Exchange Commission are used to construct a variable measuring the potential
degree of analysts’ conflict of interest. Each forecast period is matched with broker-dealer revenue data
corresponding to the latest fiscal year ending before the forecast period. Company-specific and general forecasting
experience are measured as the number of years since an analyst first began issuing EPS forecasts through I/B/E/S
on a particular company or in general. The number of analysts employed by a firm, the number of companies
covered by an analyst, and the number of industry groups covered by an analyst are measured over the calendar year
of the earnings forecast. Industry groupings are based on I/B/E/S 4-digit S/I/G codes. Company market
capitalization is measured in millions of dollars one year prior to quarter-end. The public brokerage dummy equals
unity if a broker-dealer is traded on NYSE, AMEX, or Nasdag and equals zero otherwise. Heteroskedasticity-
consistent t-statistics and z-statistics are in parentheses.

oLS Logistic Poisson
Specification Specification Specification
() @) @)

Constant 1.4321 1.4324 -0.9397 -2.2965 0.3521 0.0784

(17.29)% (17.29)% (-3.38)* (-6.37) (5.94)% (1.32)

Commission revenue 0.0606 0.0607 0.2008 0.1995 0.0465 0.0467
as fraction of total revenue (6.75)* (6.77)? (5.49)* (5.46)* (6.81)% (6.84)%
Ln (1+Number of analysts 0.0140 0.0121 0.0838 0.0895 0.0114 0.0101
employed by brokerage) (6.67)* (4.79)* (9.56)* (8.56)* (7.12)2 (5.27)
Company-specific forecasting 0.0088 0.0088 0.0265 0.0265 0.0062 0.0062
experience (12.51)* (12.53)* (10.75) (10.72)* (12.12) (12.14)
General forecasting -0.0015 -0.0016 -0.0049 -0.0049 -0.0011 -0.0011
experience (-3.24)* (-3.29)* (-2.63)* (-2.59)* (-3.16)* (-3.20)*
Number of companies 0.0011 0.0011 0.0042 0.0042 0.0009 0.0009
followed (6.39)* (6.39) (5.70) (5.70)% (6.64) (6.64)
Number of industry groups -0.0080 -0.0079 -0.0268 -0.0270 -0.0060 -0.0059
followed (-7.91) (-7.86) (-6.26) (-6.30) (-7.74) (-7.69)%
Ln (Market capitalization of 0.0291 0.0291 0.1071 0.1072 0.0222 0.0221
company) (30.67)* (30.65)* (28.75)* (28.76)* (31.15)% (31.12)%
Public broker-dealer dummy 0.0077 -0.0230 0.0052

(1.46) (-1.00) (1.27)

Number of Observations 143474 143474 143474 143474 143474 143474
Model P-value 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

R? 0.067 0.067 0.045 0.045 0.008 0.008

2P denote statistical significance in 2-tailed tests at the 1% and 5% levels, respectively.



Appendix Table A.1
Firms Employing the Most Analysts for Fiscal Years Ending in 2002

Panel A: Largest Analyst Employers with No 1B Business

Number of Total Revenue Commission

Firm name Analysts ($ millions) Revenue
($ millions)

Adams, Harkness, & Hill, 23 61.78 63.84
Inc.
BB&T Capital Markets 21 52.31 9.01
SWS Securities 17 22.78 22.42
Buckingham Research 17 28.69 27.23
Panel B: Largest Analyst Employers with No Commission Revenue

Number of Total Revenue IB Revenue
Firm name Analysts ($ millions) ($ millions)
Paradigm Capital, Inc. 8 0.0017 0
Hudson River Analytics, Inc. 1 0.0014 0
Panel C: Largest Analyst Employers

Total IB Commission

Number of

Firm name Analysts Re‘.’e'.”“e Re‘.’e'.““e Re‘.’ef‘“e
($ millions)  ($ millions)  ($ millions)

Merrill Lynch & Co., Inc. 231 18,608 2,413 4,657
Morgan Stanley, Dean 199 32,415 2,527 3,280
Witter & Co.
Salomon Smith Barney 139 21,250 3,420 3,845
Holdings, Inc.
Goldman Sachs & Co. 133 22,854 2,572 4,950

Bear Stearns & Co. 122 6,891 833 1,110




The Valuation of
Common Stocks

In Chapter 17 it was noted that one purpose of financial analysis is to iden
tify mispriced securities. Fundamental analysis was mentioned as one approah
for conducting a search for such securities. With this approach the security ana
lyst makes estimates of such things as the firm’s future earnings and dividends. Il
these estimates are substantially different from the average estimates of other an
alysts but are felt to be more accurate, then from the viewpoint of the securin
analyst, a mispriced security will have been identified. If it is also felt that the
market price of the security will adjust to reflect these more accurate estimates,
then the security will be expected to have an abnormal rate of return. Accord
ingly, the analyst will issue either a buy or sell recommendation, depending on
the direction of the anticipated price adjustment. Based on the capitalization ol
income method of valuation, dividend discount models have been frequently
used by fundamental analysts as a means of identifying mispriced stocks. This
chapter will discuss dividend discount models and how they can be related to
models based on price-earnings ratios.

" CAPITALIZATION OF INCOME METHOD OF VALUATION

There are many ways to implement the fundamental analysis approach to identi-
fying mispriced securities. A number of them are either directly or indirectly re-
lated to what is sometimes referred to as the capitalization of income method of
valuation.! This method states that the “true” or “intrinsic” value of any asset is
based on the cash flows that the investor expects to receive in the future from
owning the asset. Because these cash flows are expected in the future, they are
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adjusted by a discount rate to reflect not only the time value of money but also
the riskiness of the cash flows.

Algebraically, the intrinsic value of the asset Vis equal to the sum of the pres-
ent values of the expected cash flows:

_ G GGy
V—(1+ k)? +(1+k)z (1+k)3+
= é( Y (18.1)

where C, denotes the expected cash flow associated with the asset at time ¢ and k
is the appropriate discount rate for cash flows of this degree of risk. In this equa-
tion the discount rate is assumed to be the same for all periods. Because the sym-
bol ® above the summation sign in the equation denotes infinity, all expected
cash flows, from immediately after making the investment until infinity, will be
discounted at the same rate in determining V.*

18.1.1 Net Present Value

For the sake of convenience, let the current moment in time be denoted as zero,
or t = 0.If the cost of purchasing an assetat ¢ = 0 is P, then its net present value
(NPV) is equal to the difference between its intrinsic value and cost, or:

NPV = V-—-P

=g
[E{ (1 + k)t

The NPV calculation shown here is conceptually the same as the NPV calcula-
ton made for capital budgeting decisions that has long been advocated in intro-
ductory finance textbooks. Capital budgeting decisions involve deciding whether
or not a given investment project should be undertaken. (For example, should a
new machine be purchasedr) In making this decision, the focal point is the NPV of
the project. Specifically, an investment project is viewed favorably if its NPV is posi-
tive, and unfavorably if its NPV is negative. For a simple project involving a cash
outflow now (at ¢t = 0) and expected cash inflows in the future, a positive NPV
means that the present value of all the expected cash inflows is greater than the
cost of making the investment. Conversely, a negative NPV means that the present
value of all the expected cash inflows is less than the cost of making the investment.

The same views about NPV apply when financial assets (such as a share of
ctommon stock}, instead of real assets (such as a new machine), are being consid-
ered for purchase. That is, a financial asset is viewed favorably and said to be un-

-derpriced (or undervalued) if NPV > 0. Conversely, a financial asset is viewed
¢ unfavorably and said to be overpriced or (overvalued) if NPV < 0. From Equation
(18.2), this is equivalent to stating that a financial asset is underpriced if V > P:

il

~P (18.2)

> G o p (18.3)
=1
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Conversely, the asset is overvalued if V< P:

¢,
— = __<p
5(1 + k)

18.1.2 Internal Rate of Return

Another way of making capital budgeting decisions in a manner that is sirl§
the NPV method involves calculating the internal rate of return (IRR) assoct
with the investment project. With IRR, NPV in Equation (18.2) is set eqt
zero and the discount rate becomes the unknown that must be calculated.
is, the IRR for a given investnent is the discount rate that makes the NPV of
investment equal to zero. Algebraically, the procedure involves solving the §
lowing equation for the internal rate of return k™

il C ) 7
0= —t— P 18.8
2(1 ey (18.9)°

Equivalently, Equation (18.5) can be rewritten as:

< C
P=>y —rt—. 18.6
DY (15
The decision rule for IRR involves comparing the project’s IRR (denoted by
k') with the required rate of return for an investment of similar risk (denoted by
k). Specifically, the investment is viewed favorably if & > k, and unfavorably if
k" < k. As with NPV, the same decision rule applies if either a real asset or a fi-
nancial asset is being considered for possible investment.?

18.1.3 Application to Common Stocks

This chapter is concerned with using the capitalization of income method to de-
termine the intrinsic value of common stocks. Because the cash flows associated
with an investment in any particular common stock are the dividends that are ex-
pected to be paid throughout the future on the shares purchased, the models
suggested by this method of valuation are often known as dividend discount
models (DDMs).* Accordingly, D, will be used instead of C, 1o denote the expect-
ed cash flow in period fassociated with a particular common stock, resulting in
the following restatement of Equation (18.1):

D, D, Dy

Vit as o T aa e T
< D, -

Usually the focus of DDMs is on determining the “true” or “intrinsic” value
of one share of a particular company’s common stock, even if larger size pur-
chases are being contemplated. This is because it is usually assumed that larger
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size purchases can be made at a cost that is a simple multiple of the cost of one
share. (For example, the cost of 1,000 shares is usually assumed to be 1,000 times
the cost of one share.) Thus the numerator in DDMs is the cash dividends per
share that are expected in the future.

However, there is a complication in using Equation (18.7) to determine the
intrinsic value of a share of common stock. In particular, in order to use this
equation the investor must forecast all future dividends. Because a common
stock does not have a fixed lifetime, this suggests that an infinitely long stream of
dividends must be forccast. Although this may seem to be an impossible task,
with the addition of certain assumptions, the equation can be made tractable
(that is, usable).

These assumptions center on dividend growth rates. That is, the dividend
per share at any time ¢ can be viewed as being equal to the dividend per share at
time ¢ — 1 times a dividend growth rate of g,,

D, =D (1 + g:) (18.8)
or, equivalently:
Dt _ Dz~1
S = g 18.9
b, ¥ (189

For example, if the dividend per share expected at t = 2 is $4 and the dividend
per share expected att = 3 is $4.20, then g5 = ($4.20 — $4) /%4 = 5%.

The different types of tractable DDMs reflect different sets of assumptions
about dividend growth rates, and are presented next. The discussion begins with
the simplest case, the zero-growth model.

THE ZERO-GROWTH MODEL

One assumption that could be made about future dividends is that they will re-
main at a fixed dollar amount. That is, the dollar amount of dividends per share
that were paid over the past year 1), will also be paid over the next year D;, and
the year after that Dy, and the year after that Dy, and so on—that is,

D():DI:D2:D3=...:DOC'

This is equivalent to assuming that all the dividend growth rates are zero, be-
tause if g, = 0, then D, = D,_, in Equation (18.8). Accordingly, this model is
often referred to as the zero-growth (or no-growth) model.

.

s

3.2.1 Net Present Value

Be impact of this assumption on Equation (18.7) can be analyzed by noting
jat happens when D, is replaced by 1), in the numerator:

< D,
V=Y —— (18.10)
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Fortunately, Equation (18.10) can be simplified by noting that D, is a fif
lar amount, which means that it can be written outside the summation 8

D!
V=Dy> -
”[z (1 + k)

The next step involves using a property of infinite series from mathenm
If k > 0, then it can be shown that:

x 1 ) :
El 1+ k)‘ K (184
Applying this property to Equation (18.11) results in the following formula
the zero-growth model:

y= =t (18.14)

Example

As an example of how this DDM can be used, assume that the Zinc Company is
expected to pay cash dividends amounting to $8 per share into the indefinite fu-
ture and has a required rate of return of 10%. Using either Equation (18.13) u
Equation (18.14), it can be seen that the value of a share of Zinc stock is equal to
$80 (= $8/.10). With a current stock price of $65 per share, Equation (18.2)
would suggest that the NPV per share is $15 (= $80 — $65). Equivalently, as
V = $80 > P = $65, the stock is underpriced by $15 per share and would be a
candidate for purchase.

18.2.2 Internal Rate of Return

Equation (18.13) can be reformulated to solve for the IRR on an investment in a
zero-growth security. First, the security’s current price Pis substituted for V, and
second, £ is substituted for k. These changes result in:

po by
k
which can be rewritten as:
D
k= 70 (18.15a)
D,
=5 (18.15b)
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Exampfe

Applying this formula to the stock of Zinc indicates that ¥ = 12.3% (=
$8/%65). Because the IRR from an investment in Zinc exceeds the required
rate of return on Zinc (12.9% > 10%), this method also indicates that Zinc is
underpriced.®

18.2.3 Application

The zerogrowth model may seem quite restrictive. After all, it seecms unrcason-
able to assume that a given stock will pay a fixed dollar-size dividend forever. Al-
though such a criticism has validity for common stock valuation, there is one
particular situation where this model is quite useful.

Specifically, whenever the intrinsic value of a share of high-grade preferred
stock is to be determined, the zero-growth DDM will often be appropriate. This
is because most preferred stock is nonparticipating, meaning that it pays a fixed
dollarsize dividend that will not change as earnings per share change. Further-
more, for high-grade preferred stock these dividends are expected to be paid
regularly into the foresceable future. Why? Because preferred stock does not
have a fixed lifetime, and, by restricting the application of the zero growth
model to high-grade preferred stocks, the chance of a suspension of dividends is
remote.®

THE CONSTANT-GROWTH MODEL

The next type of DDM to be considered is one that assumes that dividends will
grow from period to period at the same rate forever, and is therefore known as
the constant growth model.” Specifically, the dividends per share that werc paid
over the previous year D, are expected to grow at a given rate g, so that the divi-
dends expected over the next year D are expected to be equal to Dy(1 + g).
Dividends the year after that arc again expected to grow by the same rate g,
meaning that Dy = Dy(1 + g). Because D; = Dy(1 + g), this is equivalent to as-
suming that Dy = Dy(1 + g)?and, in general:

D, = D,_,(1 + g) (18.16a)
= Dy(1 + o). (18.16b)

18.3.1 Net Present Value

The impact of this assumption on Equation (18.7) can be analyzed by noting
what happens when D, is replaced by Dy(1 + g)’in the numerator:

1
3

_ < D1 + g)
17 2_4(1 T (18.17)
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Fortunately, Equation (18.17) can be simplified by noting that D, is &
lar amount, which means that it can be written outside the summation s

(1 + k)!

V= [)0[2__1:4@_

The next step involves using a property of infinite series from mathe
If k> g, then it can be shown that:

v (1+g' _1+g
E:;(l-*-k)’ k—g (a

Substituting Equation (18.19) into Equation (18.18) results in the valuation
mula for the constant-growth model:

Sometimes Equation (18.20) is rewritten as:

T (18.21)
k—g

because Dy = Dy(1 + g).

Example

As an example of how this DDM can be used, assume that during the past yeat
the Copper Company paid dividends amounting to $1.80 per share. The forecast

e

[ \mle TLus J)mjends over the next year are expected to equal $1.89 [= $1.80

X (1 + .05)]. Using Equation (18.20) and assuming a required rate of return &
0of 11%, it can be seen that the value of a share of Copper stock is equatl to $31.50
[=$1.80 % (1 +.05) /(.11 — .05) = $1.89/(.11 — .05)]. With a current stock
price of $40 per share, Equation (18.2) would suggest that the NPV per share is
—~$8.50 (= $31.50 ~ $40). Equivalently, as V = $31.50 < P = $40, the stock is
overpriced by $8.50 per share and would be a candidate for sale if currently
owned.

18.3.2 Internal Rate of Return

Equation (18.20) can be reformuilated to solve for the IRR on an investment in a
constant-growth security. First, the current price of the security P is substituted
for V and then & is substituted for k. These changes result in:

p=p,| LTEL| (18.22)
k™~ g
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which can be rewritten as:

p=DUre (18.23a)
P
D,
=2y 18.23b
bt (18.23b)

Example

Applying this formula to the stock of Copper indicates that k* = 9.72% (=
[$1.80 X (1 + .05)/%40] + .05 = ($1.89/%40) + .05}. Because the required
rate of return on Copper exceeds the IRR from an investment in Copper (11%
> 9.72%), this method also indicates that Copper is overpriced.

18.3.3 Relationship to the Zero-Growth Model

The zero-growth model of the previous section can be shown to be a special case
of the constant-growth model. In particular, if the growth rate gis assumed to be
equal to zero, then dividends will be a fixed dollar amount forever, which is the
same as saying that there will be zero growth. Letting g = 0 in Equations (18.20)
and (18.23a) results in two equations that are identical to Equations (18.13) and
(18.15a), respectively.

Even though the assumption of constant dividend growth may seem less re-
strictive than the assumption of zero dividend growth, it may still be viewed as
unrealistic in many cases. However, as will be shown next, the constant-growth
inodel is important because it is embedded in the multiple-growth model.

AT CCneral DOM o YAIN commo MOCky € e matapie rowh modl.

2. With this model, the focus is on a time in the future (denoted by T') after which
dividends are expected to grow at a constant rate g. Although the investor is still
poncerned with forecasting dividends, these dividends do not need to have any
eeific pattern until this time, after which they will be assumed to have the spe-
pattern of constant growth. The dividends up until 7 (Dy, Dy, Dy, . . ., D))
I be forecast individually by the investor. (The investor also forecasts when this
we " will occur.) Thereafter dividends are assumed to grow by a constant rate g
the investor must also forecast, meaning that:

DT+1 = DT(l + g)

Dyyg=Drh(1+ g)
D7'+3 = DT+2(1 + g)

D, (1 + g)2
D (1 + g)?

Il

pon. Figure 18.1 presents a time line of dividends and growth rates associ-
ith the multiple-growth model.
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D, D, Dy Dr,,
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(1 + k) (14 kP + (1+kp (1+ k)7 (k—g) (1+K)T
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+
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Figure 18.1
Time Line for Multiple-Growth Model

18.4.1 Net Present Value

In determining the value of a share of common stock with the multiple-growth
modcl, the present value of the forecast stream of dividends must be deter
mined. This can be done by dividing the stream into two parts, finding the pres
ent value of each part, and then adding these two present values together.

The first part consists of finding the present value of all the forecast divi-
dends that will be paid up to and including time 7. Denoting this present valur
by V,_, itis equal to:

D
4 —_ Pt S 9.
v. =3 Tk (18.24)

t=1

The second part consists of finding the present value of all the forecast divi-
dends that will be paid after time 7, and involves the application of the constant-
growth model. The application begins by imagining that the investor is not at
time zero but is at time 7, and has not changed his or her forecast of dividends
for the stock. This means that the next period’s dividend D, ,; and all those
thereafter are expected to grow at the ratc g. Thus the investor would be viewing
the stock as having a constant growth rate, and its value at time 7, V,, could be
determined with the constant-growth model of Equation (18.21):

v, = nm(—l—). (18.25)
k—g

One way to view V; is that it represents a lump sum that is just as desirable as
the stream of dividends after 7. That is, an investor would find a lump sum of
cash equal to V,, to be received at time 7, to be equally desirable as the stream of
dividends D, ,, D,,y, D;,s, and so on. Now given that the investor is at time
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zero, not at time 7, the presentvalue at £ = 0 of the lump sum V, must be deter-
mined. This is done simply by discounting it for T periods at the rate k, resulting
in the following formula for finding the present valuc at time zero for all divi-
dends after 7, denoted V., :

Voo =V,

(l—i;] (18.26)

T+1

D
(k=g (1 + k7"

Having found the present value of all dividends up to and including time T
with Equation (18.24), and the present value of all dividends after time 7" with
Equation (18.26), the value of the stock can be determined by summing up
these two amounts:

V=V, +V,

B N S | T
h tz=l(1 + k)! N k — )1 + k)" (18.27)

Figurc 18.1 illustrates the valuation procedure for the multiple-growth DDM
that is given in Equation (18.27).

! xample

As an example of how this DDM can be used, assume that during the past year
the Magnesium Company paid dividends amounting to .75 per share. Over the

uext year, Magnesium is e)Tected to ‘)a\ WW \m ”i Nn \ |

{ ! '
LD 1l

N J h = — $./5)/%$.75 = 167%. The year after that, dividends are
expected to amount to $3 per share, indicating that go = (Dy — D)) /D, = ($3 —
$2)/$2 = 50%. At this time, the forecast is that dividends will grow by 10% per
year indefinitely, indicating that 7" = 2 and g = 10%. Consequently, D, .| = Dj
$3(1 + .10) = $3.30. Given a required rate of rcturn on Magnesium shares
15%, the values of V,_ and V,, can be calculated as follows:

\ -

3
V- =1 f%w)l T (‘1’}15)2
= $4.01
v - $3.30
TT(15 = 10)(1 + .15)2
= $49.91.

g V.- and V. results in a value for Vof $4.01 + $49.91 = $53.92. With
t stock pricce of $55 per share, Magnesium appears to be fairly priced.
Magnesium is not significantly mispriced because V and P are nearly of
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18.4.2 Internal Rate of Return

The zero-growth and constant-growth models have equations for V that]
reformulated in order to solve for the IRR on an investment in a stock. !
nately, a convenient expression similar to Equations (18.15a), (18.15b), (]
and (18.23b) is not available for the multiple-growth model. This can be
noting that the expression for IRR is derived by substituting P for V, and I's
in Equation (18.27):

— - Dt + D1+1
S+ kY k™ — (1 + BT

(

This equation cannot be rewritten with k isolated on the left-hand side, m
ing that a closed-form expression for IRR does not exist for the multiple-growtlf
model.

However, all is not lost. It is still possible to calculate the IRR for an invest
ment in a stock conforming to the multiplegrowth model by using an “educag. -
ed” trial-and-error method. The basis for this method is in the observation that
the right-hand side of Equation (18.28) is simply equal to the present value of -
the dividend stream, where k" is used as the discount rate. Hence the larger the
value of k*, the smaller the value of the right-hand side of Equation (18.28). The
trial-and-error method proceeds by initially using an estimate for k". If the result-
ing value on the right-hand side of Equation (18.28) is larger than F, then a larg-
er estimate of k" is tried. Conversely, if the resulting value is smaller than F, then
a smaller estimate of k" is tried. Continuing this search process, the investor can
hone in on the value of k" that makes the right-hand side equal P on the le(1-
hand side. Fortunately, it is a relatively simple matter to program a computer to
conduct the search for k" in Equation (18.28). Most spreadsheets include a func-
tion that does so automatically.

Example

Applying Equation (18.28) to the Magnesium Company results in:

$55 = $2  , _ $3 $3.30
1+ kY A+ kD2 (B =100 + kY

(18.29)

Initially a rate of 14% is used in attempting to solve this equation for k. Inserting
14% for k' in the right-hand side of Equation (18.29) results in a value of $67.54.
Earlier 15% was used in determining Vand resulted in a value of $53.92. This
means that £ must have a value between 14% and 15%, since $55 is between
$67.54 and $53.92. If 14.5% is tried next, the resulting value is $59.97, suggesting
that a higher rate should be tried. If 14.8% and 14.9% are subsequently tried,
the respective resulting values are $56.18 and $55.03. As $55.03 is the closest to
F, the IRR associated with an investment in Magnesium is 14.9%. Given a re-
quired return of 15% and an IRR of approximately that amount, the stock of
Magnesium appears to be fairly priced.
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18.4.3 Relationship to the Constant-Growth Model

The constant-growth model can be shown to be a special case of the multiple-
growth model. In particular, if the time when constant growth is assumed to
begin is set equal to zero, then:

T Dt
V=3 —+— =
Z{ (1 + k)

and
DT+1 — Dl
k-1 + k)" k—¢g

because T = 0 and (1 + k)° = 1. Given that the muliiplegrowth model states
that V= V,_ + V., it can be seen that setting T = Oresultsin V = D/ (k — g),
a formula that is equivalent to the formula for the constant-growth model.

Vie =

18.4.4 Two-Stage and Three-Stage Models

Two dividend discount models that investors sometimes use are the two-stage
model and the three-stage model.® The two-stage model assumes that a constant
growth rate gy exists only until some time 7, when a different growth rate g, is as-
sumed to begin and continue thereafter. The three-stage model assumes that a
constant growth rate g; exists only until some time 7}, when a second growth
rate is assumed to begin and last until a later time 7y, when a third growth rate is
assumed to begin and last thereafter. By letting V;, denote the present value of
all dividends after the last growth rate has begun and V; _ the present value of all
the preceding dividends, it can be seen that these models are just special cases of
the multiple-growth model.

In applying the capitalization of income method of valuation to common
stocks, it might seem appropriate to assume that the stock will be sold at some
pointin the future. In this case the expected cash flows would consist of the divi-

_dends up to that point as well as the expected selling price. Because dividends
“afer the selling date would be ignored, the use of a dividend discount model
“may seem to be improper. However, as will be shown next, this is not $O.

* VALUATION BASED ON A FINITE HOLDING PERIOD

gapitalization of income method of valuation involves discounting all divi-
that are expected throughout the future. Because the simplified models
owth, constant growth, and multiple growth are based on this method,
involve a future stream of dividends. Upon reflection it may seem that
lels are relevant only for an investor who plans to hold a stock forever,
h an investor would expect to receive this stream of future dividends.
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But what about an investor who plans to sell the stock in a year#®
situation, the cash flows that the investor expects to receive from p
share of the stock are equal to the dividend expected to be paid one y
now (for ease of exposition, it is assumed that common stocks pay divid
nually) and the expected selling price of the stock. Thus it would seem 3
ate to determine the intrinsic value of the stock to the investor by dis
these two cash flows at the required rate of return as follows:

D+ P
1+ k

D, i
1+ & 1+ k

V:

where D) and P, are the expected dividend and selling price at ¢t = 1, respec

In order to use Equation (18.30), the expected price of the stock at ¢ #-
must be estimated. The simplest approach assumes that the selling price will be
based on the dividends that are expected to be paid after the selling date. Thuw:
the expected selling price at¢ = 1 is: )

D, + Dy + D, +
(1+ k)1 (1 + k)2 1+ k)3

P1=

-3 T k)t‘l ‘ (18.31)

(=2

Substituting Equation (18.31) for P, in the right-hand side of Equation (18.30)
results in:

V= Dy + Do + Ds + Dy + 1
T+Ek |(L+E)"  (1+ k2 (1+Fk)?3 1+ k
Db D D D
A+ k) (1+k)?2 (1+k°® (1+k)?*
= iL
<1+ k)

which is exactly the same as Equation (18.7). Thus valuing a share of common
stock by discounting its dividends up to some point in the future and its expected
selling price at that time is equivalent to valuing stock by discounting all future div-
idends. Simply stated, the two are equivalent because the expected selling price is
itself based on dividends to be paid after the selling date. Thus Equation (18.7), as
well as the zero-growth, constant-growth, and multiple-growth models that are
based on it, is appropriate for determining the intrinsic value of a share of com-
mon stock regardless of the length of the investor’s planned holding period.

Example

As an example, reconsider the common stock of the Copper Company. Over the
past year it was noted that Copper paid dividends of $1.80 per share, with the
forecast that the dividends would grow by 5% per year forever. This means that
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dividends over the next two years (D; and D,) are forecast to be $1.89 [ = $1.80
X (1 + .05)] and $1.985 [= $1.89 X (1 + .05)], respectively. If the investor
plans to sell the stock after one year, the selling price could be estimated by not-
ing thatat ¢ = 1, the forecast of dividends for the forthcoming year wouid be D,
or $1.985. Thus the anticipated selling price at ¢t = 1, denoted P, would be
equal to $33.08 [ = $1.985/(.11 — .05)]. Accordingly, the intrinsic value of Cop-
per to such an investor would equal the present value of the expected cash flows,
which are D, = $1.89 and P, = $33.08. Using Equation (18.30) and assuming a
required rate of 11%, this value is equal to $31.50 [= ($1.89 + $33.08)/(1 +
.11)]. Note that this is the same amount that was calculated earlier when all the
dividends from now to infinity were discounted using the constant-growth
model: V= D,/ (k — g) = $1.89/(.11 — .05) = $31.50.

m MODELS BASED ON PRICE-EARNINGS RATIOS

Despite the inherent sensibility of DDMs, many security analysts use a much sim-
pler procedure to value common stocks. First, a stock’s earnings per share over
the forthcoming year E, are estimated, and then the analyst (or someone else)
specifies a “normal” price-earnings ratio for the stock. The product of these two
numbers gives the estimated future price P,. Together with estimated dividends
D, to be paid during the period and the current price F, the estimated return on
the stock over the period can be determined:

(A - P) + D

- (18.32)

Expected return =

: where P, = (P,/E;) X E,.
Some security analysts expand this procedure, estimating earnings per share
and price-eamings ratios for optimistic, most likely, and pessimistic scenarios to

nduce a rudimentary probability distribution of a security’s return. Other ana-

determine whether a stock is underpriced or overpriced by comparing the

%k's actual price-earnings ratio with its “normal” price-earnings ratio, as will
own next. !

In order to make this comparison, Equation (18.7) must be rearranged and

g New variables introduced. To begin, it should be noted that earnings per

are related to dividends per share D, by the firm’s payout ratio p,,

D, = pE,. (18.33)

» if an analyst has forecast earnings-per-share and payout ratios,
' ghe has implicitly forecast dividends.

1 (18.33) can be used to restate the various DDMs where the focus is
what the stock’s price-earnings ratio should be instead of on esti-
atrinsic value of the stock. In order to do so, p,E, is substituted for D,
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in the right-hand side of Equation (18.7), resulting in a general formula
termining a stock’s intrinsic value that involves discounting earnings:

__Db D D
L+ k) A+ k)2 1+ k)

PE + poEs + psEs
(1 + k)! (1 + k)2 (1 + k)3

Vv

_ < P;E: x
=2 (1 + k) (18.3(;

t=1 )

Earlier it was noted that dividends in adjacent time periods could be vwwﬂl
as being “linked” to each other by a dividend growth rate g,. Similarly, earnings
per share in any year ¢ can be “linked” to earnings per share in the previous year
t — 1 by a growth rate in earnings per share, g,,,

E,=E _(1+g,) (18.3%)
This implies that
E, = Ey(1 + gel)
Ey, = E(1 + g9 = E(1 + g + gs)

Es = Eqo(1 + g3) = Eo(1 + g)(1 + g2 (1 + g.3)
and so on, where Ej is the actual level of earnings per share over the past year, I,
is the expected level of earnings per share over the forthcoming year, E, is the
expected level of earnings per share for the year after £, and E; is the expected
level of earnings per share for the year after E,.

These equations relating expected future earnings per share to E, can be
substituted into Equation (18.34), resulting in:

_ hlE( + g)] " polEp(1 + g.) (1 + g,9)]
(1 + k)! (1 + k)2

+ pslEo(1 + g) (1 + go) (1 + g5)] . (18.36)
(1 + k)3

As V is the intrinsic value of a share of stock, it represents what the stock would
be selling for if it were fairly priced. It follows that V/E, represents what the
price-earnings ratio would be if the stock were fairly priced, and is sometimes re-
ferred to as the stock’s “normal” price-earnings ratio. Dividing both sides of
Equation (18.36) by E, and simplifying results in the formula for determining
the “normal” price-earnings ratio:

YV _n0+g) | pa(d+ g0+ ga)

E, (1 + k)! (1 + k)2
n ps(1 + g0 + go) (A + g.3) . (18.37)
(1 + k)3
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This shows that, other things being equal, a stock’s “normal” price-earnings ratio
will be higher:

The greater the expected payout ratios (py, py, ps, . - .)»
The greater the expected growth rates in earnings per share (g,;, g.2, €23, - - -)»
The smaller the required rate of return (k).

The qualifying phrase “other things being equal” should not be overlooked.
For example, a firm cannot increase the value of its shares by simply making
greater payouts. This will increase p,, po, ps, . . ., but will decrease the expected
growth rates in earnings per share g,;, 2,9, g.3, - - - - Assuming that the firm’s in-
vestment policy 1s not altered, the effects of the reduced growth in its earnings
per share will just offset the effects of the increased payouts, leaving its share
value unchanged.

Earlier it was noted that a stock was viewed as underpriced if V > Pand over-
priced if V < P. Because dividing both sides of an inequality by a positive con-
stant will not change the direction of the inequality, such a division can be done
here to the two inequalities involving V and F, where the positive constant is E,.
The result is that a stock can be viewed as being underpriced if V/E, > P/E; and
overpriced if V/E, < P/E, Thus a stock will be underpriced if its “normal”
price-earnings ratio is greater than its actual price-earnings ratio, and overpriced
if its “normal” price-earnings ratio is less than its actual price-earnings ratio.

Unfortunately, Equation (18.37) is intractable, meaning that it cannot be
used to estimate the “normal” price-earnings ratio for any stock. However, sim-
plifying assumptions can be made that result in tractable formulas for estimating
“normal” price-earnings ratios. These assumptions, along with the formulas, par-
allel those made previously regarding dividends and are discussed next.

18.6.1 The Zero-Growth Model

The zerogrowth model assumed that dividends per share remained at a fixed

tloliar amount forever. This is most likely if earnings per share remain at a fixed

dollar amount forever, with the firm maintaining a 100% payout ratio. Why
= 100%? Because if a lesser amount were assumed to be paid out, it would mean
that the firm was retaining part of its earnings. These retained earnings would
be put to some use, and would thus be expected to increase future earnings and
Bence dividends per share.
Accordingly, the zero-growth model can be interpreted as assuming p, = 1
all time periods and E, = E;, = E, = E; and so on. This means that D, = E,
B, = £, = Dy = E, and so on, allowing valuation Equation (18.13) to be re-
ted as:

y= Lo (18.38)
k
g Equation (18.38) by £, results in the formula for the “normal” price-
\g» ratio for a stock having zero growth:
v 1

— = -. 18.39
E, k ( )

bt b e
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Example

Earlier it was assumed that the Zinc Company was a zero-growth fi
idends of $8 per share, selling for $65 a share, and having a requi
turn of 10%. Because Zinc is a zero-growth company, it will be ass
has a 100% payout ratio which, in turn, means that £, = $8. At this pg
tion (18.38) can be used to note that a “normal” price-earnings ratio f
1/.10 = 10. As Zinc has an actual price-earnings ratio of $65/%$8 = 8,
cause V/E, = 10 > P/E, = 8.1, it can be seen that Zinc stock is underps

18.6.2 The Constant-Growth Model

Earlier it was noted that dividends in adjacent time periods could be viewed
being connected to each other by a dividend growth rate g,. Similarly, it
noted that earnings per share can be connected by an earnings growth rate
The constant-growth model assumes that the growth rate in dividends per shage -
will be the same throughout the future. An equivalent assumption is that carm
ings per share will grow at a constant rate g, throughout the future, with the paw
out ratio remaining at a constant level p. This means that:

El = EO(l + ge) = EO(l + ge)l
Ey = Ey(1 + g) = Eo(1 + g)(1 + g) = E(1 + g)?
Es = Ex(1 + g) = Eg(1 + g)(1 + g)(1 + g) = Eo(1 + g)°

and so on. In general, earnings in year ¢ can be connected to K, as follows:

E = E,(1 + g). (18.40)

I

Substituting Equation (18.40) into the numerator of Equation (18.34) and
recognizing that p, = presults in:

pEo(l + ge
V= § (1 + k)!

- pEo[z %] (18.41)
t=1

The same mathematical property of infinite series given in Equation (18.19) can
be applied to Equation (18.41), resulting in:

1+ g,
k— gl

V= pE, (18.42)

It can be noted that the earnings-based constant-growth model has a numer-
ator that is identical to the numerator of the dividend-based constant-growth
model, because pE, = D,. Furthermore, the denominators of the two models are
identical. Both assertions require that the growth rates in earnings and dividends
be the same (that is, g, = g). Examination of the assumptions of the models
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reveals that these growth rates must be equal. This can be seen by recalling that
constant earnings growth means:

E = E_(1+g).

Now when both sides of this equation are multiplied by the constant payout
ratio, the result is:

PE, = PE. (1 + g).
Because pE, = D,and pE,_, = D,_,, this equation reduces to:
D, = D,_ (1 + g,)

which indicates that dividends in any period ¢ — 1 will grow by the earnings
growth rate, g,. Because the dividend-based constantgrowth model assumed
that dividends in any period ¢t — 1 would grow by the dividend growth rate g it
can be seen that the two growth rates must be equal for the two models to be
equivalent.

Equation (18.42) can be restated by dividing each side by E,, resulting in the
following formula for determining the “normal” price-earnings ratio for a stock
with constant growth:

vV _ 1t
E, p( g ge). (18.43)

Example

Farlier it was assumed that the Copper Company had paid dividends of $1.80 per
share over the past year, with a forecast that dividends would grow by 5% per year
forever. Furthermore, it was assurned that the required rate of return on Copper
was 11%, and the current stock price was $40 per share. Now assuming that £, was
$2.70, it can be seen that the payout ratio was equal to 66%% (= $1.80/$2.70).
This means that the “normal” price-earnings ratio for Copper, according to Equa-
tion (18.43), is equal to 11.7 [= 6667 X (1 + .05) /(.I1 —.05)]. Because this is
less than Copper’s actual price-earnings ratio of 14.8 (= $40/$2.70), it follows
. that the stock of Copper Company is overpriced.

'18.6.3 The Multiple-Growth Model

Earlier it was noted that the most general DDM is the multip]e-growth model,
ere dividends are allowed to grow at varying rates until some point in time 7,
r which they are assumed to grow at a constant rate. In this situation the pres-
value of all the dividends is found by adding the present value of all divi-
ds up to and including 7, denoted by V;_, and the present value of all
ldends after 7, denoted by V,.,:

V=V._ + V.,

—_ < Dt DT+1
§u+kv+w—@a+mf

(18.27)
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In general, earnings per share in any period ¢ can be expressed as
equal to E, times the product of all the earnings growth rates from time
time ¢£:

E = E(L+ g)(L+ go) - (1+ &) (1

Because dividends per share in any period ¢ are equal to the payout ratio for
period times the earnings per share, it follows from Equation (18.44) that:

D, = p,E, )
= ptEO(l + gel)(l + ge2) e (1 + get)' (18'“
Replacing the numerator in Equation (18.37) with the right-hand side of Equae’
tion (18.45) and then dividing both sides by E, gives the following formula fog:
determining a stock’s “normal” price-earnings ratio with the multiple-growth

model:

Y _nd+g) | pp0+ gl + g

+ .
E . A+ &) a + k)2
c At g)d + gy) - (A + g
a1+ k)T
+ pA+g)AQ +g9) -0 +g)0 +g) . (18.46)

(k-0 + k)"

Example

Consider the Magnesium Company again. Its share price is currently $55, and
per share earnings and dividends over the past year were $3 and $.75, respective-
ly. For the next two years, forecast earnings and dividends, along with the earn-
ings growth rates and payout ratios, are:

D] = $2OO E] = $5OO ga = 67% pl = 40%
D, = $3.00 Ey=$600 g, =20%  p, = 50%.

Constant growth in dividends and earnings of 10% per year is forecast to begin
at T = 2, which means that D; = $3.30, E; = $6.60, g =10%, and p = 50%.

Given a required return of 15%, Equation (18.46) can be used as follows to
estimate a “normal” price-earnings ratio for Magnesium:

V _ 400+ 67) 501+ 67 +.20) | 501+ .67)(1+.20)(1 + .10)
E,  (1+.15)! (1 + .15)2 ~ (15 = .10)(1 + .15)2

= 58 +.76 + 16.67
= 18.01.

Because the actual price-earnings ratio of 18.33 (= $55/$3) is close to the “nor-
mal” ratio of 18.01, the stock of the Magnesium Company can be viewed as fairly
priced.
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BELER souRces OF EARNINGSGROWTH

So far no explanation has been given as to why earnings or dividends will be ex-
pected to grow in the future. One way of providing such an explanation uses the
constantgrowth model. Assuming that no new capital is obtained externally and
no shares are repurchased (meaning that the number of shares outstanding
does not increase or decrease), the portion of earnings not paid to stockholders
as dividends will be used to pay for the firm’s new investments. Given that p, de-
notes the payout ratio in year ¢, then (1 — p,) will be equal to the portion of
earnings not paid out, known as the retention ratio. Furthermore, the firm’s new
investments, stated on a per-share basis and denoted by I, will be:

I,= (1 - p)E,. (18.47)

If these new investments have an average return on equity of 7, in period ¢
and every year thereafter, they will add 7,/, to earnings per share in year ¢ + 1
and every year thereafter. If all previous investments also produce perpetual
earnings at a constant rate of return, next year’s earnings will equal this year’s
earnings plus the new earnings resulting from this year’s new investments:

E oy =E + 1l
=E + r(l — p)E, (18.48)
= Et[l + r (1 - P:)]
Because it was shown earlier that the growth rate in earnings per share is:
E o= E (1 + g (18.35)
it follows that:

Eqy=EQ + g41)- (18.49)
A comparison of Equations (18.48) and (18.49) indicates that:

gu+1 = n(l — p). (18.50)

If the growth rate in earnings per share g, . | is to be constant over time, then
" the average return on equity for new investments 7, and the payout ratio p, must
i ’lllo be constant over time. In this situation Equation (18.50) can be simplified
by removing the time subscripts: -

g =1 — p). (18.51a)

ause the growth rate in dividends per share g is equal to the growth rate in
ings per share g,, this equation can be rewritten as:

g=rl—p). (18.51b)

this equation it can be seen that the growth rate g depends on (1) the pro-
n of earnings that is retained 1 — p, and (2) the average return on equlty
earnings that are retained

constant-growth valuation formula given in Equation (18.20) can be
ged by replacing g with the expression on the right-hand side of Equation
b)), resulting in:
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Under these assumptions, a stock’s value (and hence its price) should be greater, the
greater its average return on equity for new investments, other things being equali’

)|

Example

Continuing with the Copper Company, recall that E, = $2.70 and p = 66X%.
This means that 33'%4% of earnings per share over the past year were retained
and reinvested, an amount equal to $.90 (= .3333 X $2.70). The earnings per
share in the forthcoming year E, are expected to be $2.835 [= $2.70 X (1 +
.05)] because the growth rate g for Copper is 5%.

The source of the increase in earnings per share of $.135 (= $2.835 — $2.70)
is the $.90 per share that was reinvested at ¢ = 0. The average return on equity for
new investments ris 15%, because $.135/$.90 = 15%. That is, the reinvested earn-
ings of $.90 per share can be viewed as having generated an annual increase in
earnings per share of $.135. This increase will occur not only at ¢t = 1, but also at
t = 2,t= 3, and so on. Equivalently, a $.90 investment at ¢ = 0 will generate a
perpetual annual cash inflow of $.135 beginning at¢ = 1.

Expected dividends at ¢t = 1 can be calculated by multiplying the expected
payout ratio p of 66%% times the expected earnings per share E, of $2.835, or
6667 x $2.835 = $1.89. It can also be calculated by multiplying 1 plus the
growth rate gof 5% times the past amount of dividends per share D, of $1.80, or
1.05 x $1.80 = $1.89.

It can be seen that the growth rate in dividends per share of 5% is equal to
the product of the retention rate (33%%) and the average return on equity for
new investments (15%), an amount equal to 5% (= .3333 X .15).

'”W Tears from now (¢ = 2), earnings per share are anticipated to be $2.977

[= $2.835 X (1 + .05)], a further increase of $.142 (= %2.9% - MM!& tLatls
due to the retention and reinvestment of $.945 (= .3333 X $2.835) per share at
t = 1. This expected increase in earnings per share of $.142 is the result of earn-
ing (15%) on the reinvestment ($.945), because .15 X $.945 = $.142.

The expected earnings per share at t = 2 can be viewed as having three
components. The first is the earnings attributable to the assets held at ¢ = 0, an
amount equal to $2.70. The second is the earnings attributable to the reinvest-
ment of $.90 at t = 0, earning $.135. The third is the earnings attributable to the
reinvestment of $.945 at t = 1, earning $.142. These three components, when
summed, can be seen to equal E, = $2.977 (= $2.70 + $.135 + $.142).

Dividends at ¢ = 2 are expected to be 5% larger than at t = 1, or $1.985 (=
1.05 X $1.89) per share. This amount corresponds to the amount calculated by
multiplying the payout ratio times the expected earnings per share at ¢ = 2, or
$1.985 (= .6667 x $2.977). Figure 18.2 summarizes the example.
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Eo=$2.70 $2.700 $2.700
$90x.15 = 135 135
E, - $2835 $945x .15 = 142
E, = $2977
h = % .90 L = $.945 L, = §.992
D, = 1.80 D, = 1890 D, = 1985
E, = $270 E, = 24835 E, = $2977
Figure 18.2

Growth in Earnings for Copper Company

18.8 A THREE-STAGE DDM

As this chapter’s Institutional Issues discusses, the three-stage DDM is the most
widely applied form of the general multiple-growth DDM. Consider analyzing
the ABC Company.

18.8.1 Making Forecasts

Over the past year, ABC has had earnings per share of $1.67 and dividends per
share of $.40. After carefully studying ABC, the security analyst has made the follow-
ing forecasts of earnings per share and dividends per share for the next five years:

E, = $267 E,=$400 E,=$600 E,=$800 E, = $10.00
D,=%$60 D,=$160 D,=%240 D,=$%320 D,=$ 5.00.

These forecasts imply the following payout ratios and earnings-per-share growth
Hles:

‘“ = 60% g2 — 50% 83 = 50% g4 = 33% 85 = 25%

Furthermore, the analyst believes that ABC will enter a transition stage at the
 of the fifth year (that is, the sixth year will be the first year of the transition
#), and that the transition stage will last three years. Earnings per share and
put ratio for year 6 are forecast to be Eg = $11.90 and pg = 55%. {Thus
9% [= ($11.90 — $10.00)/$10.00] and Ds = $6.55 (= .55 X $11.90)}.

growth rate of 4% and a payout ratio of 70%. Now it was shown in
(18.51b) that with the constant-growth model, g = r(1 — p), where ris
return on equity for new investment and p is the payout ratio. Given

last stage, known as the maturity stage, is forecast to have an earnings- -
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INSTITUTIONAI. ISSUES

Applymg Dwzdend Dzscount Models

Over the last 30 years, leldend dlscount models.
(DDMs) have achxcved broad acceptance among .
. professional - common stock investors. Although

few investment managers rely solely on-DDMs to
_“select stocks, ‘many have integrated DDMs mto
7 their secunty valuation procedures..

- The reaspns for the popularity of DDMs are,ﬂy

- twofold. First, DDMs are based on a simple, widely
. understood congept: The fair-value of any security
- should equal the discounted value of the cash flows

expected to be produced by that security. Second, -

apply; msmuuonal investors typically view the

assumed dividend growth assumptions as overly siny
plistic. Instead, these investors generally prefer
three-stage models, believing that they provide the
best combination of realism and ease of application.

“Whereas many variations of the three-stage
DDM exist, in general, the model is based on the
assumption that companies evolve through threce
stages during their lifetimes. (Figure 18.3 portrays
these siages.)

the basic i inputs for DDMs are standard outputs for

' many large investment management firms—that is, -

 these firms employ security analysts who are re-
- sponsible for projecting corporate earnings.
~ Valuing ¢ommon stocks with a DDM technieatly

Tequires an estimate of future dividends over an in-’

 finite time horizon. Given that accurately forecast-
ing dividends three years from today, let alone 20

- years in the future, is'a difficult proposition, how -
do investment firms actually go about 1mplement— o
- ing DDMs? - . '

: One approach is to use constant or two-stage divi-
- dend growth madels, as described in the text. How-
- ever, alt.hough such models are relanvely easy to

1. Growth stage: Characterized by rapidly ex-

panding sales, high profit margins, and ab-
" normally high growth in earnings per share.
Because of highly profitable expected invest-
ment oppertunities, the payout ratio is low.
Compemors are attracted by the unusually
- high earnings, leading to a decline in the

¢ . growth rate.

2. Transition stage: In later years, increased
competition reduces profit margins and earn-
ings growth slows. With fewer new investment
opporturities, the company begins to pay out
a larger percentage of earnings.

i

/

L~ -~ Growth -~~~ E ** Transition ~-fr--~~-~-----

Earnings per share

et b

Dividends per share
[

Time

Figure 18.3
~ The Three Stages of the Multiple-Growth Model

Source: Adapted from Carmine J. Grigoli, “Demystifying Dividend Discount Models,” Merrill

Lynch Quantitative Research, April 1982,
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3. Maturity (steady-state) stage: Eventually the
company reaches a position where its new
investment opportunities offer, on average,
only slightly attractive returns on equity. At
that time its earnings growth rate, payout
ratio, and return on equity stabilize for the
remainder of i its life..

The forecasting process of the three-stage DDM
involves specifying earnings and dividend growth
rates in each of the three stages. Although one
cannot expect a security analyst to be omniscient
in his or her growth forecast for a particular com-
pany, one can hope that the forecast pattern of
growth—in terms of magnitude and duration—re-
sembles that actually realized by the company, par
ncularly in the shortrun. =

Investment firms attempt to structure their
DDMs to make maximum use of their analysts’
forecasting capabthhes Thus the models ernpha—
size specific forecasts in the near term, when it is
realistic to expect security analysts to project earn~
ings and dividends more accurately. Conversely;
the models emphasize more general forecasts over
the longer term, when distinctions between com-
panies’ growth rates become less discernible. Typi-
cally, analysts are requlred to supply the followmg
for their assx§ned com anres

H‘,‘ o “ I ‘H ‘\ : ‘ ‘\‘ \“ I

1. expected annual earmngs and dmdends for

the next several years;

2. after these specific annual forecasts end,

earnings growth and the payout ratio fore-

W

3. the number . of years unul the transmon
stage is reached;

4. the duration (in years) of the - transition
stage—that is, once abnormally high growth -

L #nd used to determine 7

=g /(1 —p).

; Valuation of Common Stocks

1

! decrsrons Despne l:hese comp cxmes, “success[u
. -1mp1emented DDMs can combine the creative in-

ends, the number of years until the maturity
stage is reached.

Most three-stage DDMs assume that during the
transition stage, earnings growth declines and
payout ratios rise linearly to the maturity-stage

steady-state levels. (For example, if the transition

stage is ten years long, earnings growth at the ma-
turity stage is 5% per vear, and earnings growth at
the end of the growth stage is 25%, then earnings
growth will decline 2% in each year of the transi-
tion stage.) Finally, most three-stage DDMs make
standard assumptions that all companies in the
maturity stage have the same growth rates, payout
ratios, and return on equity.

With analysts’ inputs, plus an .appropriate re-

k quired rate of return for each security, all the nec-
. essary information for the threestage DDM is

available. The last step involves merely calculating
the discounted value of the estimated dividends to
determine the stock’s “fair” value. -

The seeming simplicity of the threestage DDM
should not lead one to believe that it is without its
implementation problems. Investment firms must
strive to achieve consistency across their analysts’

forecasts. The long-term nature of the estimates in-

volved, the substantial training required to make

S o e e

o

W Lot ]

the coordination of a number of ;analysts covering

" many companies severely complicate’ the problem.
Considerable discipline is required if the DDM valu-

ations generated by a firm’s analysts are€ to be suffi-
ciently comparable and rehable to guide investment

}H \HU h ! H

Y

sights of- secunty analysts with the rigor and disci-

phne of quanutauve investment techniques.

¢4hat the maturity stage has constant growth, this equation can be reformulated

us 1 {or ABC has an implied value of 13.33% [ = 4%/(100% — 70%)], which is
uned 10 be consistent with the long-run growth forecasts for similar companics.
At this point there are only two missing pieces of information that arc need-
B 1o determine the value of ABC—the earnings-per-share growth rates and the
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payout ratios for the transition stage. Taking earnings per share
forecast that g, = 19% and g,4 = 4%. One method of determining
“decay” to 4% is to note that there are three years between the sb(&s
years, and 15% between 19% and 4%. A “linear decay” rate would be g
by noting that 15%/3 years = 5% per year. This rate of 5% would be &
from 19% to get g,;, resulting in 14% (= 19% — 5%). Then it would b
ed from 14% to get g, resulting in 9% (= 14% — 5%). Finally, as a ¢hi
be noted that4% (= 9% — 5%) is the value that was forecast for g,.

A similar procedure can be used to determine how the payout ra
in year 6 will grow to 70% in year 9. The “linear growth” rate will be
55%)/3 years = 15%/3 years = 5% per year, indicating that p, = 60% (s
+ 5%) and pg = 65% (= 60% + 5%). Again a check indicates that
65% + 5%) is the value that was forecast for p,.

With these forecasts of earnings-per-share growth rates and payout radﬁ '
hand, forecasts of dividends per share can now be made:

D7 = prE;
= prEs(1 + g,)
= .60 X $11.90 X (1 + .14)
= .60 X $13.57
= $8.14
Dy = pgks
= psEe(l + g7)(1 + gs)
= .65 x $11.90 X (1 + .14) X (1 + .09)
.65 x $14.79
$9.61
Dy = pokEq
= poEe(l + gn) (1 + gg)(1 + go)
70 X $11.90 X (1 + .14) X (1 + .09) X (1 + .04)

I

.70 X $15.38
$10.76.

Il

18.8.2 Estimating the Intrinsic Value

Given a required rate of return on ABC of 12.4%, all the necessary inputs for the
multiple-growth model have been determined. Hence it is now possible to est-
mate ABC’s intrinsic {or fair) value. To begin, it can be seen that T = 8, indicai-
ing that V,_ involves determining the present value of D, through D,

v = $.60 L [—$160 1. [__$2.40
Tola 4+ a2t [+ .124)2 (1 + .124)3
L[ 9820 ], [_$500 ], [_ $6.55

A+ 1294 [+ .124)° (1 +.124)
+ [ $8.14 ]+ [__$9.61 ]

(1 +.129)7] [ (1 + .124)8
= $18.89.
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Then V,, can be determined using D:

$10.76
(124 — 04)(1 + .124)®

$50.28.

Vr+ =

I

Combining V,._ and V,, results in the intrinsic value of ABC:

V=V._ + V,
$18.89 + $50.28
= $69.17.

Given a current market price for ABC of $50, it can be seen that its stock is
underpriced by $19.17 (= $69.17 ~ $50) per share. Equivalently, it can be noted
that the actual price-earnings ratio for ABCis 29.9 (= $50/$1.67) but thata “nor-
mal” price-earnings ratio would be higher, equal to 41.4 (= $69.17/$1.67), again
indicating that ABC is underpriced.

18.8.3 Implied Returns

As shown with the previous example, once the analyst has made certain fore-
casts, it is relatively straightforward to determine a company’s expected divi-
dends for each year up through the first year of the maturity stage. Then the
present value of these predicted dividends can be calculated for a given required
rate of return. However, many investment firms use a computerized trial-and-
error procedure to determine the discount rate that equates the present value of
the stock’s expected dividends with its current price. Sometimes this long-run in-
ternal rate of return is referred to as the security’s implied return. In the case of

11—

18.8.4 The Security Market Line

D T i

beta for each stock can be estimated. Then for all the stocks analyzed, this in
~mation can be plotted on a graph that has implied returns on the vertical axis
_and estimated betas on the horizontal axis.
% At this point there are alternative methods for estimating the security mar-
ket line (SML).!! One method involves determining a line of best fit for this
graph by using a statistical procedure known as simple regression (as discussed
Chapter 17). That is, the values of an intercept term and a slope term are de-
mined from the data, thereby indicating the location of the straight line that
describes the relationship between implied returns and betas.'?
Figure 18.4 provides an example of the estimated SML. In this case the SML
been determined to have an intercept of 8% and a slope of 4%, indicating
 general, securities with higher betas are expected to have higher implied
in the forthcoming period. Depending on the sizes of the implied re-
such lines can have steeper or flatter slopes, or even negative slopes.
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A Security Market Line Estimated from Implied Returns

The second method of estimating the SML involves calculating the implicd
return for a portfolio of common stocks. This is done by taking a value-weighted
average of the implied returns of the stocks in the portfolio, with the resulting re-
turn being an estimate of the implied return on the market portfolio. Given this
return and a beta of 1, the “market” portfolio can be plotted on a graph having
umplied returns on the vertical axis and betas on the horizontal axis. Next the
riskfree rate, having a beta of 0, can be plotted on the same graph. Finally, the
SML is determined by simply connecting these two points with a straight line.

Either of these SMLs can be used to determine the required return on a
stock. However, they will most likely result in different numbers, as the two lines
will most likely have different intercepts and slopes. For example, note that in
the first method the SML may not go through the riskfree rate, whereas the sec-
ond method forces the SML to go through this rate.

18.8.5 Required Returns and Alphas

Once a security’s beta has been estimated, its required return can be deter-

mined from the estimated SML. For example, the equation for the SML shown
in Figure 18.4 is:

k, = 8 + 48,

Thus if ABC has an estimated beta of 1.1, then it would have a required return
equalto 124% [= 8 + (4 X 1.1)].

Once the required return on a stock has been determined, the difference be-
tween the stock’s implied return (from the DDM) and this required return can
be calculated. This difference is then viewed as an estimate of the stock’s alpha
and represents “. . . the degree to which a stock is mispriced. Positive alphas indi-
cate undervalued securities and negative alphas indicate overvalued securities.”?
In the case of ABC, its implied and required returns were 14.8% and 12.4%, re-
spectively. Thus its estimated alpha would be 2.4% (= 14.8% ~ 12.4%). Because
this is a positive number, ABC can be viewed as being underpriced.
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18.8.6 The Implied Return on the Stock Market

Another product of this analysis is that the implied return for a portfolio of
stocks can be compared with the expected return on bonds. (The latter is typi-
cally represented by the current yicld-to-maturity on long-term Treasury bonds.)
Specifically, the difference between stock and bond returns can be used as an
input for recommendations concerning asset allocation between stocks and
bonds. That is, it can be used to form recommendations regarding what percent
of an investor’s money should go into stocks and what percent should go into
bonds. For example, the greater the implied return on stocks relative 1o bonds,
the larger the percentage of the investor’s money that should be placed in com-
mon stocks.

m " DIVIDEND DISCOUNT MODELS AND EXPECTED RETURNS

The procedures described here are similar to those employed by a number of
brokerage firms and portfolio managers.14 A security’s implied return, obtained
from a DDM, is often treated as an expected return, which in turn can be divid-
cd into two components—the security’s required return and alpha.

However, the expected return on a stock over a given holding period may
differ from its DDM-based implied rate &". A simple set of examples will indicate
why this difterence can exist.

Assume that a security analyst predicts that a stock will pay a dividend of
$1.10 per year forever. On the other hand, the consensus opinion of “the mar-
ket” (most other investors) is that the dividend will equal $1.00 per year forever.
I'his suggests that the analyst’s prediction is a deviant or nonconsensus one.

Assume that both the analyst and other investors agree that the required
1ate of return for a stock of this type is 10%. Using the formula for the zero-
wrowth model, the value of the stock is D,/.10 = 10D, meaning that the stock

should sell for ten times its expected dividend. Because other investors expect to

receive $1.00 per year, the stock has a current price Pof $10 per share. The ana-
st lecls that the stock has a value of $1.10/.10 = $11 and thus feels that it is un-
“gerpriced by $11 — $10 = $1 per share.

9.1 Rate of Convergence of Investors’ Predictions

ghis situation the implied return according to the analyst is $1.10/$10 = 11%.
-analyst buys a share now with a plan to sell it a year later, what rate of re-
-might the analyst expect to earn? The answer depends on what assumption
regarding the rate of convergence of investors’ predictions—that is, the an-
pends on the expected market reaction to the mispricing that the analyst
pcurrently exists.

£ases shown in Table 18.1 are based on an assumption that the analyst is
that his or her forecast of future dividends is correct. That is, in all of
the analyst expects that at the end of the year, the stock will pay the
dividend of $1.10.
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g

Expected Amount of

Convergence
0% 100% 50%
(A) (B) {C)
Dividend predictions D,
Consensus of other investors 1.00 1.10 1.05
Analyst 1.10 1.10 1.10
Expected stock price P, 10.00 11.00 10.50
Expected return:
Dividence vield D,/P 11% 11% 11%
Capital gain (P, ~ P)/P 0 10 5
Total expected return 1% 21% 16%
Less required return 10 10 10
Alpha 1% 11% 6%

Note: P, is equal to the consensus dividend prediction at t = | divided by the
required return of 10%. The example assumes that the current stock price P is
$10, and dividends are forecast by the consensus at t = 0 to remain constant
at $1.00 per share, whereas the analyst forecasts the dividends at t = 0 to
remain constant at $1.10 per share.

No Convergence

In column (A), it is assumed that other investors will regard the higher dividend
as a fluke and steadfastly refuse to alter their projections of subsequent divi-
dends from their initial estimate of $1.00. As a result, the security’s price at t = 1
can be expected to remain at $10 (= $1.00/.10). In this case the analyst’s total
return is expected to be 11% (= $1.10/$10), which will be attributed entirely to
dividends as no capital gains are expected.

The 11% exrected return can also be viewed as consisting of the required

e at105 o s g of 1 bl o heplf1 IR NICO

unanticipated by other investors, $.10/$10. Accordingly, if it is assumed that
there will be no convergence of predictions, the expected return would be set at
the implied rate of 11% and the alpha would be set at 1%.

Complete Convergence

Column (B) shows a very different situation. Here it is assumed that the other
investors will recognize their error and completely revise their predictions. At
the end of the year, it is expected that they too will predict future dividends of
$1.10 per year thereafter; thus the stock is expected to be selling for $11 (=
$1.10/.10) at ¢t = 1. Under these conditions, the analyst can expect to achieve a
total return of 21% by selling the stock at the end of the year for $11, obtaining
11% (= $1.10/$10) in dividend yield and 10% (= $1/$10) in capital gains.
The 10% expected capital gains result directly from the expected repricing
of the security because of the complete convergence of predictions. In this case
the fruits of the analyst’s superior prediction are expected to be obtained all in
one year. Instead of 1% “extra” per year forever, as in column (A), the analyst
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expects to obtain 1% (= $.10/$10) in extra dividend yield plus 10% (= $1/$10)
in capital gains this year. By continuing to hold the stock in subsequent years, the
analyst would expect to earn only the required return of 10% over those years.
Accordingly, the expected return is 21% and the alpha is 11% when it is assumed
that there is complete convergence of predictions.

Partial Convergence

Column (C) shows an intermediate case. Here the predictions of the other in-
vestors are expected to converge only halfway toward those of the analyst (that
is, from $1.00 to $1.05 instead of to $1.10). Total return in the first year is ex-
pected to be 16%, consisting of 11% (= $1.10/$10) in dividend yield plus 5%
(= $.50/$10) in capital gains.

Since the stock is expected to be selling for $10.50 (= $1.05/.10) at t = 1,
the analyst will still feel that it is underpriced at £ = 1 because it will have an in-
trinsic value of $11 (= $1.10/.10) at that time. To obtain the remainder of the
“extra return” owing to this underpricing, the stock would have to be held past ¢
= 1. Accordingly, the expected return would be set at 16% and the alpha would
be set at 6% when it is assumed that there is halfway convergence of predictions.

In general, a security’s expected return and alpha will be larger, the faster
the assumed rate of convergence of predictions.’® Many investors use the im-
plied rate (that is, the internal rate of return k°) as a surrogate for a relatively
short-term (for example, one year) expected return, as in column (A). In doing
so, they are assuming that the dividend forecast is completely accurate, but that
there is no convergence. Alternatively, investors could assume that there is some
degree of convergence, thereby raising their estimate of the security’s expected
return. Indeed, investors could further alter their estimate of the security’s ex-
pected return by assuming that the security analyst’s deviant prediction is less
than perfectly accurate, as will be seen next.'®

18.9.2 Predicted versus Actual Returns
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adjusts them, based on relationships between previous predictions and actual
outcomes. Panels (a) and (b) of Figure 18.5 provide examples.

Each point in Figure 18.5(a) plots a predicted return on the stock market as a
‘whole (on the horizontal axis) and the subsequent actual return for that period
Hon the vertical axis). The line of best fit (determined by simple regression)
rough the points indicates the general relationship between prediction and
seome. If the current prediction is 14%, history suggests that an estimate of
8% would be superior.

Each point in Figure 18.5(b) plots a predicted alpha value for a security (on
horizontal axis) and the subsequent “abnormal return” for that period (on
cal axis). Such a diagram can be made for a given security, or for all the
tles that a particular analyst makes predictions about, or for all the securi-
 the investment firm makes predictions about. Again a line of best fit can
through the points. In this case, if the current prediction of a security’s
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Figure 18.5
Adjusting Predictions

alpha is + 1%, this relationship suggests that an “adjusted” estimate of +2.5%
would be superior.

An important by-product of this type of analysis is the measure of correla-
tion between predicted and actual outcomes, indicating the nearness of the
points to the line. This information coefficient (IC) can serve as a measure of
predictive accuracy. If it is too small to be significantly different from zero in a
statistical sense, the value of the predictions is subject to considerable question.!”

EEXL) sumwvary

1. The capitalization of income method of valuation states that the intrinsic
value of any asset is equal to the sum of the discounted cash flows investors
expect to receive from that asset.
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2. Dividend discount models (DDMs) are a specific application of the capitaliza-
tion of income method of valuation to common stocks.

3. To use a DDM, the investor must implicitly or explicitly supply a forecast of all
future dividends expected to be generated by a security.

4, Investors typically make certain simplifying assumptions about the growth of
common stock dividends. For example, a common stock’s dividends may be
assumed to exhibit zero growth or growth at a constant rate. More complex
assumptions may allow for multiple growth rates over time.

5. Instead of applying DDMs, many security analysts use a simpler method of se-
curity valuation that involves estimating a stock’s “normal” price-earnings
ratio and comparing it with the stock’s actual price-earnings ratio.

6. The growth rate in a firm’s earnings and dividends depends on its earnings
retention rate and its average return on equity for new investments.

7. Determining whether a security is mispriced using a DDM can be done in
one of two ways. First, the discounted value of expected dividends can be
compared with the stock’s current price. Second, the discount rate that
equates the stock’s current price to the present value of forecast dividends
can be compared with the required return for stocks of similar risk.

8. The rate of return that an analyst with accurate non-consensus dividend fore-
casts can expect to earn depends on the rate of convergence of other in-
vestors’ predictions to the predictions of the analyst.

QUESTIONS AND PROBLEMS

1. Consider five annual cash flows (the first occurring one year from today):

Year Cash Flow
1 $5
2 $6
3 S7
4 $8
5 $9

Given a discount rate of 10%, what is the present value of this stream of cash
Aows?

Al Cohen is considering buying a machine to produce baseballs. The ma-
chine costs $10,000. With the machine, Alta expects to produce and sell
1,000 baseballs per year for $3 per baseball, net of all costs. The machine’s
Mie is five years (with no salvage value). Based on these assumptions and an
B 8% discount rate, what is the net present value of Alta’s investment?

$dub Collins has invested in a project that promised to pay $100, $200, and -
DO, respectively, at the end of the next three years. If Hub paid $513.04 for
Investment, what is the project’s internal rate of return?

Products currently pays a dividend of $4 per share on its common
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QUARTERLY

US Equity Risk Premium

The equity risk premium (“ERP”) is the extra return over
the expected yield on risk-free securities that investors

expect to receive from an investment in a diversified
portfolio of common stocks. It can also be thought
to measure what investors demand over and above

the risk-free rate for investing in equities as a class or

the market price for taking on average equity risk.?

In recent years, US risk-free rates have reached
levels near historic lows due to the perceived low
risk of US treasuries relative to the sovereign debt
of other developed nations. Additionally, the Federal
Reserve and other Central Banks around the world

have undertaken quantitative easing and other efforts

to lower interest rates in response to economic
conditions. This past quarter, the Federal Reserve
announced it would conclude its asset purchase
program; however, it will continue to maintain

its existing bond holdings and reinvest principal
payments. This effort, along with the current lending

rate policy, will help maintain accommodative financial
conditions. As a result, the capital asset pricing model

(“CAPM”), which utilizes the ERP to calculate a cost
of equity, has implied a below-average cost of equity

9.00%

Risk-Free Rate vs. Historical ERP

A

January 2015

when the market may have exhibited higher risk.
Yields on US Treasury bonds, which were being
manipulated by government intervention, were the
primary driver for the implied below-average cost

of equity. In the past year, US Treasury yields have
been declining after returning to normal levels for

a brief period of time late in 2013. Several reasons
have been cited for the decline in US Treasury rates,
most notably the shift from EU sovereign debt to
US Treasuries, geopolitical unrest, pension funds
protecting their status and, more recently, a sharp
decline in worldwide energy prices. Another factor
is the Federal Reserve signaling to the markets that
rates may not be raised as previously expected

until 2016. Yields on the 20-year US Treasury bond
have declined to 2.47% as of December 31, 2014,
from 3.08% as of June 30, 2014, and 3.72% as

of December 31, 2013. It is too soon to determine
whether this pullback trend will last throughout 2015.

Research has shown that the ERP is cyclical during
business cycles and that the ERP can fluctuate
within its historic range based on current and
forecasted economic conditions. The ERP tends
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to move in the opposite direction of the economy, so
when the business cycle is at its peak, the ERP will

be at the lower end of its historical range; conversely,
during economic troughs, the ERP will be at the higher
end of the range.! The historical risk-free rate and ERP
are presented in the chart on the preceding page.

There is no single universally accepted methodology
for estimating the ERP; thus, there is wide diversity
in practice among academics and financial advisors
with regard to recommended ERP estimates.

American Appraisal researched and analyzed
various economic and market factors in order

to determine where the current ERP should fall
within a range of historical ERP. To determine
which indicators were most relevant to the ERP,
correlations were calculated for these indicators
relative to the historical ERP. Long-term correlations
greater than +/- 0.5 were considered meaningful.

Based on our research and analysis, American
Appraisal utilizes a 6.0% US ERP combined with
the actual risk-free rate as of January 2015, which is
consistent with our conclusion for the prior quarter.
Additional details of the factors we reviewed follow.

Economic/Market Indicators

The factors determined to display moderate or strong
correlations with historical ERPs are the CBOE
Volatility Index (“VIX”), Damodaran’s implied premium,
and Moody’s Aaa and Baa 20-year corporate credit
spreads. VIX is the ticker symbol for the Chicago
Board Options Exchange (“CBOE”) Volatility Index,
which numerically expresses the market’s expectations
of 30-day volatility; it is constructed by using the
implied volatilities of a wide range of S&P 500 Index
options. The results are meant to be forward-looking
and are calculated by using both call and put options.
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The VIXis a Wldely used measure of market risk Damodaran's Implied Premium vs. Historical ERP
and often is referred to as the investor fear gauge. " : o
There are three variations of the volatility indexes: B ) / \ /\A
(1) the VIX, which tracks the S&P 500; (2) the VXN, / 5 N A K J -
which tracks the Nasdaq 100; and (3) the VXD, st Y \ /TN [ V |ow
which tracks the Dow Jones Industrial Average. g e | \ | o
Damodaran’s implied premium, developed by e \/
Aswath Damodaran, Professor of Finance at the ' -
Stern School of Business at New York University, LA L
is a forward-looking approach to calculating an T R
expected ERP. It is based on using current market [ rrion et @
data to calculate an implied or residualized ERP.2
. Moody's Aaa Corporate Credit Spread (20yr) vs. Historical ERP
Moody’s Aaa corporate credit spreads are calculated oo
based on the difference in Aaa corporate yields A 7 o
vs. US treasuries with similar maturities. . // \\//\ /74 o
s R N_ | oon ew
Economic Indicators ~/ \\ // i
As described previously, the VIX, Damodaran’s \/
implied premium, and Moody’s Aaa and Baa : -
20-year corporate credit spreads display gL ST TS
meaningful correlations with historical ERPs. — -
Each of the factors is briefly discussed below: 20652015 Cameiton O veTy
Damodaran’s Implied Premium Damodaran's Implied Premium
The six-month moving average trendline suggests 8.00%
that the implied premium has steadily trended :,Z: /‘\ ['\ A A
down from 7.0% toward 6.0%, and dropped RN NV ASAS,
sharply - to slightly below 5% - at the end of 2013. 6.00% / \\\\ /// \x\/ﬁ
It is now back up near 6% at the end of 2014, :z: Y Y \A\yj
4:50‘3: V\ A /V )
4.00% VV‘
3.50%
3‘(::’@ y\&’ﬁ y\a«“’“ v\o\,,o \;\““'0 y\o\"o y@"‘:L v‘&& y\b«”ﬁ v"s& y\,«”k y-,s«"h \»«"(’
—— Implied Premium (FCFE) ——6 Month Mov. Avg. (Implied Premium (FCFE))
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CBOE Volatility Index (VIX) CBOE Volatility Index (VIX)

70.00

The VIX appears to be bouncing back from its lows,
which approached low double digits, and increased to
approximately 17 (long-term average near 20) at the end os ;
of September 2014. The VIX has fluctuated considerably A & A
over the past few years, spiking to over 40 in 2011, L s AN\ )
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toward 20, reflecting turmoil in the energy markets.
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rose again, while their six-month moving averages 100
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In addition to the economic and market factors that
display meaningful correlations with historical ERPs,

the following economic indicators are monitored Consumer Sentiment {Univ. of Michigan)

on a frequent basis to determine the current status 1:2:2

of the US economy and help establish where the 500 //
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Consumer sentiment trends, as tracked by the University :zz ] ' Y

of Michigan, indicate improving consumer sentiment, w0 LY v
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US Real GDP . e
The six-month moving average trendline for US real " 1:5: Real GO Change From Prigr Period
GDP indicates a relatively flat economy with slower s A A A
growth trending above 2.0%. During the first quarter 20 AMGAVQWWA/%AVLL@V&%%
of 2014 the economy contracted at an annual rate of - VNS v V
2.9%. Economists cite much of the contraction to the -0 \\ 7/
bad weather that much of the country endured, which h VA
affected production, construction, and shipments. 100

. . . , 3858380580533 80358323038838
Many economists correctly projected improvement in 28 8 8558888888 g 3
the second quarter of 2014, with an annualized real st Wi et
growth rate of 4.6%. The economic growth observed ——6per. Mov. Avg. (U-5. Real GDP % Change From Prior Period)

in Q2 continued in Q3 with an annualized real growth
rate of 5.0%. This is considered a coincident indicator
by economists and is neither leading nor lagging.

Conclusion

As the ERP is cyclical and can fluctuate within its
historical range based on current and economic
conditions, please consult with your American
Appraisal valuation advisor when developing a
weighted average cost of capital or, more specifically,
the cost of equity for your business.

Visit www.american-appraisal.com for more information.

Sources

'Shannon Pratt and Roger Grabowski, Cost of Capital: Applications and Examples, fourth edition (New York: John Wiley & Sons, 2010), pages 115, 137.
2 Aswath Damodaran, “Risk Premiums: Looking backwards and forwards...” (presentation, October 2011).

8 Aswath Damodaran, Equity Risk Premiums (ERP): Determinants, Estimation and Implications - The 2013 Edition (paper, updated March 2013).

This newsletter is provided for general informational purposes only and is based upon the information available as of the time it was written. This ERP Quarterly
newsletter is also intended for US-based companies and may not be appropriate for companies with a significant share of revenues originating outside the United
States.
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Earnings Growth: The Two Percent Dilution

William J. Bernstein and Robert D. Arnott

Two important concepts played a key role in the bull market of the 1990s.
Both represent fundamental flaws in logic. Both are demonstrably untrue.
First, many investors believed that earnings could grow faster than the
macroeconomy. In fact, earnings must grow slower than GDP because the
growth of existing enterprises contributes only part of GDP growth; the role
of entreprencurial capitalism, the creation of new enterprises, is a key driver
of GDP growth, and it does not contribute to the growth in carnings and
dividends of existing enterprises. During the 20th century, growth in stock
prices and dividends was 2 percent less than underlying macrocconomic
qrowth. Second, many investors belicved that stock buybacks would permit
earnings to grow faster than GDP. The important metric is not the volume
of buybacks, however, but net buybacks—stock buybacks less new share
issuance, whether in existing enterprises or through IPOs. We demonstrate,
using two methodologies, that during the 20th century, new share issuance
in many nations almost always exceeded stock buybacks by an average of 2

percent or more a year.

he bull market of the 1990s was largely
built on a foundation of two immense
misconceptions. Whether their origina-
tors were knaves or fools is immaterial;
the errors themselves were, and still are, important.

Investors were told the following;:

1. With a technology revolution and a “new par-
adigm” of low payout ratios and internal rein-
vestment, earnings will grow faster than ever
before. Real growth of 5 percent will be easy to
achieve.

Like the myth of Santa Claus, this story is highly

agreeable but is supported by neither observable

current evidence nor history.

2. When earnings are not distributed as divi-
dends and not reinvested into stellar growth
opportunities, they are distributed back to
shareholders in the form of stock buybacks,
which are a vastly preferable way of distribut-
ing company resources to the shareholders
from a tax perspective.

William |. Bernstein is principal at Efficient Frontier
Advisors, LLC, Eastford, Connecticut. Robert . Arnott
is chairman of First Quadrant, LP, and Research Affili-
ates, LLC, Pasadena, California.

Note: This article was accepted for publication prior to
Mr. Arnott’s appointment as editor of the Financial
Analysts Journal.
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True, except that over the long term, net buybacks
(thatis, buybacks minus new issuance and options)
have been reliably negative.

The vast majority of the institutional investing
community has believed these untruths and has
acted accordingly. Whether these tales are lies or
merely errors, our implied indictment of these mis-
conceptions is a serious one—demanding data.
This article examines some of the data.

Big Lie #1: Rapid Earnings Growth

In the past two centuries, common stocks have
provided a sizable risk premium to U.S. investors:
For the 200 years from 1802 through 2001 (inclu-
sive), the returns for stocks, bonds, and bills were,
respectively, 8.42 percent, 4.88 percent, and 4.21
percent. In the most simplistic terms, the reason is
obvious: A bill orabond is a promise to pay interest
and principal, and as such, its upside is sharply
limited. Shares of common stock, however, are a
claim on the future dividend stream of the nation’s
businesses. While the investor in fixed-income
securities is receiving a modest fixed trickle from
low-risk securities, the sharcholder is the benefi-
ciary of the ever-increasing fruits of innovation-
driven economic growth.

Viewed over the decades, the powerful US.
economic engine has produced remarkably steady
growth. Figure 1 plots the real GDP of the United
States since 1800 as reported by the U.S. Department
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Figure 1. Real U.S. GDP Growth, 1800-2000
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of Commerce. From that year to 2000, the economy
as measured by real GDP, averaging about 3.7 per-
cent growth a year, has grown a thousandfold. The
long-term uniformity of economic growth demon-
strated in Figure 1 is both a blessing and a curse. To
know that real U.S. GDP doubles every 20 years is
reassuring. But it is also a dire warning to those
predicting a rapid acceleration of economic growth
from the computer and Internet revolutions. Such
extrapolations of technology-driven increased
growth are painfully oblivious to the broad sweep
of scientific and financial history, in which innova-
tion and change are constant and are neither new to
the current generation nor unique.

The impact of recent advances in computer
science pales in comparison with the technological
explosion that occurred between 1820 and 1855.
This carlier era saw the deepest and most far reach-
ing technology-driven changes in everyday exist-
ence ever seen in human history. The changes
profoundly affected the lives of those from the top
to the bottom of the social fabric in ways that can
scarcely be imagined today. At a stroke, the speed
of transportation increased tenfold. Before 1820,
people, goods, and information could not move
faster than the speed of the horse. Within a gener-
ation, journeys that had previously taken weeks
and months involved an order of magnitude less
time, expense, danger, and discomfort. Moreover,
importantinformation that previously required the
same long journeys could now be transmitted
instantaneously.

The average inhabitant of 1820 would have
found the world 35 years later incomprehensible,
whereas a person transported from 1967 to 2002
would have little trouble understanding the inter-
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vening changes in everyday life. From 1820 to 1855,
the U.S. economy grew sixfold, four times the
growth seen in the “tech revolution” of the past 35
years. More importantly, a close look at the right
edge of Figure 1—the last decade of the 20th
century—shows that the acceleration in growth
during the “new paradigm” of the tech revolution
of the 1990s was negligible when measured against
the broad sweep of history.

The relatively uniform increase in GDP shown
in Figure 1 suggests that corporate profits experi-
enced a similar uniformity in growth. And, indeed,
Figure 2 demonstrates that, except for the Great
Depression, during which overall corporate profits
briefly disappeared, nominal aggregate corporate
earnings growth has tracked nominal GDP growth,
with corporate earnings remaining constantat 8-10
percent of GDP since 1929. The trend growth in
corporate profits shown in Figure 2 is nearly iden-
tical, within a remarkable 20 bps, to the trend
growth in GDP.!

Cannot stock prices also, then, be assumed to
grow at the same rate as GDP? After all, a direct
relationship between aggregate corporate profits
and GDP has existed since at least 1929. The prob-
lem with this assumption is that per share carnings
and dividends keep up with GDP only if no new
shares are created. Entrepreneurial capitalism,
however, creates a “dilution effect” through new
enterprises and new stock in existing enterprises.
So, per share earnings and dividends grow consid-
erably slower than the economy.

In fact, since 1871, real stock prices have grown
at 2.48 percent a year—versus 3.45 percent a year
for GDP. Despite rising price—earnings ratios, we
observe a “slippage” of 97 bps a year between stock

©2003, AIMR®
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Figure 2. Nominal U.S. Corporate Profits and GDP, 1929-2000
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prices and GDP. The true degree of slippage is
much higher because almost half of the 2.48 percent
rise in real stock prices after 1871 came from a
substantial upward revaluation. The highly illiquid
industrial stocks of the post-Civil War period
rarely sold at more than 10 times earnings; often,
they sold for multiples as low as 3 or 4 times earn-
ings. These closely held industrial stocks gave way
to instantly and cheaply tradable common shares,
which today are priced nearly an order of magni-
tude more dearly.

Until the bull market of 1982-1999, the average
stock was valued at 12-16 times earnings and 20-25
years” worth of dividends. By the peak of the bull
market, both figures had tripled. Although the bull
market was compressed into 18 years of the total
period under discussion, this tripling of valuation
levels was worth almost 100 bps a year—even when
amortized over the full 130-year span. Thus, per
share earnings and dividends grew 2 percent a year
slower than the macroeconomy. If aggregate earn-
ings and dividends grew as quickly as the economy
while per share earnings and dividends were grow-
ing at an average of 2 percent a year slower, then
shareholders have seen a slippage or dilution of 2
percent a year in the per share growth of earnings
and dividends.

‘The dilution is the result of the net creation of
shares as existing and new companies capitalize
their businesses with equity. An often overlooked,
but unsurprising, fact is that more than half of
aggregate economic growth comes from new ideas
and the creation of new enterprises, not from the
growth of established enterprises. Stock invest-
ments can participate only in the growth of estab-

September/October 2003

lished businesses; venture capital participates only
in the new businesses. The same investment capital
cannot be simultaneously invested in both.

“Intrapreneurial capitalism,” or the creation of
new enterprises within existing companies, is a
sound engine for economic growth, but it does not
supplant the creation of new enterprises. Nor does
it reduce the 2 percent gap between economic
growth and earnings and dividend growth.

Note also that earnings and dividends grow at
a pace very similar to that of per capita GDP (with
some slippage associated with the “entreprencur-
ial” stock rewards to management). Consider that
per capita GDP is a measure of productivity (with
slight differences for changes in the work force) and
aggregate economic wealth per capita can grow
only in close alignment with productivity growth.
Productivity growth is also the key driver of per
capita income and of per share earnings and divi-
dends. Accordingly, no one should be surprised
that per capita GDP, per capita income, per share carn-
ings, and per share dividends—all grow in reasonably
close proportion to productivity growth.

If earnings and dividends grow faster than pro-
ductivity, the result is a migration from return on
labor to return on capital; if earnings and dividends
grow more slowly, by a margin larger than the stock
awards to management, then the cconomy migrates
from rewarding capital to rewarding labor. Either
way, such a change in the orientation of the econ-
omy cannot continue indefinitely. Figure 3 demon-
strates the close link between the growth of real
corporate earnings and dividends and the growth of
real per capita GDP; note that all of these measures
exhibit growth far below the growth of real GDP.
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Figure 3. LinkofU.S. Earnings and Dividends to Economic Growth, 1802-2001
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Note: Real GDP, real per capita GDP, and real stock prices were all constructed so that the series are on

a common basis of January 1802 = 100.

A Global Laboratory

Is the United States unique? For an answer, we

compared dividend growth, price growth, and

total return with data on GDP growth and per
capita GDP growth for the 16 countries covered by

Dimson, Marsh, and Staunton (2002) spanning the

20th century.? The GDP data came from Maddi-

son’s (1995, 2001) world GDP survey for 1900-1998

and International Finance Corporation data for

1998-2000. The interrelationships of the data

shown in Table 1 are complex:

e The first column contains the real return (in
U.S. dollars) of each national stock market.

e The sccond is real per share dividend growth.

e The third is real aggregate GDI’ growth for
each nation (measured in U.S. dollars).

* The fifth is growth of real per capita GDP
{measured in U.S. dollars).

e Thus, the fourth column measures the gap
between growth in per share dividends and
aggregate GDP—an excellent measure of the
leakage that occurs between macroeconomic
growth and the growth of stock prices.

¢ The last column represents the gap between
the growth in per share dividends and per
capita GDP.

For the full 16-nation sample in Table 1, the average

gap between dividend growth and the growth in

aggregate GDPisastartling 3.3 percent. The annual
shortfall between dividend growth and per capita

GDP growth is still 2.4 percent.
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The 20th century was not without turmoil.
Therefore, we divided the 16 nations into two
groups according to the degree of devastation vis-
ited upon them by the era’s calamities. The first
group suffered substantial destruction of the coun-
tries” productive physical capital at least once dur-
ing the century; the second group did not.

The nine nations in Group 1—Belgium, Den-
mark, France, Germany, Italy, Japan, the Nether-
lands, Spain, and the United Kingdom—were
devastated by one or both of the two world wars or
by civil war. The remaining seven—Australia, Can-
ada, Treland, South Africa, Sweden, Switzerland,
and the United States—suffered relatively little
direct damage. Even in this fortunate group, Table 1
shows dividend growth that is 2.3 percent less than
GDP growth and 1.1 percent less than per capita
GDP growth, on average. These gaps are close to the
2.7 percent and 1.4 percent figures observed in the
United States during the 20th century.

The data for nations that were devastated dur-
ing World Wars I and 11 and the Spanish Civil War
are even more striking: The good news is that the
economies in Group 1 repaired the devastations
wrought by the 20th century; they enjoyed overall
GDP growth and per capita GDP growth that
rivaled the growth of the less-scarred Group 2
nations. The bad news is that the same cannot be
said for per share equity performance; a 4.1 percent
slippage occurred between the growth of their
economies and per share corporate payouts. The

©2003, AIMR®
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Table 1. Dilution of GDP Growth as It Flows Through to Dividend Growth: 16 Countries, 1900-2000

Constituents of Real

Stock Returns ‘ l?iluti()r} in ‘ Di!utim} in
Dividend Growth Dividend Growth
Dividend Real GDP (vis-a-vis Real per Capita (vis-a-vis per capita

Country Real Return ~ Growth Growth GDP growth) GDP Growth GDP growth)
Australia 7.5% 0.9% 3.3% —2.4% 1.6% -0.7%
Belgium 2.5 -1.7 2.2 -39 1.8 -3.5
Canada 6.4 0.3 4.0 -3.7 2.2 -1.9
Denmark 4.6 -1.9 2.7 —4.6 2.0 =3:9
France 3.6 =1.1 2.2 -3.3 1.8 -2.9
Germany 3.6 =1.3 2.6 -39 1.6 -2.9
Ireland 4.8 -0.8 23 -3.1 2.1 -2.9
Italy 2.7 -2.2 2.8 -5.0 2.2 -4.4
Japan 4.2 -33 4.2 7.5 3.1 -6.4
Netherlands 5.8 -0.5 2.8 -3.3 1.7 2.2
South Africa 6.8 15 34 -1.9 1.2 0.3
Spain 3.6 -0.8 2.7 -3.5 1.9 2.7
Sweden 7.6 2.3 2.5 -0.2 2.0 0.3
Switzerland 5.0 0.1 2.5 2.4 1.7 -1.6
United Kingdom 5.8 0.4 1.9 -1.5 1.4 -1.0
United States 6.7 0.6 33 2.7 2.0 -1.4
Full-sample average 5.1 -0.5 2.8 -3.3 1.9 -2.4
War-torn Group 1 average 4.0 -1.4 2.7 4.1 1.9 -3.3
Non-war-torn Group 2 average 6.4 0.7 3.0 -2.3 1.8 =11
creation of new enterprises in the wake of war was similar to that of the other nations that were not
an even more important engine for economic recov- devastated by war.
ery than in the Group 2 nations. The data for the individual countries in Table

Thus, in Group 2 “normal nations” (i.e., those 1 show that the average real growth in dividends
untroubled by war, political instability, and govern- was negative for most countries. It also shows that
ment confiscation of wealth), the natural ongoing dilution of GDP growth (the fourth column) was
capitalization of new technologies apparently pro- substantial for all the countries studied and that

duces a net dilution of outstanding shares of slightly
more than 2 percent a year. The Group 1 nations
scarred badly by war represent a more fascinating
phenomenon; they can be thought of as experiments
of nature in which physical capital is devastated and
must be rebuilt. Fortunately, destroying a nation’s
intellectual, cultural, and human capital is much
harder than destroying its economy; within little
more than a generation, the GDP and per capita
GDP of war-torn nations catch up with, and in some
cases surpass, those of the undamaged nations.
Unfortunately, the effort requires a high rate of
equity recapitalization, which is reflected in the sub-

dilution of per capita GDP growth (the last column)
was substantial for most countries but fit dividend
growth with much less “noise” than did the dilu-
tion of overall GDP growth.

This analysis has disturbing implications for
“paradigmistas” convinced of the revolutionary
nature of biotechnology, Internet, and
telecommunications/broadband companies. A
rapid rate of technological change may, in effect,
turn “normal” Group 2 nations into strife-torn
Group 1 nations: An increased rate of obsolescence
effectively destroys the economic value of plant

stantial dilution seen in Table 1 for the war-torn and equipment as surely as bombs and bullets,
countries. This recapitalization savages existing with the resultant dilution of per share payouts
shareholders. happening much faster than the technology-driven
In short, the U.S. experience was not unique. acceleration of economic growth—if such acceler-
Around the world, every one of these countries ation exists. How many of the paradigmistas truly
except Sweden experienced dividend growth believe that the tech revolution will benefit the
sharply slower than GDP growth, and only two shareholders of existing enterprises remotely as
countries experienced dividend growth even much as it can benefit the entrepreneurs creating
slightly faster than per capita GDP growth. The the new enterprises that make up the vanguard of
U.S. experience was better than most and was this revolution?
September/October 2003 51
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Whatever the true nature of the interaction of
technological progress and per share earnings, div-
idends, and prices, it will come as an unpleasant
surprise to many that even in the Group 2 nations,
average real per share dividend growth was only
0.66 percent a year (rounded in Table 1 to 0.7 per-
cent); for the war-torn Group 1 nations, it was
disturbingly negative.

In short, the equity investor in a nation blessed
by prolonged peace cannot expect a real return
greatly in excess of the much-maligned dividend
yield; the investor cannot expect to be rescued by
more rapid economic growth. Not only is outsized
economic growth unlikely to occur, but even if it
does, its benefits will be more than offset by the
dilution of the existing investor’s ownership inter-
est by technology-driven increased capital needs.

Big Lie #2: Stock Buybacks

Stock buybacks are attractive to companies and
beneficial to investors. They are a tax-advantaged
means of providing a return on shareholder capital
and preferable to dividends, which are taxed twice.
Buybacks have enormous appeal. But contrary to
popular belief, they did not occur in any meaning-
ful way in the 1990s.

To support this contention, we begin with a
remarkably simple measure of slippage in per share
earnings and dividend growth: the ratio of the pro-
portionate increase in market capitalization to the
proportionate increase in stock price. For example,
if over a given period, the market cap increases by
a factor of 10 and the cap-weighted price index
increases by a factor of 5, a 100 percent net share
issuance has taken place in the interim. Formally,

Net dilution = (] * CJ =
147

where ¢ is capitalization increase and r is price
return. This relationship has the advantage of fac-
toring out valuation changes, which are embedded
in both the numerator and denominator, and neu-
tralizing the impact of stock splits. Furthermore, it
holds only for universal market indexes, such as
the CRSP 1-10 or the Wilshire 5000, because less
inclusive indexes can vary the ratio simply by add-
ing or dropping securitics. Figure 4 contains plots
of the total market cap and price indexes of the
CRSP 1-10 beginning at the end of 1925.

The CRSP data contained NYSE-listed stocks
until 1962. Even the CRSP data, however, can
involve adding securities: CRSP added the Amex
stocks in July 1962 and the Nasdaq stocks in July
1972, which created artificial discontinuities on
those dates. The adjustment for these shifts is evi-
dent in Figure 5, for which we held the dilution
ratio constant during the two months in question.®
Note how market cap slowly and gradually pulls
away from market price. The gap does not look
large in Figure 4, but by the end of 2001, the cap
index had grown 5.49 times larger than the price
index, suggesting that for every share of stock
extant in 1926, 5.49 shares existed in late 2001. The
implication is that net new share issuance occurred
atan annualized rate of 2.3 percent a year. Note that
this rate is identical to the average dilution for non-
war-torn countries during the 20th century given
in Table 1. To give a better idea of how this dilution
has proceeded over the past 75 years, Figure 5
provides a dilution index, defined as the ratio of
capitalization growth to price index growth.

Figure 4. CRSP 1-10 Market Cap and Price Indexes, 31 December 1925—

June 2002
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Figure 5. Cumulative Excess Growth of Market Cap Relative to Price Index,
31 December 1925 through June 2002
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Figure 5 traces the growth in the ratio of the
capitalization of the CRSP 1-10 Index as compared
with the market-value-weighted price appreciation
of these same stocks. The fact that this line rises
nearly monotonically shows clearly that new-share
issuance almost always sharply exceeds stock buy-
backs. The notable exception occurred in the late
1980s, when buybacks modestly outpaced new
share issuance (evident from the fact that the line
falls slightly during these “Milken years”). This

development probably played a key role in precip-
itating the popular illusion that buybacks were
replacing dividends. For a time, they did. But that
stock buybacks were an important force in the
1990s is simply a myth. And belief in the myth may
have been an important force in the bull market of
the 1990s.

Figure 6 shows the rolling 1-year, 5-year, and
10-year dilution effect on existing equity sharehold-
ers as a consequence of a growth in the aggregate

Figure 6. Annualized Rate of Share
through June 2002

holder Dilution, 31 December 1935
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supply of equity shares. Keep in mind that every 1
percent rise in equity capital is a 1 percent rise in
market cap in which existing shareholders did not
(could not) participate. Aside from the 1980s, this
dilution effect on shareholders was essentially
never negative—not even on a one-year basis. One
can see how the myth of stock buybacks gained
traction after the 1980s; even the 10-year average
rate of dilution briefly dipped negative in the late
1980s. But then, during the late 1990s, stock buy-
backs were outstripped by new share jssuance at a
pace that was only exceeded in the IPO binge of
1926-1930. These conclusions hold true whether
one is looking at net new share issuance on a 1-year,
5-year, or 10-year basis.

Those who argue that stock buybacks will allow
future earnings growth to exceed GDP growth can
draw scant support from history. Investors did see
enormous earnings growth, far faster than real eco-
nomic growth, from 1990 to 2000. But Figure 3
shows how tiny that surge of growth was in the
context of 130 years of earnings history. Much of the
earnings surge of the 1990s was dubious, at best.

The Eye of the Storm?

The big question today is whether the markets are
likely to rebound into a new bull market or have
merely been in the eye of the storm. We think the
markets are in the eye.

The rapid earnings growth of the 1990s, which
many pointed to as “proof” of anew paradigm, had
several interesting characteristics:

1. A trough in earnings in the 1990 recession
transformed into a peak in earnings in the 2000
bubble. Measuring growth from trough to
peak is an obvious error; extrapolating that
growth is even worse. This decade covered a
large chunk of the careers of most people on
Wall Street, many of whom have come to
believe that earnings can grow very fast for a
very long time. Part of conventional wisdom
now is that earnings growth can outstrip mac-
roeconomic growth.

2. Influenced by the new paradigm, analysts fre-
quently ignored write-offs to focus increasingly
on operating earnings. This practice is accept-
able if write-offs are truly “extraordinary
items,” but it is not acceptable if write-offs
become a recurring annual or biannual event, as
was commonplace in the 1990s. Furthermore,
what are extraordinary items for a single com-
pany are entirely ordinary for the economy as a
whole. In some companies and some sectors,
write-offs are commonplace. The focus on oper-
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ating earnings for the broad market averages is

misguided at best and deceptive at worst.

3. Those peak earnings of 1999-2000 consisted of
three dubious components. The first is an
underrecognition of the impact of stock
options, which various Wall Street strategists
estimated at 1015 percent of earnings. The sec-
ond is pension expense (or pension “earnings”)
based on assumptions of a 9.5 percent return,
which were realistic then but are no longer; this
factor pumped up earnings by approximately
15 percent at the peak and 20-30 percent from
current depressed levels. The third component
is Enron-style “earnings management,” which
various observers have estimated to be 5-10
percent of the peak earnings. (We suspect this
percentage will turn out to be conservative.)

If these three sources of earnings overstate-
ment (aggressive pension accounting, failure to
expense management stock options, and outright
fraud) are removed, the $54 peak earnings per
share for the S&P 500 Index in 2000 turn out to be
closer to $36. This figure implies normalized earn-
ings a notch lower still. If the normalized earnings
for the S&P 500 are in the $30-$36 range, as we
suspect is the case, then the market at mid-year
2003 was still at a relatively rich 27-32 times nor-
malized earnings. Using Shiller’s (2000) valuation
model (real S&I° 500 level divided by 10-year aver-
age of real reported earnings) confirms this analy-
sis. Shiller’s model pegs the current multiple at
nearly 30 times normalized earnings in mid-2003.

In principle, several conditions could allow
earnings growth to exceed GDP growth. Massive
stock buybacks are one. But we have demonstrated
that buybacks in the 20th century were far more
smoke than fire. Buybacks have been much touted
as the basis for sustained earnings growth at
unprecedented rates, but they simply do not show
up in the data on market capitalization relative fo
market index price levels. Cross-holdings could
also offer an interesting complication. But again,
their impact does not show up in the objective
shareholder dilution data. We have demonstrated
that buybacks and cross-holdings do not yet show
any signs of offsetting the historical 2 percent dilu-
tion, but the exploration of the possible impact of
buybacks and cross-holdings is beyond the scope
of this study.

Conclusion

Expected stock returns would be agreeable if divi-
dend growth, and thus price growth, proceeded at
the same rate as, or a higher rate than, aggregate
economic growth. Unfortunately, dividends do not
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grow at such a rate: When we compared the Dim-
son et al. 20th century dividend growth series with
aggregate GDP growth, we found that even in
nations that were not savaged by the century’s
tragedies, dividends grew 2.3 percent more slowly,
on average, than GDP. Similarly, by measuring the
gap between the growth of market cap and share
prices in the CRSP database, we found that between
1926 and the present, a 2.3 percent net annual dilu-
tion has occurred in the outstanding number of
shares in the United States.

Two independent analytical methods point to
the same conclusion: In stable nations, a roughly 2
percent net annual creation of new shares—the
Two Percent Dilution—leads to a separation
between long-term economic growth and long-
term growth in dividends per share, earnings per
share, and share price.

The markets are probably in the eye of a storm
and can expect further turmoil as the rest of the
storm passes over. If normalized S&P 500 earnings
are $30-$36 per share, if payout ratios on those
normalized earnings are at the low end of the his-
torical range (implying lower-than-normal future
earnings growth), if normal earnings growth is
really only about 1 percent a year above inflation,
if stock buybacks have been little more than an
appealing fairy tale, if the credibility of earnings is
at an all-time low, and if demographics suggest
Baby Boomer dis-saving in the next 20 years, then
we have a problem.

The authors would like to acknowledge the help, sug-
gestions, and encouragement of Cliff Asness, Peter
Bernstein, and Max Darnell.

Notes

1. Incalculating “trend growth,” we used a loglinear line of best
fit to minimize the impact of distortions from an unusually
high or low starting or ending date. The loss years of 1932
and 1933 were excluded because of loglinear calculation.

2. The Dimson et al. book is a masterwork. If you do not have
a copy, you should.

3. We assumed the dilution factor to be zero in those two
months. If a massive stock buyback or a massive new 1PO
occurred during one of these two months, we may have
missed it. But net buybacks or net new share issuance
during months in which the “index” saw a major reconsti-
tution would be difficult to measure.
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alternative investment vehicles has recently been documented, no such evidence is available on the ability
of investors to generate superior risk-adjusted returns based on timing among various hedge fund styles.

This article is, to the best of our knowledge, the first to document the existence of predictability in
hedge fund index returns and to focus on its implications for tactical allocation decisions. Specifically, we
examined (lagged) multifactor models for the return on nine hedge fund indexes. We chose factors that
would measure the many dimensions of financial risk—market risks (proxied by stock prices, interest rates,
and commodity prices), volatility risk (proxied by implicit volatilities from option prices), default risk
(proxied by default spreads), and liquidity risk (proxied by trading volume). We show that a parsimonious
set of models captures a significant amount of predictability for most hedge fund styles.

We also found that the benefits of tactical style allocation are potentially enormous. The article first
provides evidence of the cconomic significance of the performance of hedge fund style-timing models by
comparing the performance of a market timer with perfect forecasting ability in the alternative investment
universe with the performance of a perfect market timer in the traditional universe. Then, the performance
of a realistic style-timing model is presented. An equity-oriented portfolio that mixed traditional and
alternative investment vehicles and a similar debt-oriented mixed portfolio produced spectacular results.
Moreover, the results do not scem to be significantly affected by the presence of reasonably high transaction
costs.

Some specific features of hedge fund investing do not facilitate the implementation of tactical allocation
strategies. In particular, the absence of liquidity and the presence of lockup periods, which are typical of
investments in hedge funds, are likely to prevent investors from implementing any kind of dynamic
allocation among funds. We believe, however, that the future of hedge fund style timing is even brighter
than its past or present. The hedge fund industry is still relatively new, and market conditions are evolving
at an astounding pace. Although the world of alternative investing has consisted of a disparate set of
managers following disparate specific strategies, significant attempts at structuring the markets have
occurred in the past few years. Important, well-established firms are creating relatively liquid investment
products designed to track the performance of hedge fund indexes.

Keywords: Alternative Investments: hedge fund strategies; Portfolio Management: asset allocation; Portfolio Management: hedge
fund strategies

Earnings Growth: The Two Percent Dilution page 47
William J. Bernstein and Robert D. Arnott

The bull market of the 1990s was built largely on a foundation of two immense misconceptions:

¢ With a technology revolution and a “new paradigm” of low payout ratios and internal reinvestment,
earnings will grow faster than ever before. Five percent real growth will be easy to achieve.

*  When carnings arc not distributed as dividends and not reinvested into stellar growth opportunities,
they are distributed back to sharcholders in the form of stock buybacks.

In fact, neither of these widespread beliefs stands up to historical scrutiny. Since 1800, the economy, as
measured by real GDP, has grown a thousandfold, averaging about 3.7 percent a year. The long-term
uniformity of economic growth js remarkable; it is both a blessing and a curse. To know that real U.S. GDP
doubles every 20 years is rcassuring. But this growth is also a dire warning to those predicting rapid
acceleration of economic growth from the computer and Internet revolutions.

The relatively uniform increase in GDP implies a similar uniformity in the growth of corporate
profits—which does, in fact, occur. Except for the Great Depression, during which overall corporate profits
briefly disappeared, nominal aggregate corporate earnings have tracked nominal GDP growth, with
corporate earnings staying at 8-10 percent of the GDP growth. The trend growth in corporate profits is
identical, to within a remarkable 20 bps, to the trend growth in GDP.

For 16 countries, with data spanning the 20th century, we compared dividend growth, price growth,
and total return with GDP data from the same period. We found that in stable, non-war-torn nations, per
share dividend growth was 2.3 percent less than growth in aggregate GDP and 1.1 percent less than growth
in per capita GDP. In the war-torn nations, the situation was far worse-—per share dividend growth 4.1
percent less than growth in aggregate GDP and 3.3 percent less than growth in per capita GDP.

Data for the comprehensive CRSP 1-10 Index from 1926 to June 2002 show that, after adjustment for
additions to the index, total U.S. market capitalization grew 2.3 percent faster than the price index. Thus,
over the past 76 1/2 years, a 2.3 percent net new issuance of shares took place, which is the equivalent of
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negative buybacks. Although net buybacks occurred in the 1980s, by the 1990s, buyback activity had once

again returned to historical norms.

Earnings growth was indeed high during the 1990s. But the persistence of this growth is dubious for
three reasons:
¢ The market went from trough earnings in the 1990 recession to peak earnings in the 2000 bubble.

Measuring growth from trough to peak is meaningless; extrapolating that growth is even worse.

* Analysts frequently ignored write-offs while increasing their focus on operating earnings. This
behavior is acceptable if write-offs are truly “extraordinary items” but not if write-offs become an
annual or biannual event, as was commonplace in the 1990s. Furthermore, what are extraordinary items
for a single company are entirely ordinary for the economy as a whole.

* The peak carnings of 1999-2000 consisted of three dubious components. The first was an
underrecognition of the impact of stock options, which various Wall Street strategists estimated at 10
percent or more of earnings. The second was pension expense (or pension “earnings”) based on 9-10
percent return assumptions, which were realistic then but are no longer; this factor pumped up
earnings by about 15 percent at the peak and 20-30 percent from recent, depressed levels. The third was
Enron-style “earnings management,” which various observers have estimated at 5-10 percent of the
peak earnings.

In summary, in a dynamic, free-market economy, considerable capital is consumed funding new
ventures. For this reason, per share growth of prices, earnings, and dividends will lag aggregate
macroeconomic growth by an amount equal to the net issuance of new shares. In peaceful, stable societies,
this gap appears to be about 2 percent a year. In war-torn nations, this gap is considerably larger. Although
these nations” economies can recover relatively rapidly, the high degree of recapitalization that is required
savages shareholders.

Keywords: Portfolio Management: asset allocation; Economics: macroeconomics; Investment Industry: future directions and
sources of change

Outlier-Resistant Estimates of Beta page 56
R. Douglas Martin and Timothy T. Simin

Recent surveys show that many analysts continue to use the capital asset pricing model and that most of
them purchase betas from commercial providers, which invariably use a raw or adjusted ordinary
least-squares estimate of beta. The sanctified use of OLS is justified by the fact that the OLS beta is
statistically the best estimate of the linear model parameters under idealized assumptions.

In practice, however, one of the ways these assumptions fail is associated with the occurrence of a small
fraction of exceptionally large or small returns—that is, outliers. We show by using several examples that
outliers can, depending on their location in the equity-market-returns space, substantially bias OLS
estimates of beta. Furthermore, the weekly returns for 8,314 companies from the CRSP database that had at
least two years of returns in the period January 1992 through December 1996 contained many examples in
which the deletion of a few outliers, sometimes even a single outlier, dramatically affected the OLS beta.

The vast majority of commercial providers do nothing to deal with outliers; the few that do deal with
this problem use some form of outlier treatment without a solid statistical rationale. We deal with the
vulnerability of the OLS beta to outliers by introducing a new beta estimate that is resistant to the types of
outliers that cause the most bias in OLS estimates but that produces estimates similar to OLS for outlier-free
data. The outlier-resistant beta is an intuitively appealing weighted-least-squares estimate with
data-dependent weights. It has several advantages over other commonly used “robust” techniques.

The outlier-resistant beta applied to the CRSP database shows that the absolute value of the difference
between the resistant and OLS betas is greater than 0.5 for 13 percent of the companies and that this
difference is considerably larger than 1.0 for 3.2 percent of the companies. Such extreme sensitivity of the
OLS beta to outliers results in misleading interpretations of the risk and return characteristics of a company.
This study shows that outlier distortion of the OLS beta is primarily a small-firm effect (i.e., there is a
monotonic relationship between the median market capitalization of companies and the absolute difference
between the resistant and OLS betas). Furthermore, the resistant beta has superior performance relative to
the OLS beta for predicting future betas when influential outliers are present but suffers (at most) only a
slight degradation in performance when no influential outliers are present.
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What Risk Premium Is “Normal”?

Robert D. Arnott and Peter L. Bernstein

The goal of this article is an estimate of the objective forward-looking U.S.
equity risk premium relative to bonds through history—specifically, since
1802. For correct evaluation, such a complex topic requires several careful
steps: To gauge the risk premium for stocks relative to bonds, we need an
expected real stock return and an expected real bond return. To gauge the
expected real bond return, we need both bond yields and an estimate of
expected inflation through history. To gauge the expected real stock return,
we need both stock dividend yields and an estimate of expected real dividend
growth. Accordingly, we go through each of these steps. We demonstrate
that the long-term forward-looking risk premium is nowhere near the level
of the past; today, it may well be near zero, perhaps even negative.

future by extrapolating the past. As a con-
sequence, U.S. investors have grown
accustomed to the idea that stocks “normally” pro-
duce an 8 percent real return and a 5 percent (that
is, 500 basis point) risk premium over bonds, com-
pounded annually over many decades.! Why?
Because long-term historical returns have been in
this range with impressive consistency. And
because investors see these same long-term histor-
ical numbers year after year, these expectations are
now embedded in the collective psyche of the
investment commu_nity.2
Both the return and the risk premium assump-
tions are unrealistic when viewed from current
market levels. Few have acknowledged that an
important part of the lofty real returns of the past
stemmed from rising valuation levels and from
high dividend yields, which have since dimin-
ished. As we will demonstrate, the long-term
forward-looking risk premium is nowhere near the
5 percent level of the past; indeed, today, it may
well be near zero, perhaps even negative. Credible
studies in and outside the United States are chal-
lenging the flawed conventional view. Well-
researched studies by Claus and Thomas (2001)
and Fama and French (2000) are just two (see also
Arnott and Ryan 2001). Similarly, the long-term
forward-looking real return from stocks is nowhere
near history’s 8 percent. We argue that, barring
unprecedented economic growth or unprece-

he investment management industry
l l thrives on the expedient of forecasting the

Robert D. Arnott is managing partner at First Quad-
rant, L.P., Pasadena, California. Peter L. Bernstein is
president of Peter L. Bernstein, Inc., New York.
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dented growth in earnings as a percentage of the
economy, real stock returns will probably be
roughly 2—4 percent, similar to bond returns. In
fact, even this low real return figure assumes that
current near-record valuation levels are “fair” and
likely to remain this high in the years ahead.
“Reversion to the mean” would push future real
returns lower still.

Furthermore, if we examine the historical
record, neither the 8 percent real return nor the 5
percent risk premium for stocks relative to govern-
ment bonds has ever been a realistic expectation,
except from major market bottoms or at times of
crisis, such as wartime. But this topic merits careful
exploration. After all, according to the Ibbotson
Associates data, equity investors earned 8 percent
real returns and stocks have outpaced bonds by
more than 5 percent over the past 75 years. Intuition
suggests that investors should not require such
outsized returns in order to bear equity market risk.
Should investors have expected these returns in the
past, and why shouldn’t they continue to doso? We
examine these questions expressed in a slightly
different way. First, can we derive an objective
estimate of what investors had good reasons to
expect in the past? Second, why should we expect
less in the future than we have earned in the past?

The answers to both questions lie in the differ-
ence between the observed excess return and the
prospective risk premium, two fundamentally dif-
ferent concepts that, unfortunately, carry the same
label—risk premium. If we distinguish between
past excess returns and future expected risk pre-
miums, the idea that future risk premiums should
be different from past excess returns is not at all
unreasonable.’
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This complex topic requires several careful
steps if it is to be evaluated correctly. To gauge the
risk premium for stocks relative to bonds, we need
an expected real bond return and an expected real
stock return. To gauge the expected real bond
return, we need both bond yields and an estimate
of expected inflation through history. To gauge the
expected real stock return, we need both stock div-
idend yields and an estimate of expected real divi-
dend growth. Accordingly, we go through each of
these steps, in reverse order, to form the building
blocks for the final goal—an estimate of the objec-
tive forward-looking equity risk premium relative
to bonds through history.

Has the Risk Premium Natural
Limits?

For equities to have a zero or negative risk premium
relative to bonds would be unnatural because
stocks are, on average over time, more volatile than
bonds. Even if volatility were not an issue, stocks
are a secondary call on the resources of a company;
bondholders have the first call. Because the risk
premium is usually measured for corporate stocks
as compared with government debt obligations
(U.S. T-bonds or T-bills), the comparison is even
more stark. Stocks should be priced to offer a supe-
rior return relative to corporate bonds, which should
offer a premium yield (because of default risk and
tax differences) relative to T-bonds, which should
typically offer a premium yield (because of yield-
curve risk) relative to T-bills. After all, long bonds
have greater duration—hence, greater volatility of
price in response to yield changes—so a capital loss
is easier on a T-bond than on a T-bill.

In other words, the current circumstance, in
which stocks appear to have a near-zero (or nega-
tive) risk premium relative to government bonds,
is abnormal in the extreme. Even if we add 100 bps
to the risk premium to allow for the impact of stock
buybacks, today’s risk premium relative to the
more relevant corporate bond alternatives is still
negligible or negative. This facet was demon-
strated in Arnott and Ryan and is explored further
in this article.

If zero is the natural minimum risk premium,
is there a natural maximum? Not really. In times of
financial distress, in which the collapse of a
nation’s economy, hyperinflation, war, or revolu-
tion threatens the capital base, expecting a large
reward for exposing capital to risk is not unreason-
able. Our analysis suggests that the U.S. equity risk
premium approached or exceeded 10 percent dur-
ing the Civil War, during the Great Depression,
and in the wake of World Wars I and II. That said,
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however, it is difficult to see how one might objec-
tively measure the forward-looking risk premium
in such conditions.

A 5 percent excess return on stocks over bonds
compounds so mightily over long spans that most
serious fiduciaries, if they believed stocks were
going to earn a 5 percent risk premium, would not
even consider including bonds in a portfolio with a
horizon of more than a few years: The probabilities
of stocks outperforming bonds would be too high to
resist.* Hence, under so-called normal conditions—
encompassing booms and recessions, bull and bear
markets, and “ordinary” economic stresses—a good
explanation is hard to find for why expected long-
term real returns should ever reach double digits or
why the expected long-term risk premium of stocks
over bonds should ever exceed about 5 percent.
These upper bounds for expected real returns or for
the risk premium, unlike the lower bound of zero,
are “soft” limits; in times of real crisis or distress, the
sky’s the limit.

Expected versus “Hoped-For”

Returns

Throughout this article, we deal with expected
returns and expected risk premiums. This concept is
rooted in objective data and defensible expectations
for portfolio returns, rather than in the returns that
an investor might hope to earn. The distinction is
subtle; both represent expectations, but one is objec-
tive and the other subjective. Even at times in the
past when valuation levels were high and when
stockholders would have had no objective reason to
expect any growth in real dividends over the long
run, hopes of better-than-market short-term profits
have always been the primary lure into the game.>

When we refer to expected returns or expected
risk premiums, we are referring to the estimated
future returns and risk premiums that an objective
evaluation—based on past rates of growth of the
economy, past and prospective rates of inflation,
current stock and bond yields, and so forth—might
have supported at the time. We explicitly do not
include any extrapolation of past returns per se,
because past returns are driven largely by changes
in valuation levels (e.g., changes in yields), which
in an efficient market, investors should not expect
to continue into the indefinite future. By the same
token, we explicitly do not presume any reversion
to the mean, in which high yields or low yields are
presumed to revert toward historical norms. We
presume that the current yield is “fair” and is an
unbiased estimator of future yields, both for stocks
and bonds.

65

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.




Financial Analysts Journal

Few investors subjectively expect returns as
low as the objective returns produced by this sort
of analysis. In a recent study by Welch (2000), 236
financial economists projected, on average, a 7.2
percent risk premium for stocks relative to T-bills
over the next 30 years. If we assume that T-bills
offer the same 0.7 percent real return in the future
that they have offered over the past 75 years, then
stocks must be expected to offer a compounded
geometric average real return of about 6.6 percent.®
Given a dividend yield of roughly 1.5 percent in
1998-1999, when the survey was being carried out,
the 236 economists in the survey were clearly pre-
suming that dividend and earnings growth will be
at least 5 percent a year above inflation, a rate of
real growth three to five times the long-term histor-
ical norm and substantially faster than plausible
long-term economic growth.

Indeed, even ifir vestors take seriously the real
return estimates and risk premiums produced by
the sort of objective analysis we propose, many of
them will continue to believe that their own invest-
ments cannot fail to do better. Suppose they agree
with us that stocks and bonds are priced to deliver
2-4 percent real returns before taxes.” Do they
believe that their investments will produce such
uninspired pretax real returns? Doubtful. If these
kinds of projections were taken seriously, markets
would be at far different levels from where they
are. Consequently, if these objective expectations
are correct, most investors will be wrong in their
(our?) subjective expectations.

What Were Investors Expecting in
1926

Are we being reasonable to suggest that, after a
75-year span with 8 percent real stock returns and
a 5 percent excess return over bonds (the Ibbotson
findings), an 8 percent real return or a 5 percent risk
premium is abnormal? Absolutely. The relevant
question is whether the investors of 1926 would
have had reason to expect these extraordinary
returns. In fact, they would not. What they got was
different from what they should have expected,
which is a normal result in a world of uncertainty.

Atthe start of 1926, the beginning of the returns
covered in the Ibbotson data, investors had no rea-
son to expect the 8 percent real returns that have
been earned over the past 75 years nor that these
returns would provide a 5 percent excess return
over bonds. As we will describe, these outcomes
were the consequence of a series of historical acci-
dents that uniformly helped stocks and/or helped
the risk premium.
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Consider what investors might objectively have
expected at the start of 1926 from their long-term
investments in stocks and bonds. In January that
year, government bonds were yielding 3.7 percent.
The United States was on a gold standard, govern-
ment was small relative to the economy as a whole,
and the price level of consumer goods, although
volatile, had been trendless throughout most of U.S.
history up to that moment; thus, inflation expecta-
tions were nil. It was a time of relative stability and
prosperity, so investors would have had no reason
to expect to receive less than this 3.7 percent govern-
ment bond yield. Accordingly, the real return that
investors would have expected on their government
bonds was 3.7 percent, plain and simple.

Meanwhile, the dividend yield on stocks was
5.1 percent. We can take that number as the starting
point to apply the sound theoretical notion that the
real return on stocks is equal to
¢ the dividend yield
* plus(or minus) any change in the real dividend

(now viewed as participation in economic

growth)
¢ plus (or minus) any change in valuation levels,

as measured by P/E multiples or dividend
yields.

What did the investors expect of stocks in early
1926? The time was the tail end of the era of “robber
baron” capitalism. As Chancellor (1999) observed,
investors were accustomed to the fact that company
managers would often dilute shareholders’ returns
if an enterprise was successful but that the share-
holder was a full partner in any business decline.
More important was the fact that the long-run his-
tory of the market was trendless. Thoughts of long-
term economic growth, or long-run capital appreci-
ation in equity holdings, were simply not part of the
tool kit for return calculations in those days.

Investors generally did not yet consider stocks
to be “growth” investments, although a few people
were beginning to acknowledge the full import of
Smith’s extraordinary study Common Stocks as Long-
Term I[nvestments, which had appeared in 1924.
Smith demonstrated how stocks had outperformed
bonds over the 1901-22 period.® His work became
the bible of the bulls as the bubble of the late 1920s
progressed. Prior to 1926, however, investors con-
tinued to follow ].P. Morgan’s dictum that the mar-
ket would fluctuate, a traditional view hallowed by
more than 100 years of stock market history. In other
words, investors had no trend in mind. The effort
was to buy low and to sell high, period.

Assuming that markets were fairly priced in
early 1926, investors should have expected little or
no benefit from rising valuation levels. Accord-
ingly, the real long-term return that stock investors
could reasonably have expected on average, or from
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the market as a whole, was the 5.1 percent dividend
yield, give or take a little. Thus, stock investors
would have expected roughly a 1.4 percent risk
premium over bonds, not the 5 percent they actually
earned in the next 75 years. The market exceeded
objective expectations as a consequence of a series
of historical accidents:

*  Historical accident #1: Decoupling yields from real
yields. The Great Depression (roughly 1929-
1939) introduced a revolutionary increase in
the role of government in peacetime economic
policy and, simultaneously, drove the United
States (and just about the rest of the world) off
the gold standard. As prosperity came back in
a big way after World War II, expected inflation
became a normal part of bond valuation. This
change created a one-time shock to bonds that
decoupled nominal yields from real yields and
drove nominal yields higher even as real yields
fell. Real yields at year-end 2001 were 3.4 per-
cent (the Treasury Inflation-Indexed Securities,
commonly called TIPS, yieldg), but nominal
yields were 5.8 percent. This rise in nominal
yields (with real yields holding steady) has cost
bondholders 0.4 percent a year over 75 years.
That accident alone accounts for nearly one-
tenth of the 75-year excess return for stocks
relative to bonds.

*  Historical accident #2: Rising valuation multiples.
Between 1926 and 2001, stocks rose from a
valuation level of 18 times dividends to nearly
70 times dividends. This fourfold increase in
the value assigned to each dollar of dividends
contributed 180 bps to annual stock returns
over the past 75 years, even though the entire
increase occurred in the last 17 years of the
period (we last saw 5.1 percent yields in 1984).
This accident explains fully one-third of the
75-year excess return.

e Historical accident #3: Survivor bias. Since 1926,
the United States has fought no wars on its own
soil, nor has it experienced revolution. Four of
the fifteen largest stock markets in the world in
1900 suffered a total loss of capital, a -100 per-
cent return, at some point in the past century.
The markets are China, Russia, Argentina, and
Egypt. Two others came close—Germany
(twice) and Japan. Note that war or revolution
can wipe out bonds as easily as stocks (which
makes the concept of “risk premium” less than
relevant). U.S. investors in early 1926 would not
have considered this likelihood to be zero, nor
should today’s true long-term investor.

*  Historical accident #4: Regulatory reform. Stocks
have gone from passing relatively little eco-
nomic growth through to shareholders to
passing much of the economic growth through
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to shareholders. This shift has led to 1.4 per-
cent a year growth in real dividend payments
and in real earnings since 1926. This acceler-
ated growth in real dividends and earnings,
which no one in 1926 could have anticipated,
explains rou%hly one-fourth of the 75-year
excess return. '
In short, the equity investors of 1926 probably
expected to earn a real return little different from
their 5.1 percent yield and expected to earn little
more than the 140 bp yield differential over bonds.
Indeed, an objective investor might have expected
a notch less because of the greater frequency with
which investors encountered dividend cuts in
those days.

What Expectations Were Realistic
in the Past?

To gauge what risk premium an investor might
have objectively expected in the longer run past, we
need to (1) estimate the real return that investors
might reasonably have expected from stocks, (2)
estimate the real return that investors might reason-
ably have expected from bonds, and (3) take the
difference. From this exercise, we can gauge what
risk premium an investor might reasonably have
expected at any point in history, not simply an
isolated snapshot of early 1926. A brief review of
the sources of stock returns over the past two cen-
turies should help lay a foundation for our work on
return expectations and shatter a few widespread
misconceptions in the process. The sources of the
data are given in Appendix A.!!

Step 1: How Well Does Economic Growth
Flow into Dividend Growth? Over the past
131 years, since reliable earnings data became
available in 1870, the average earnings yield has
been 7.6 percent and the average real return for
stocks has been 7.2 percent; this close match has
persuaded many observers to the view (which is
wholly consistent with finance theory) that the best
estimate for real returns is, quite simply, the earn-
ings yield. On careful examination, this hypothesis
turns out to be wrong. In the absence of changing
valuation levels, real returns are systematically
lower than earnings yields.

Figure 1 shows stock market returns since 1802
in a fashion somewhat different from that shown in
most of the literature. The solid line in Figure 1
shows the familiar cumulative total return for U.S.
equities since 1802, in which each $100 invested
grows, with reinvestment of dividends, to almost
$700 million in 200 years. To be sure, some of this
growth came from inflation; as the line “Real Stock
Return” shows, $700 million will not buy what it
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Figure 1. Return from Inflation and Dividends: Growth of $100, 1801-2001

U.S. Dollar

1,000,000,000
100,000,000
10,000,000
1,000,000
100,000
10,000

1,000

100

S

]O 1 1 1 |

A

Stock Total Return

¢ .'--'--".Real Stock Return

Real Stock Price Index
A /"A‘\, ;/\*l\f,"w/ 7
v ¥

1 1 1 ] 1

1802 1820 1840 1860 1880

1900 1920 1940 1960 1980 2000

would have in 1802, when one could have pur-
chased the entire U.S. GNP for less than that sum.!?
By removing inflation, we show in the “Real Stock
Return” line that the $100 investment grew to
“only” $37 million. Thus, adjusted for inflation, our
fortune is much diminished but still impressive.
Few portfolios are constructed without some plans
for future spending, and the dividends that stocks
pay are often spent. So, the “Real Stock Price Index”
line shows the wealth accumulation from price
appreciation alone, net of inflation and dividends.
This bottom line (literally and figuratively) reveals
that stocks have risen just 20-fold from 1802 levels.
Put another way, if an investor had placed $100 in
stocks in 1802 and received and spent the average
dividend yield of 4.9 percent for the next 200 years,
his or her descendants would today have a portfolio
worth $2,099, net of inflation. So much for our $700
million portfolio!

Worse, the lion’s share of the growth from $100
to $2,099 occurred in the massive bull market from
1982 to date. In the 180 years from 1802 to the start
of 1982, the real value of the $100 portfolio had
grown to a mere $400. If stocks were priced today
at the same dividend yields as they were in 1802
and 1982, a yield of 5.4 percent, the $100 portfolio
would be worth today, net of inflation and divi-
dends, just $550. These data put the lie to the con-
ventional view that equities derive most of their
returns from capital appreciation, that income is far
less important, if not irrelevant.

Figure 2 allows a closer look at the link between
equity price appreciation and economic growth. It
shows that the growth in share prices is much more
closely tied to the growth in real per capita GDP (or
GNP) than to growth in real GDP per se. The solid
line shows that, compounding at about 4 percent in
the 1800s and 3 percent in the 1900s, the economy
itself delivered an impressive 1,000-fold growth.

Figure 2. The Link between Stock Prices and Economic Growth, 1802—-2001
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But net of inflation and dividend distributions,
stock prices (the same “Real Stock Price Index” line
in Figure 1) fell far behind, with cumulative real
price appreciation barely 1/50 as large as the real
growth in the economy itself.

How can this be? Can’t shareholders expect to
participate in the growth of the economy? No. Share-
holders can expect to participate only in the growth of
the enterprises they are investing in. An important
engine for economic growth is the creation of new
enterprises. The investor in today’s enterprises does
not own tomorrow’s new enterprises—not without
making a separate investment in those new enter-
prises with new investment capital.

Finally, the “Real Per Capita GDP Growth”
line in Figure 2 shows the growth of the economy
measured net of inflation and population growth.
This growth in real per capita GDP tracks much
more closely with the real price appreciation of
stocks (the bottom line) than does real GDP itself.

Going one step further, Figure 3 shows the
internal growth of real dividends—that is, the
growth that an index fund would expect to see in
its own real dividends in the absence of additional
investments, such as reinvestment of dividends.'?
Real dividends exhibit internal growth that is simi-
lar to the growth in real per capita GDP. Because
growth in per capita GDP is a measure of produc-
tivity growth, the internal growth that can be sus-
tained in a diversified market portfolio should
closely match the growth of productivity in the econ-
omy, not the growth in the economy per se. There-
fore, the dotted line traces per capita real GDP
growth, the “Real Stock Price Index” line shows
real stock prices, and the bottom line shows real
dividends (x 10).14 Figure 3 reveals the remarkable

resemblance between real dividend growth and
growth in real per capita GDP.

When we measure the internal growth of real
dividends as in Figure 3, we see that real dividends
have risen a modest fivefold from 1802 levels. In
other words, the real dividends for a $100 portfolio
invested in 1802 have grown merely 0.9 percent a
year net of inflation. To be sure, the price assigned
to each dollar of dividends has quadrupled, which
leads to the 20-fold real price gain in the 200 years.

Although real dividends have tracked remark-
ably well with real per capita GDP, they have con-
sistently fallen short of GDP gains. Not only have
real dividends failed to match real GDP growth (as
many equity investors seem to think is a minimal
future growth rate for earnings and dividends),
they have even had a modest shortfall, at an aver-
age of about 70 bps a year, relative to per capita
economic growth.

In short, more than 85 percent of the return on
stocks over the past 200 years has come from (1)
inflation, (2) the dividends that stocks have paid,
and (3) the rising valuation levels (rising P/Es and
falling dividend yields) since 1982, not from
growth in the underlying fundamentals of real div-
idends or earnings.!® Furthermore, real dividends
and real per capita GDP both grew faster in the 20th
century than in the 19th century. Conversely, GDP
grew faster in the 19th century than in the 20th
century, unless we convert to per capita GDP.

Many observers think that earnings growth is
far more important than dividend growth. We
respectfully disagree. As noted by Hicks (1946), “. ..
any increase in the present value of prospective net
receipts must raise profits.” In other words, prop-
erly stated, earnings should represent a propor-
tional share of the net present value of all future

Figure 3. Dividends and Economic Growth, 1802—-2001
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profits. The problem is that reported earnings often
do not follow this theoretical definition. For exam-
ple, negative earnings should almost never be
reported, yet reported operating losses are not
uncommon. Furthermore, the quality of earnings
reports prior to the advent of the U.S. SEC is doubt-
ful at best; worse, we were unable to find any good
source for earnings information prior to 1870.
Accordingly, the dividend is the one reliable aspect
of stock ownership over the past two centuries. It is
the cash income returned to the shareholders; it is
the means by which the long-term investor earns
most of his or her internal rate of return. Finally,
with earnings growth barely 0.3 percent faster than
dividend growth over the past 131 years, an analysis
based on earnings would reach conclusions nearly
identical to our conclusions based on dividends.

Finance theory tells us that capital is fungible;
that is, equity and debt, retained earnings and
dividends—all should flow to the best use of capital
and should (in the absence of tax-related arbitrages
and other nonsystematic disruptions) produce a
similar risk-adjusted return on capital. Thus, the
retained earnings should deliver a return similar to
the return an investor could have earned on that
capital had it been paid out as dividends. Consider
an example: If a company has an earnings yield of
5 percent (corresponding to a P/E of 20), it can pay
out all of the earnings and thereby deliver a 5
percent yield to the shareholder. The real value of
the company should not be affected by this full
earnings distribution (unless the earnings are
themselves being misstated), so the 5 percent earn-
ings yield should also be the expected real return.
Now, if the company, instead, pays a 2 percent
yield and retains earnings worth 3 percent of the
stock price, the company ought to achieve 3 percent
real growth in earnings; otherwise, it should have
distributed the cash to the shareholders. How does
this theory stand up to reality?

Over the past 200 years, dividend yields have
averaged 4.9 percent, yet real returns have been far
higher, 6.6 percent. Since 1870, earnings yields have
averaged 7.6 percent, close to the real returns of 7.2
percent over that span. This outcome is consistent
with the notion of fungible capital, that the return
on capital reinvested in an enterprise ought to
match the return an investor might otherwise have
earned on that same capital if it had been distrib-
uted as a dividend. However, if we take out the
changes in valuation levels since 1982 (regardless
of whether dividend yields or P/Es are used for
those levels), the close match between earnings
yield and real stock returns evaporates.

Moreover, with an average earnings yield of
7.6 percent and an average dividend yield of 4.7
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percent since 1871, the average “retained earnings
yield” has been nearly 3 percent. This retained
earnings yield should have led to real earnings and
dividend growth of 3 percent; otherwise, manage-
ment ought to have paid this money out to the
shareholders. Instead, real dividends and earnings
grew at annual rates of, respectively, 1.2 percent
and 1.5 percent. Where did the money go? The
answer is that during the era of “pirate capitalism,”
success often led to dilution: Company managers
issued themselves more stock!!®

Furthermore, retained earnings often chase
poor internal reinvestment opportunities. If exist-
ing enterprises experienced only 1.2-1.5 percent
internal growth of real dividends and earnings in
the past two centuries, most of the 3.6 percent
economic growth the United States has enjoyed has
clearly not come from reinvestment in existing
enterprises. In fact, it has stemmed from entrepre-
neurial capitalism, from the creation of new enter-
prises. Indeed, dividends on existing enterprises
have fallen relative to GDP growth by approxi-
mately 100-fold in the past 200 years.”

The derring-do of the pirate capitalists of the
19th and early 20th centuries is not the only or even
the most compelling explanation for this phenom-
enon. All the data we used are from indexes, which
are a particular kind of sampling of the market. Old
companies fading from view lose their market
weight as the newer and faster growing companies
gain a meaningful share in the economy. The older
enterprises often have the highest earnings yield
and the worst internal reinvestment opportunities,
but the new companies do not materialize in the
indexes the minute they start doing business or
even the minute they go public. When they do enter
the index, their starting weight is often small.

Furthermore, an index need only change the
divisor whenever a new enterprise is added,
whereas we cannot add a new enterprise to our
portfolio without cost. The index changing the divi-
sor is mathematically the same as selling a little bit
of all other holdings to fund the purchase of a new
holding, but when we add a new enterprise to our
portfolios, we must commit some capital to effect
the purchase. Whether through reinvestment of
dividends or infusion of new capital, this new enter-
prise cannot enter our portfolio through the internal
growth of an existing portfolio of assets. In effect,
we must rebalance out of existing stocks to make
room for the new stock—which produces the natu-
ral dilution that takes place as a consequence of the
creation of new enterprises in a world of entrepre-
neurial capitalism: The same dollar cannot own an
existing enterprise and simultaneously fund a new
enterprise.18
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The dynamics of the capitalist system inevita-
bly lead to these kinds of results. Good business
leads to expansion; in a competitive environment,
expansion takes place on a wide scale; expansion
on a wide scale intensifies the competitive environ-
ment; margins begin to decline; earnings growth
slows; in time, earnings begin to decline; then,
expansion slows, profit margins improve, and the
whole thing repeats itself. We can see this drama
playing out in the relationship between payout
ratios in any given year and earnings growth: Since
1984, the payout ratio has explained more than half
of the variation in five-year earnings growth rates
with a t-statistic of 9.51.1

Few observers have noticed that much of the
difference between stock dividend yields and the
real returns on stocks can be traced directly to the
upward revaluation of stocks since 1982. The his-
torical data are muddied by this change in valua-
tion levels—which is why we find the current
fashion of forecasting the future by extrapolating
the past to be so alarming. The earnings yield is a
better estimate of future real stock returns than any
extrapolation of the past. And the dividend yield
plus a small premium for real dividend growth is
even better, because in the absence of changes in
valuation levels, the earnings yield systematically
overstates future real stock returns.

If long-term real growth in dividends had been
0.9 percent, real stock returns would have been only
90 bps higher than the dividend yield if it were not
for the enormous jump in the price-to-dividend
ratio since 1982. Even if we adjusttoday’s 1.4 percent
dividend yield sharply upward to include “divi-
dends by another name” (e.g., stock repurchases),
making a case for real returns higher than the 3.4
percent currently available in the TIPS market
would be a stretch.*°

Step 1l: Estimating Real Stock Returns.
To estimate the historical equity risk premium, we
must compare (1) a realistic estimate of the expected
real stock return that objective analysis might have
supported in past years with (2) the expected real
bond return available at the time. Future long-term
real stock return is defined as®!

RSR(t) = DY(t) + RDG(t) + APD(t) + ¢, 1)
where
DY(t) = percentage dividend yield for stocks
at time ¢

RDG(t) = percentage real dividend growth
rate over the applicable span start-
ing at time ¢

APD(t) = percentage change in the price as-
signed to each dollar of dividends
starting at time ¢

March/April 2002

€ = error term for sources of return not
captured by the three key constitu-
ents (this term will be small because
it will reflect only compounding
effects)
Viewed from the perspective of forecasting future
real returns, the APD(t) term is a valuation term,
which we deliberately exclude from our analysis. If
markets exhibit reversion to the mean, valuation
change should be positive when the market is inex-
pensive and negative when the market is richly
priced. If markets are efficient, this term should be
random. We choose not to go down the slippery
slope of arguing valuation, even though we believe
that valuation matters. Rather, we prefer to make
the simplifying assumption that market valuations
at any stage are “fair” and, therefore, that the real
return stems solely from the dividend yield and
real growth of dividends.

That said, the estimation process becomes
more complex when we consider a sensible esti-
mate for real dividend growth. For example, what
real dividend growth rate might an investor in 1814
have expected on the heels of the terrible 1802-14
bear market and depression, during which real per
capita GDP, real dividends, and real stock prices all
contracted 40-50 percent? How can we objectively
put ourselves in the position of an investor almost
200 years ago? For this purpose, we partition the
real growth in dividends into two constituent parts,
real economic growth and the growth of dividends
relative to the economy.

Why not simply forecast dividend growth
directly? Because countless studies have shown
thatanalysts’ forecasts are too optimistic, especially
at market turning points. In fact, dividends (and
earnings) in aggregate cannot grow as fast as the
economy on a sustainable long-term basis, in large
part because of the secular increase in shares out-
standing and introduction of new enterprises. So,
long-term dividend growth should be equal to
long-term economic growth minus a haircut for
dilution or entrepreneurial capitalism (the share of
economic growth that is tied to new enterprises not
yetavailable in the stock market) or plus a premium
for hidden dividends, such as stock buybacks. So,
real dividend growth is given by

RDG(t) = RGDP(t) + DGR(t) + ¢, @)
where

RGDP(t) = percentage real per capita GDP
growth over the applicable span
starting at time ¢

DGR(t) = annual percentage dilution of real
GDP growth as it flows through to
real dividends starting at time ¢

3 = error term for compounding ef-
fects (it will be small)
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Basically, in Equation 2, we are substituting
RGDP(t) + DGR(t) for RDG(t) and rolling the
APD(t) term into the error term (to avoid getting
into the debates about valuation and regression to
the mean). With these two changes, and converting
to an expectations model, our model for expected
real stock market returns, ERSR, becomes

ERSR(t) = EDY(t) + ERGDP(t) + EDGR(t), 3)
where
EDY(t) = expected percentage dividend

yield for stocks at time ¢
ERGDP(t) = expected percentage real per cap-
ita GDP growth over the applica-
ble span starting at time ¢
EDGR(t) = expected annual percentage dilu-
tion of real per capita GDP
growth as it flows through to real
dividends starting at time ¢

A complication in this structure is the impact
of recessions. In serious recessions, dividends are
cut and GDP growth stops or reverses, possibly
leading to a decline in even the long-term GDP
growth. The result is a dividend yield that is artifi-
cially depressed, real per capita GDP growth that
is artificially depressed, and long-term dividend
growth relative to GDP growth that is artificially
depressed, all three of which lead, in recessionary
troughs, to understated expected real stock returns.
The simplest way to deal with this issue is to use
the last peak in dividends before a business down-
turn and the last peak in GDP before a business
downturn in computing each of the three constitu-
ents of expected real stock returns.??

We illustrate how we constructed an objective
real stock return forecast for the past 192 years in
Figure 4; Panel A spans 1810 to 2001, and Panel B
shows the same data after 1945. To explain these
graphs, we will go through them line by line.

The easiest part of forecasting real stock
returns, the “Estimated Real Stock Return” line in
Figure 4, is the dividend yield: It is a known fact.
We have adjusted dividends to correct for the arti-
ficially depressed dividends during recessions to
get the EDY(t) term shown as the “Dividend Yield”
line in Figure 4. This step allows us to avoid under-
stating the equity risk premium in recessions when
dividends are artificially depressed. This adjust-
ment boosts the expected dividend yield slightly
relative to the raw dividend yield because the deep-
est recessions are often deeper than the average
recessions of the prior 40 years. Against an average
dividend yield of 4.9 percent, we found an average
expected dividend yield of 5.0 percent.

Most long-run forecasts of earnings or divi-
dend growth ignore the simple fact that aggregate
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earnings and dividends in the economy cannot
sustainably grow faster than the economy itself. If
new enterprise creation and secondary equity
offerings dilute the share of the economy held by
the shareholders in existing enterprises, then one
sensible way to forecast dividend growth is to fore-
cast economic growth and then forecast how rap-
idly this dilution will take place.?® Stated another
way, we want to know how much less rapidly
dividends (and earnings) on existing enterprises
can grow than the economy at large. The sum of
real economic growth less this shortfall is the real
growth in dividends.

The resulting line, “Dilution of GDP Growth in
Dividends,” in the two graphs of Figure 4 repre-
sents the EDGR(t) term in our model (Equation 3).
Note the persistent tendency for dividend growth
to lag GDP growth: Real dividends have grown at
1 percent a year over the past 192 years, whereas
the real economy has grown at 3.8 percent a year,
and even real per capita GDP has grown at 1.8
percent a year. Why should real dividends have
grown so much more slowly than the economy?

First, much of the growth in the economy has
come from innovation and entrepreneurial capital-
ism. More than half of the capitalization of the
Russell 3000 today consists of enterprises that did
notexist 30 years ago. The 1971 buy-and-hold inves-
tor could not participate in this aspect of GDP
growth or market growth because the companies
did not exist. So, today’s dividends and earnings on
the existing companies from 1971 are only part of
the dividends and earnings on today’s total market.

Second, as was demonstrated in Bernstein
(2001b), retained earnings are often not reinvested
at a return that rivals externally available invest-
ments; earnings and dividend growth are faster
when payout ratios are high than when they are
low, perhaps because corporate managers are then
forced to be more selective about reinvestment
alternatives.?

Finally, as we have emphasized, corporate
growth typically leads to more shares outstanding,
which automatically imposes a drag on the growth
in dividends per share.

As a sensible estimate of the future dividend/
GDP shortfall, the rational investor of any day might
forecast dividend growth by using the prior 40-year
shortfall in dividend growth relative to per capita
GDP or might choose to use the cumulative (by now,
200-year) history. We chose the simple expedient of
averaging the two.

The dilution effect we found from the 40-year
and cumulative data for real dividends and real per
capita GDP averages —60 bps. So, in the past 40
years, the dilution of dividend growth is almost
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Figure 4. Estimating Real Stock Returns
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exactly the same as the long-term average, —80 bps.
With a standard deviation of just 0.5 percent, this
shortfall of dividend growth relative to economic
growth is the steadiest of any of the components of
real stock returns or real bond returns. It has never
been materially positive on a long-term sustained
basis; it has never risen above +10 bps for any
4(0-year span in the entire history since 1810.

The history of dividend growth shows no evi-
dence that dividends can ever grow materially
faster than per capita GDP. Indeed, they almost
always grow more slowly. Suppose real GDP
growth in the next 40 years is 3 percent a year and
population growth is 1 percent a year. These
assumptions would appear to put an upper limit on
real dividend growth at a modest 2 percent a year,
far below consensus expectations. If the historical
average dilution of dividend growth relative to real
per capita GDP growth prevails, then the future
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real growth in dividends should be only about 1
percent, even with relatively robust, 2.5-3.0 per-
cent, real GDP growth.

Now consider the third part of forecasting real
stock returns in this fashion—the forecast of long-
term real per capita GDP growth, ERGDP(t) in our
model. How much real per capita GDP growth
would an investor have expected at any time in the
past 200 years? Again, a simple answer might come
from the most recent 40 years’ growth rate; another
might come from the cumulative record going back
as far as we have dividend and GDP data, to 1802.
These historical data are shown in the “Real per
Capita GDP Growth” line in Figure 4. And again, we
chose the simple expedient of averaging the average
of the two. Real per capita GDP growth has been
remarkably stable over the past 200 years, particu-
larly if we adjust it to correct for temporary dips
during recessions. If we examine truly long-term
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results, the 40-year real growth rate in real per capita
GDP has averaged 1.8 percent with a standard devi-
ation of only 0.9 percent.?>

Note from Figure 4 that the total economy grew
faster during the 19th century than the 20th century
whereas stock returns (and the underlying earnings
and dividends) grew faster in the 20th century than
the 19th. Why would the rapid growth of the 19th
century flow through to the shareholder less than
the slower growth of the 20th century? We see two
possible answers. First, the base from which indus-
trial growth started in the 19th century was so much
smaller that much faster new enterprise creation
occurred then than in the 20th century. Second, with
nearly 3 percent growth in the population from 1800
to 1850, the growing talent and labor pool fueled a
faster rate of growth than the 1.25 percent annual
population growth rate of the most recent 50 years.
It is not surprising that the pace of dilution, both
from the creation of new enterprises and from sec-
ondary equity offerings, is faster when the popula-
tion is growing faster. Population growth fuels
growth in human capital, in available labor, and in
both demand and supply of goods and services. As
aresult, when population growth is rapid, the pace
of dilution of growth in the economy (as it flows
through to a shareholder’s earnings and dividends)
is far more stable relative to real per capita GDP
than relative to real GDP itself.

The simple framework we have presented for
estimating real stock returns reveals few surprises.
As Panels A and B of Figure 4 show, the expected
stock return is the sum of the three constituent parts
graphed in the other lines. We estimate that
expected real stock returns for the past 192 years
averaged about 6.1 percent with the following con-
stituent parts: an expected yield averaging 5.0 per-
cent plus real per capita GDP growth of 1.7 percent
a year minus an expected shrinkage in dividends
relative to real per capita GDP averaging -0.6 per-
cent. Meanwhile, investors actually earned real
returns of 6.8 percent. Most of this 70 bp difference
from the 6.1 percent rational expectation over the
past 192 years can be traced to the rise in valuation
levels since 1982; the rest consists of the other
happy accidents detailed previously.

Expectations for real stock returns have soared
above 6 percent often enough that many actuaries
even today consider 8 percent a “normal” real
return for equities. Our estimate for real stock
returns, however, exceeds 8 percent only during
the depths of the Great Depression, in the rebuild-
ing following the War of 1812, the Civil War, World
War I, and World War II, and in the Crash of 1877.
In the past 50 years, expected real stock returns
above 7 percent have been seen only in the after-
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math of World War II, when many investors still
feared a return to Depression conditions, and in the
depths of the 1982 bear market.

When viewed from the vantage point of this
formulation for expected real stock returns, the full
192-year record shows that expected real stock
returns fell below 3.5 percent only once before the
late 1990s, at the end of 1961 just ahead of the
difficult 1962-82 span, real stock prices fell by more
than 50 percent. Since 1997, expected real stock
returns have fallen well below the 1961 levels,
where they remain at this writing.

This formulation for expected real stock
returns reveals the stark paradigm shift that took
place in the 1950s. Until then, the best estimate for
real dividend growth was rarely more than 1 per-
cent, so the best estimate for real stock returns was
approximately the dividend yield plus 100 bps—
considerably less than the earnings yield! From the
1950s to date, as Panel B of Figure 4 shows, the
shortfall of dividends relative to GDP growth
improved (perhapsbecause the presence of the SEC
discourages company managers from ignoring
shareholder interests) and the real return that one
could objectively expect from stocks finally and
persuasively rose above the dividend yield. Today,
it stands at almost twice the dividend yield, but it
is still a modest 2.4 percent.

Figure 5 shows the strong correlation between
our formulation for expected real stock returns and
the actual real returns that stocks have delivered
over the subsequent 10-year span. The correlation
is good—at 0.62 during the modern market era
after World War II and 0.46 for the full 182 years.6
If we test the correlation between this simple metric
of expected real stock returns and the actual subse-
quent 20-year real stock returns (not shown), the
correlations grow to 0.95 and 0.60 for the post-1945
period and the full 182 years, respectively.

Figure 5. Estimated and Subsequent Actual
Real Stock Returns, 1802-2001
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The regression results given in Panel A Table 1
show that the coefficient in the regression is larger
than 1.00. So, that 100 bp increase in the expected
real stock return, ERSR, is worth more than 100 bps
in the subsequent 10-year actual real stock return,
RSR. The implication is that some tendency for
reversion to the mean does exist and that it will
magnify the effect of unusually high or low
expected real stock returns. This suggestion has
worrisome implications for the recent record low
levels for expected real stock returns.

Because rolling 10-year returns (and expected
returns in our model) are highly serially correlated,
the t-statistics given in Panel A of Table 1 are not
particularly meaningful. One way to deal with over-
lapping data is to eliminate the overlap by using
nonoverlapping samples—in this case, examining
only our 19 nonoverlapping samples beginning
December 1810. The Panel B results, with a coeffi-
cient larger than 1.00, confirm the previous results
(and approach statistical significance, even with
only 17 degrees of freedom).”” One worrisome fact,
in light of the recent large real stock returns, is that
the nonoverlapping real stock returns by decades
have a -31 percent serial correlation. Although it is
not a statistically significant correlation, it is large
enough to be interesting: It suggests that spectacular
decades or wretched decades may be considerably
more likely to reverse than to repeat.

Evaluating the real returns on stocks is clearly
a useful exercise if the metric of success for a model
is subsequent actual real returns, but we live in a
relative world. The future real returns on all assets
will rise and fall; so, real returns are an insufficient
metric of success. What is of greater import is
whether this metric of prospective real stock
returns helps us identify the attractiveness of stocks
relative to other assets.

Step Ill: Estimating Future Real Bond
Returns. On the bond side, real realized returns
are equal to the nominal yield minus inflation (or
plus deflation) and plus or minus yield change
times duration:

RBR(t) = BY(t) - INFL(t) + ABY(t)DUR(t) +¢, (4)

where

BY(t) = percentage bond yield at
time ¢
INFL(t) = percentage inflation over the

applicable span starting at
time ¢
ABY(t)DUR(t) = annual change in yield over
the applicable span times du-
ration at time t (under the
assumption that rolling rein-
vestment is in bonds of simi-
lar duration)
€ = error term (compounding ef-
fectslead to asmall error term
in this simple formulation)
As with stocks, we prefer to take current yields
as a fair estimate of future bond yields. So, we
eliminate the variable that focuses on changes in
yields, ABY(t)DUR(t). We also need to shift our
focus from measuring past real bond returns to
forecasting future real bond returns. Therefore, our
model is

ERBR(t) = BY(t) - EINFL(t), )

where BY(t) is the percentage bond yield at time ¢
and EINFL(t) is the expected percentage inflation
over the applicable span starting at time ¢.
Equation 5 is difficult only in the sense that
expectations for inflation in past economic environs
are difficult to estimate objectively. How, for exam-
ple, are we to gauge how much inflation an investor
in February 1864 would have expected at a time
when inflation had averaged 20 percent over the
prior three years because of wartime shortages?

Table 1. Regression Results: Estimated Real Stock Return versus Actual

10-Year Real Stock Return
(t-statistics in parentheses)

Serial
Period a b R? Correlation Correlation
A. Raw data: RSR(t) = a + b[ERSR(t — 120)]
1810-2001 -1.51% 1.38% 0.214 0.46 0.992
(—4.2) (24.4) 0.990
1945-2001 -7.80 3i15 0.391 0.62 0.996
(-8.8) (19.0) 0.995
B. Using 19 nonoverlapping samples, beginning December 1810
1810-2000 -0.35% 1.22% 0.182 0.430 -0.315
(-0.1) (1.9) 0.021
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Expectations would depend strongly on the out-
come of the war: A victory by the North would have
been expected to result in a restoration of the pur-
chasing power of the dollar as wartime shortages
disappeared; a victory by the South could have had
severe consequences on the ultimate purchasing
power of the North'’s dollar as a consequence of debt
that could no longer be serviced. A rational expec-
tation might have been for inflation greater than 0
(reflecting the possibility of victory by the South)
but less than the 20 percent three-year inflation rate
(reflecting the probability of victory by the North).

Webased the estimate for expected future infla-
tion on an ex ante regression forecast of 10-year
future inflation based, in turn, on recent three-year
inflation.? Figure 6 shows how the expected rate of
inflation has steadily become more closely tied to
recentactual inflation in recent decades. Bond yields
responded weakly to bursts of inflation up until the
time of the Great Depression; they responded more
strongly as inflation became a structural component
of the economy in the past four decades.

Until the last 40 years, inflation was generally
associated with wars and was virtually non-
existent—even negative—in peacetime. Figure 6
shows a burst of double-digit inflation on the heels
of the War of 1812, in the late stages of the Civil
War, during World War [, and in the rebuilding
following World War II. And more recently,
double-digit inflation characterized the “stagfla-
tion” of 1978-1981 that followed the Vietnam War
and the oil shocks of the 1970s. The most notable
changes since the Great Depression, especially
since World War II, involve the magnitude and
perceived role of government and loss of the auto-
matic brakes once applied by the gold standard.
From the end of World War II to the great infla-
tionary crisis at the end of the 1970s, the dread of

unemployment that was inherited from the Great
Depression was the driving factor in both fiscal
and monetary policy.

With the introduction of TIPS in January 1997,
we finally have a U.S. government bond that pays
a real return, which allows us to simplify the
expected real bond returns to be the TIPS yield itself
from that date forward; that is,<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>