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Predicting Individual Analyst
Earnings Forecasts

SCOTT E, STICKEL*

I. Introduction

In this study | propose and test a model that predicts individual analyst
forccasts of corporate earnings per share (EPS) using the change in the
mean consensus forecast of other analysts since the date of the analyst's
current outstanding forecast; the deviation of the analyst’s current fore-
cast from the consensus forecast; and cumulative stock returns since the
date of the analyst’s current forecast. I find that these three variables
explain about 38% of the variability in analyst forecast revisions, While
there is evidence of a relation between changes in earnings expectations
and price changes, virtually all of the explanatory power of my model
arises from otfer analyst forecasts,

Section 2 describes the data bases used and the sample selection
process. Section 3 presents the model and method for predicting individ-
ual analyst forecasts, Section 4 reports the hias and aceuracy of the
predicted forecasts, Conclusions are in section 5.

2 Data Bases and Sample Selection Process

Individual analyst forecasts of annual EPS are supplicd by Zacks
Investment Research {Zacks). Daily returns data for firms listed on the
Mew York Stock Exchange or American Stock Exchange are provided by
the Center for Research in Security Prices (CRSP) at the University of
Chicago.

* University of Pennsylvania, | received helpful commenta from Larey Brown, Nick
Conedes, Prem Jain, Rick Lambert, Dave Larcker, Don Lewin, Jody Magliobe, participants
Al the 1989 International Symposium on Forecasting, and an anonymous referes. | appre-
cinte the financial support of the KPMG Peat Marwick Foundation, Deloitte Haskins &
Sells, and the Institute for Quantitative Research in Finance. [ am also grateful to Zacks
Investment Research, Inc. for supplying the analyst forecasta.
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Individual analyst forecast revisions included in the sample meet these
four criteria: (1) the forecast revision and the fiscal year-end of the firm
are within 1980-85; (2) stock return data are available on the CRS[?
Diaily Returns File of NYSE and ASE firms; (3) the forecast revision
date is within 200 trading days of the date of the analyst's prior forecast
and within the current fiscal vear of the firm; (4) there are at least two
analvsts with an outstanding forecast for the firm on the dates of the
original forecast and the revision.

Table 1 summarizes the sample selection process, Of the approximately
A,600 firms on the Zacks data base for fiscal vear-ends within 1980-85,
about 1,500 have revisions that meet the sample selection criteria. No
industry appears to be missing from the final sample, which includes
many banks and wtilities as well as industrial companies. However,
excluded firms are, on average, smaller than sample firms, Thus, the
inferences made from the final sample may not be applicable to very
small firms with analyst following.

4. Predicting Individual Analvst Earnings Forecasts

A1 THE MODEL AND METHOD FOR PREDICTING FORECASTS

I use publicly available information released since the date of an
analysl’s current forecast to predict his next forecast, Assume the current
day is day ¢ — 1. Define FRCST,,. as a revised forecast of EPS for
company | to be issued by analyst a on day ¢ and define FRCST, .., as
the current outstanding forecast dated ¢ days prior to day t. A positive
relation is hypothesized between each of the following three pieces of
information and the change in investors’ expectations of FRCST, .,
between day ¢ — v and ¢ = 1:

1. The change in the mean consensus forecast of other analysis

TABLE 1
Summary of Semple Selection Prooess for Individual Forecast Revisions
Hevisions
Total revisions on Facks files dated within the 1980-85
calendar period nnd within the current fiscal
yenr of the firm for firms with fiscal year-ends
within the 1980-85 period 263,962
Revisions excluded:
Firm not on CRSP file of NYSE and ASE firms (58810}
Diate of the forecast is more than 200 trading days
after the date of the analyst’s prior forecnst 16,8430
Only one annlyst with an outstanding forecast {5,005)
l!brm.uiuin‘ revigions inclueded in forecast predic-
tion regressions (talde ) 190,303
Revisions within the 1980 calendar year {16.603)

Remaining revisions inchaded in measures of fope-
cast predictability (Lable 3) 174,700
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following firm  between days £ — v and ¢ — 1. This change proxies
for new information released after date ¢ — o,

2. The difference between the mean consensus forecast of other ana-
lysts following firm § on day ¢ — v and analyst a's forecast on day ¢
= v. Zacks supplies brokerage houses with a “deviation report,”
which officials at Zacks believe pressures analysts to issue forecasts
closer to the consensus.

&. The cumulative return to firm @ from days ¢ = v to § = 1, multiplied
by the forecast by analvst a on day ¢ = v, This return also proxies
for new information released after date ¢ — v,

To mitigate potential problems from calendar clustering, the sample is
segregated into 144 subsamples on the basis of the semimonthly period
in which day ¢ falls, and tests are performed on the data by subsample,
This design subsumes any cross-sectional temporal dependence within
subsamples and reduces any cross-sectional temporal dependence be-
tween subsamples. The significance of mean results from these 144
subsamples is determined by dividing the mean by its standard error,
which is the estimated standard deviation of the 144 observations divided
by the square root of 144 (se¢ Fama and MacBeth [1973]).

I estimate the following ordinary least squares regression for each of
the 144 subsamples:

(FRCST, 40 — FROST ae-c) = @y + By (CONS, - — CONS )
+ ﬂ!‘! {CDNS-'J L FRCSTM.,_,J + IH-'I- ':FRESTM.I—:- . CRr.u—v.r-llj i TS

CONS .y 18 the mean consensus forecast, excluding analvst a, of EFS
for company { on day £ — 1 and is calculated as the egually weighted
average of all other individual forecasts.! CR,....—, is the cumulative
stock return for firm § from day ¢ = ¢ to day ¢ = [,

3.2 EMPIRICAL RESULTS FOR PREDICTING INDIVIDUAL
ANALYST PORECASTS

Table 2 reporta the mean resulis of the 144 regressions. The mean
coefficient on each explanatory variable is significantly different from
zero.® The mean-adjusted R-square is 387 The reaults suggest that an
individual analyst's next forecast is a positive function of all three proxy

' Because thore con be wg to 200 days botweon forecasts, cross-sectionnl dependence of
error terms botween subsnimples is n conceen. The sensitivity of the resulis to this source
of dependence is examined in section 3.3,

“The mean Pearson correlatbon between the fimt two independent variables s — 47:
batween the first and third independent varinbles, 14; and between the last two independent
variahbes, =04,

*The regression resulis are sensitive o the use of weighted least SOUANES FEEnEssion,
Weighting the variables by the inverse of the current outstanding forecast, the inverse of
price pir share, and the inverse of the cross-sectional standard deviation of forecasts reaulie
in mean-adjusted Resquares of 28, .32, and 8, respectively. A divisor less thon $20 is
arbitrarily set egual to 3,20, and the varinbles are trencated by setting any measure less
than -3 or greater than +3 to be equal Lo =3 and +3, respeciively,
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variables. The estimated coefficients imply that a 21,00 change in the
mean forecast of other analysis since the date of an analyst’s current
forecast changes the expectation of the analyst’s next forecast by $.90;
an analyst’s next forecast is expected to close the deviation between the
mean forecast of other analvsts and the analyst’s forecast by approxi-
mately 44%; and cumulative share price gains or losses of 10% since an
analyst's current forecast changes the expectation of the analvst’s next
forecast by 1.1%. The negative intercept suggests that analysts initially
overestimate earnings, at least during 1980-85, and subsequently revise
those forecasts downward by £.07 per revision, ceteris paribus.*

Table 2 also reports a comparison of the predictability of forecasts
made by analvsts on the Institutional fnvestor annual “All-American
Research Team™ with that of other analysts. Forecast revisions by
analvstg who are first-, second-, and third-team “All-Americans”™ in any
yvear within 1981-85 are segregated from those of other analysts, and
regressions are performed. Based on paired comparisons (-tests, where
differences are computed semimonthly, the mean difference in g, is 037
(t-statistic = 1.48), the mean difference in 8 is (081 (¢-statistic = 3.68),
and the mean difference in R-square iz 049 (f-statistic = 3.268). Thus,
ceteris paribus, the forecasts of “All-Americans” are less likely to “follow
the crowd” and are less predictable than forecasts by other analysts.”

3.3 SENSITIVITY ANALYSES

The estimated coefficients are not sensitive to performing one regres-
sion with all 191,313 observations, although the significance levels of the
t-statistics are higher. Using a single regression, the coefficients (-
statistics) for d@y, 5, Bz, and 8, are =08 (—T75.04), .86 (326.46), .41 (190,10,
and .11 (54.24), respectively.

The regression results are sensitive to the exclusion of zingle inde-
pendent variables, The results reported on table 2 suggest that most of
the explanatory power of my model arises from the change in the
consensus and the deviation of the forecast from the consensus forecast.
The marginal explanatory power of price changes is very small.

Table 2 also reports regression results for subsamples restricted to be
14 semimonthly periods apart and revisions that are dated within 125
trading days of the date of the prior forecast. The semimonthly periods
used end on the following dates: 1/15/80, 8/31/80, 4/15/81, 11/30/81, 7/

* A similar upward bias over the same period has been documented for Vilue Line
Inpestment Sureey forecasts by Abarbanel] [1989] and in my own unpublished analysis of
TBES mean consensus forecasts,

*The menn and median number of anslvats following (1) frms fallowed by ~All-
Americans” and (2) firma followed by cthers are (1) 122 and 11 and (2) 123 and 11,
respectively. Thus, the differences in model fit between “All-Americans” and other analysts
are ot associated with the differences in model it reported in section 3.3 for analyst
following.



FREMCTING INDIVIDUAL ANALYST EARMINGS FORECASTS 415

15/82, 2/28/83, 10/15/83, 5/31/84, 1/15/85, and 8/31/85. Restricting the
sumple to these ten semimonthly periods ensures that any portion of the
change in FROST cannot be in more than one semimonthly period. The
estimated coefficients are again significantly different from zero,

The rezults are somewhat sensitive to grouping revisions by the number
of analysts with an outstanding forecast. As reported in table 2, the
mean-adjusted f-sguare for the quartile of firms with the least analyst
following is .27, The mean-adjusted R-sguares for the remaining three
quartiles are .41, 47, and .51, respectively.

The mean coefficients are relatively insensitive to performing regres-
sions on a firm-hy-firm basis before averaging. Regressions are performed
for firms with at least 30 forecast revisions over the 1980-85 period, This
procedure allows the intercept to vary across firms (se¢ Murphy [1985]).
There are 1,047 firms meeting this requirement, for which the mean
coefficients for G, &, A and & are —09, 80, 54, and .08, respectively.
The individual firm coefficients are unbiased, but not independent; thus,
t-statistics are not calculated. The mean-adjusted f-square for a random
sample of 50 of these firms is .39, Thus, there is no apparent advantage
to allowing the intercept to vary on a firm-by-firm basis.

The mean coefficient for CR, .-, ;-, declines somewhat when cumula-
tive abnormal returns, measured as market model residuals (e.g., Fama
[1976]) and mean-adjusted returns (see Masulis [ 1978]), are substituted.”
Using market model residuals and mean-adjusted returns results in
estimated coefficients (f-statistics) for &, of 0,05 (8.62) and 0,05 (9.93),
respectively, However, for both definitions, the explanatory power of
abnormal returns is negligible, and the mean-adjusted H-square is again
38,

4, The Bias and Accuracy of Predicted Individual Analyst

Farecasts
This section evaluates the predictive ability of the model using the
following measure:

“Updated™ PFE.., = (FRCST.., = E_(FRCST ) /FRCST ..,
where PFE, . is defined as the percentage forecast error” and:
E(FRCST.,,} = FROST .y, + fy + 8 (CONS,,_, — CONS,,.)

+ B (CONS,,_, = FRCST ;).

* For hoth definitions, parameters are estimated over event duys +251 o 4350, with at
least 30 days of peturns required for sample inclusion.

" The results discussed below are not seneitive to scaling the forecast errar by price per
share o1 the cross-sectional standard devistion of analyst forecasts ag day ¢ = 1. T used the
procedures described in n, 3 for mitigating the small-denominater problem.
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TABLE 3
Bias and Accwracy of Predicted Tndividual Analvst Forecasts

Dt ribuion of Percenlape Forecas Frror

Fereentage Fosecasy Error Percentilen
Mean —e e e
0% 5% 5% "-i BT
Using current cutstanding forecast: =160 =i =119 -036 020 074
(FRCST,. — FROST G0 )
FRCST, ..
Using “updated™ forecast: =i =141 =038 411 064 122
(FRCST 0s — Bl FRCST LM
FRCST .u
st ribnation of Absolate Percentage Forecase Error
Abmalise Percentage Forecast Error _ Percrmtbilen
10% %% B AW BN
Using current outstanding forecasy: 235 LT L
JFRCST s = FRCS T eee I
FROCST
Using “updated™ forecast: 181 R Rt LT [ .
JFRCST 0 = Ev-a FRCST Wi/
FRCST ., e
Iriseribertion of measares of 1he hiss and scourscy in pud.mdmd.lnﬂ.-! byst forecasts.

forecnst #reor, & measurs of bums, and sbeclime peroentage forecast error, 8 measare of Aocurscy, IE!
daloulated from forecast revizioms deted within the 1081 -85 perial. The nmumber ol pevieions ix 174,700,

B FROSTL,) = the expected next forscast of KPS for firm § by analvit o as of day ¢ ~ 1, Thia
expectation uaes publicly svailable informatian n-lwud since day ¢ = o, the date of the amalyst's curreal
farecasy. See takile 2 for definitions of other

The parameters G, &, and J; are estimated using data from the prior
year.® Because of the low marginal explanatory power of past price
changes noted on table 2, 5 is not estimated or used,

As a benchmark, I use the following measure of the predictability of
individual analyst forecast revisions.

“Naive” PFE,.. = (FRCST,,, = FRCST, ., JfFRCST,,,

“Maive” PFE conditions expectations of the next forecast on only the
current outstanding foreeast and is analogous to a random walk model,
Table 3 reports signed percentage forecast errors {measures of bias)
and unsigned (absolute) percentage forecast errors (measures of accu-
racy), The distribution of “updated” PFE is more symmetru:nlly distrib-
uted around zere and has smaller absolute values than “naive” PFE”

*The regression results of the prior section are also relatively insensitive 1o the forecast
year, Because prior vear data are used for parameter estimation, there are no 19680 “updated™
forecasts. This leaves 5 vears or 120 semimonthly pericds.

* Subtracting the regression intercept from each owstanding forecost and using the
resstlting number os the expected forecast results in a mean percentage forecast error of
=120% and o menn absolute forecost error of 22.2%, Thus, the improvement in predictive
ability from using “updated™ forecosts is not simply due 1o the intercept term.
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I used paired comparizons (-0ests 1o evaluate the significance of the
differences in bias and accuracy. The differences in bias (“naive” PFE
minus “updated” PFE) and accuracy (absolute “naive” PFE minus
absolute “updated” PFE) are computed at the individual analyst level,
and a mean difference is computed by semimonthly period. Significance
is determined by dividing the mean of the semimonthly mean differences
by its standard error, Aggregated in this manner, the mean difference in
bias is =11.3% (¢-statistic = =32.17) and the mean difference in accuracy
is 5.2% (t-statistic = 31.55). Thus, “updated” forecasts are less biased
and more accurate predictors of future forecasts than the analyst's
current forecast.

&. Conclusions

My model predicts an individual analyst’s next EPS forecast by up-
dating his current forecast for subseguent information. “Updated” fore-
casts from this model are less biased and more accurate predictors of
future forecasts than the analyvst's current forecast. Possible extensions
of this line of research include examining whether or not “updated”
forecasts are better predictors of future reported earnings; using “up-
dated” forecasts as measures of market expectations; and using the
dispersion of “updated” forecasts as measures of earnings uncertainty.
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