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If you're convinced the plummet in yields of U.S. government bonds is an aberration, it may be

because you haven’t been in the business long enough.

With the longest-dated Treasuries now yielding less than half the 6.8 percent average over the past

five decades, it’s not hard to see why forecasters say they’re bound to rise as the Federal Reserve

prepares to raise interest rates following the most aggressive stimulus measures in its 100-year
history. Yet compared with levels that prevailed in the half-century before that, yields are in line
with the norm.

For David Jones, the former vice chairman at Aubrey G. Lanston & Co. and a 51-year bond veteran,
the notion that Treasury yields are too low is being shaped by traders, money managers and
economists who began their careers in the wake of runaway inflation surpassing 10 percent in the
1970s and 1980s. With U.S. consumer prices rising at the slowest pace in five decades and
economic growth weakening around the world, today’s bond market may now be reverting back to

form, he said.

“We have come full circle,” Jones, 76, said by telephone on Dec. 1 from Denver. “Rather than
decrying how low interest rates are and expecting them to shoot higher, it may be that we’re in

more normal territory than we thought we were.”

Since the financial crisis, yields on Treasuries of all maturities have fallen as the Fed attempted to
restore demand in the U.S. by dropping its overnight target rate close to zero and buying bonds to

suppress long-term borrowing costs.

Bull Case

The 5.1 percent rally in U.S. government debt this year has pushed down yields even further,

surprising everyone on Wall Street who anticipated the central bank’s unprecedented stimulus

would lead to stronger economic growth, faster inflation and ultimately higher borrowing costs.
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Yields on 30-year bonds, the longest-term debt securities issued by the Treasury Department, have
fallen a full percentage point this year to 2.95 percent as of 9:25 a.m. in New York today. At the
start of 2014, forecasters said they would rise 0.28 percentage point to 4.25 percent.

Economists and strategists in a Bloomberg survey are sticking to their calls that yields will rise and

predicting those on long-term Treasuries will reach 3.88 percent next year.

Lacy Hunt, the 72-year-old chief economist at Hoisington Investment Management, says lackluster
demand and inflation will likely keep yields low for years to come as the U.S. contends with record
debt levels.

Even though the Fed inundated the U.S. economy with almost $4 trillion of cheap cash with its
bond buying, growth has averaged 1.8 percent a year since 2009. In the seven expansions dating

back to the 1960s, growth averaged almost 4 percent.

History Lesson

Inflation, which erodes the value of fixed-income payments, has failed to reach the Fed’s 2 percent
target for 30 straight months based on its preferred measure. The U.S. consumer price index has
risen an average 1.62 percent over the past five years, the least since the five-year period ended in
1965.

“Over time, what drives the bond yield is the inflationary expectations,” Hunt said by telephone on
Dec. 2. “If you wring all the inflationary expectations out, you are going down to 2 percent on the
long bond over the next several years. That is the path that we are on.”

Based on bond yields, inflation expectations over the next 30 years have fallen below 2 percent and

reached a three-year low of 1.96 percent at the end of last month.

Those levels are more akin to inflation rates that were prevalent in the five decades after the Fed
was established in 1913. Living costs rose an average 2.45 percent annually during that span,

versus 4.3 percent in the half-century since, according to data compiled by the Labor Department.

Great Society

Long-term U.S. bond yields were also lower in the earlier period, averaging about 3.1 percent,

according to more than 100 years of data provided by Austin, Texas-based Hoisington.

Forecasters have continued to anticipate higher borrowing costs partly because recent history has
been marked by periods of elevated inflation, said Ray Stone, a Princeton, New Jersey-based

managing director at Stone & McCarthy Research Associates.
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“Those of us that grew up in the 1970s and when there were very high interest rates in the early
1980s might think that that is the norm,” Stone, who began his career at the New York Fed in 1973,
said by telephone Dec. 3. “But it’s not. What prevailed before then is probably more indicative of

the norm.”

Yields on the longest-term U.S. government bonds started to rise to unprecedented levels in the

1960s as government spending increased with the Vietnam War and the social welfare programs of

the Great Society under President Lyndon B. Johnson.

01l Shock

In the 1970s, oil shocks stemming from the 19773 embargo by the Organization of Petroleum
Exporting Countries and the Iranian revolution in 1979, as well as the easy-money policies by the
Fed during the Nixon administration, caused annual consumer prices to soar as much as 14.8

percent in March 1980.
Yields on 30-year Treasuries followed, surging to a record 15 percent in October 1981.

While former Fed Chairman Paul Volcker was credited with finally breaking the inflationary cycle
by raising interest rates to 20 percent that year, at least one bond veteran says the three-decade
bull market in bonds that ensued may finally be over as the central bank tightens policy. His name?
Bill Gross.

“Prepare for at least a halt of asset appreciation engineered upon a false central bank premise of
artificial yields,” Gross, 70, who left Pacific Investment Management Co. in September to join

Janus Capital Group Inc., wrote in his investment outlook for December.

Less than two months earlier, billionaire hedge-fund manager Paul Tudor Jones said there’s a
bubble in debt globally that will burst and that “the piper will be paid one day.”

Secular Bear

Signs that the trillions of dollars of stimulus by the Fed will lead to a pickup in inflation may
already be emerging. Last month, the economy created more jobs than at any time in almost three
years, helping trigger a 0.4 percent jump in average hourly wages that was the biggest in 17

months.

Before November, earnings remained flat or rose just 0.1 percent in five of the prior eight months.
Economists also anticipate that 3 percent economic growth in the U.S. next year, which would be

the fastest in a decade, will compel the Fed to raise rates in the second quarter of 2015.
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“We’re in a transition period between secular bull and bear markets in bonds,” Stewart Taylor, a

money manager at Boston-based Eaton Vance Management, which oversees $294 billion, said by

telephone on Dec. 4.

Even as the U.S. economy gains momentum, a slowdown abroad may help keep Treasuries in

demand as central banks in Europe and Japan step up their own stimulus measures.

No Return

With the inflation rate for the 18-nation euro area matching a five-year low in November and
Japan falling into a recession, JPMorgan Chase & Co. estimates their central banks will buy $1.1

trillion of debt in 2015 to support demand.

That’s already made Treasuries more attractive on a relative basis, with 10-year German bunds

yielding 1.58 percentage points less than similar-maturity Treasuries today, the widest since 1999.

The gap between the U.S. and Japan is even greater at 1.88 percentage points.

“It’s more of a structural shift related to globally low yields,” Jennifer Vail, the head of fixed income
at U.S. Bank Wealth Management, which oversees $115 billion, said by telephone. “It’s driving a lot

of money into our market.”

A price war between OPEC and U.S. shale oil drillers is also likely to keep inflationary pressures
tied to energy from building. The price of the U.S. benchmark grade has plummeted 33 percent this
year and reached a five-year low of $63.72 a barrel on Dec. 1. Since soaring to a record of $147.27
in July 2008, prices fallen by about half. During the oil shock in the late 1970s and early 1980s,

crude prices more than tripled.

“Inflation is a non-story, and as long as inflation is a non-story, we’re not going back to those
elevated yield levels,” David Robin, an interest-rate strategist at Newedge, an institutional

brokerage firm, said in a Dec. 3 telephone interview in New York. “We’re not going back there.”

To contact the reporters on this story: Daniel Kruger in New York at dkrugeri@bloomberg.net; Liz

Capo McCormick in New York at emccormick7@bloomberg.net

To contact the editors responsible for this story: Michael Tsang at mtsangi@bloomberg.net; Dave
Liedtka at dliedtka@bloomberg.net Dave Liedtka
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If the insatiable demand for bonds has upended the models you use to value them, you're not

alone.

Just last month, researchers at the Federal Reserve Bank of New York retooled a gauge of relative
yields on Treasuries, casting aside three decades of data that incorporated estimates for market
rates from professional forecasters. Priya Misra, the head of U.S. rates strategy at Bank of America

Corp., says a risk metric she’s relied on hasn’t worked since March.

After unprecedented stimulus by the Fed and other central banks made many traditional models
useless, investors and analysts alike are having to reshape their understanding of cheap and
expensive as the global market for bonds balloons to $100 trillion. With the world’s biggest
economies struggling to grow and inflation nowhere in sight, catchphrases such as “new neutral”
and “no normal” are gaining currency to describe a reality where bonds are rallying the most in a

decade.
Related:

» Bond Bankers Have 144 Reasons to Fret Over Underwriting Frenzy
» You're All Whales in the Bond Market Now
« Opinion: Adam Smith vs. Keynes and Minsky

“The world’s gotten more complicated and it’s a little different,” James Evans, a New York-based
money manager at Brown Brothers Harriman & Co., which oversees $30 billion, said in a
telephone interview on May 30. “As far as predicting direction up and down, I don’t think they

have much value,” referring to bond-market models used by forecasters.

Flawed Consensus

With the Fed paring its $85 billion-a-month bond buying program this year and economists calling
for the five-year-long U.S. expansion to finally take off, Wall Street prognosticators said at the start
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of the year that yields were bound to rise as central banks began employing tighter monetary

policies.

Instead, investors poured into bonds of all types as global growth weakened, disinflation emerged

in Europe and tensions between Ukraine and Russia intensified.

Globally, bonds have returned an average 3.89 percent this year for the biggest year-to-date gain
since 2003, index data compiled by Bank of America Merrill Lynch show. The advance decreased
yields on 10-year Treasuries by more than a half percentage point to 2.48 percent, the fastest pace
over the same span since 1995, while borrowing costs for the riskiest U.S. companies tumbled to a

record 5.94 percent last week.

Benchmark Treasury 10-year note yields rose six basis points, or 0.06 percentage point, to 2.53

percent as of 3:36 p.m. in New York.

In developed countries, benchmark yields in 24 of 25 nations tracked by Bloomberg have fallen this

year, with those in Italy and Spain closing below 3 percent for the first time.

‘How Wrong’

“I don’t expect the consensus to be right, I'm just surprised by how wrong it has been,” Jim Bianco,

president of Chicago-based Bianco Research LLC, said by telephone on May 28.

The seemingly unstoppable rally has caused bond-market professionals to reassess whether they’re

using the right tools.

At the New York Fed, researchers Tobias Adrian, Richard Crump, Benjamin Mills and Emanuel
Moench on May 12 released an updated methodology for a metric known as the term premium,
which can be used to determine whether 10-year Treasuries are cheap or expensive relative to short

-term rates.

After stripping out all human predictions and using only market prices to calculate future
expectations, the researchers found the extra yield longer-term Treasuries offered has been
“considerably higher since the onset of the financial crisis” than previous models, according to
their blog post that included the data. That may be because the metric now suggests the Fed’s short

-term interest rate may not rise as high as survey-based results predicted, wrote the economists.

Old Model
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Based on the old model, last updated on March 31, the term premium on 10-year notes was 0.25

percentage point, versus 0.96 percentage point on the same day using the current methodology.

The reading was at 0.67 percentage point last week.

The researchers declined to comment beyond the blog post, according to Eric Pajonk, a spokesman
at the New York Fed.

Bank of America’s Misra says she stopped looking at the gap between the rate on 10-year interest-

rate swaps and yields on benchmark government debt as a measure of risk.

The gauge, which usually widens as investors seek out haven assets in times of stress, is being

distorted as those betting on losses in Treasuries have unwound their trades, she said.

Hedge funds and other large speculators cut their net short positions in 10-year note futures by the
most since February as of May 27, according to data from the U.S. Commodity Futures Trading
Commission. Primary dealers, which had net short positions in March for the first time since 2011,

have since reversed those wagers, data compiled by Bloomberg show.

Forced Buying

“Everyone is short and they are forced to cover,” Misra said by telephone on May 28.

While economists and strategists have reduced their yield forecasts, they're still sticking to the view

borrowing costs will end the year higher as the economy gains momentum.

They now see yields on 10-year Treasuries rising to 3.25 percent by year-end as the economy
accelerates 3.1 percent in 2015, estimates compiled by Bloomberg show. At the start of the year, the

median yield forecast was 3.44 percent.

Investors risk becoming lulled into complacency by six years of near-zero U.S. interest rates at a
time when yields are so low, according to Zach Pandl, the Minneapolis-based senior interest-rate

strategist at Columbia Management Investment Advisers, which oversees $340 billion.

Pandl, who developed his own version of the term premium, maintains that U.S. government

bonds are too expensive.

“The Treasury market is overvalued,” he said by telephone on May 28. “The funds rate has been at

zero for so long so it becomes difficult to envision it being higher at all. Monetary policy is closer to

exit.”
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Biggest Mistake

Traditional models are failing to explain the resilience of fixed-income assets as central banks led
by the Fed pump trillions of dollars into their economies and suppress short-term rates at

historical lows, according to Bianco.

The Fed, Bank of Japan and Bank of England all have quantitative-easing programs in place, while

at least two dozen nations have dropped benchmark rates to 1 percent or less.

“The biggest mistake for people is they think interest rates are merely a projection of where the
economy is supposed to go,” Bianco said. “It’s the Fed and the way they have changed the

marketplace.” He foresees that yields on 10-year notes will end the year at 2 percent to 2.5 percent.

Fed Chair Janet Yellen said on May 7 there will be “considerable time” before the central bank

raises its benchmark rate as slack in the jobs market keeps inflation below its 2 percent target.

Household spending declined in April, while the world’s largest economy contracted in the first

quarter for the first time since 2011, government reports showed last week.

“Given the outlook for the global economy and inflation, bonds are not a bad place to be,” Gary
Pollack, the New York-based head of fixed-income trading at Deutsche Bank AG’s private-wealth

management unit, which oversees $12 billion, said in a telephone interview on May 28.

To contact the reporters on this story: Susanne Walker in New York at swalker33@bloomberg.net;

Liz Capo McCormick in New York at emccormick7@bloomberg.net

To contact the editors responsible for this story: Dave Liedtka at dliedtka@bloomberg.net Michael
Tsang
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How Interest Rates Keep Making People on Wall Street Look Like Fools

Will this be the year they get it right?
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If there’s one call that investors and economists almost always seem to get wrong, it’s the direction of

long-term interest rates. For years economists have been predicting that rates would rise, yet rates have

been on a downtrend for ages.

Over the years, a variety of reasons have been given for the forecasted rise. Inflation and the amount of
government spending have often been cited. You also frequently hear that “rates have nowhere to go

but up,” yet it turns out that yes, they can keep getting lower.
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The ongoing decline in interest rates isn’t just a U.S. phenomenon, either. In Europe, many government
bonds now carry negative interest rates—a decline some wouldn’t have thought possible. In Japan, the
term “the widowmaker” has been used to describe the perpetually losing trade of betting on higher
government rates.

So why have rates declined so intensely over the years? Inflation has been on a steady downtrend in
most places. And as societies get older, the demand for ultra-safe assets, such as government bonds,
gets bigger.

And yes, in 2015, analysts are once again predicting higher rates.
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Supreme Court of the United States
BLUEFIELD WATERWORKS & IMPROVEMENT
Co.

V.

PUBLIC SERVICE COMMISSION OF WEST
VIRGINIA et al.

No. 256.

Argued January 22, 1923.
Decided June 11, 1923.

In Error to the Supreme Court of Appeals of West
Virginia.

Proceedings by the Bluefield Waterworks &
Improvement Company against the Public Service
Commission of the State of West Virginia and others
to suspend and set aside an order of the Commission
fixing rates. From a judgment of the Supreme Court
of West Virginia, dismissing the petition, and
denying the relief (89 W. Va. 736, 110 S. E. 205), the
Waterworks Company bring error. Reversed.

West Headnotes

Constitutional Law 92 €=9298(1.5)

92 Constitutional Law
92XI11 Due Process of Law
92k298 Regulation of Charges and Prices

92k298(1.5) k. Public Utilities in
General. Most Cited Cases
Rates which are not sufficient to yield a reasonable
return on the value of the property used in public
service at the time it is being so used to render the
service are unjust, unreasonable, and confiscatory,
and their enforcement deprives the public utility
company of its property, in violation of the
Fourteenth Amendment of the Constitution.

Constitutional Law 92 €=2298(3)

92 Constitutional Law
92XI1 Due Process of Law
92k298 Regulation of Charges and Prices
92k298(3) k. Water and Irrigation
Companies. Most Cited Cases
Under the due process clause of the Fourteenth
Amendment of the Constitution, U.S.C.A, a

waterworks company is entitled to the independent
judgment of the court as to both law and facts, where
the question is whether the rates fixed by a public
service commission are confiscatory.

Waters and Water Courses 405 €=2203(10)

405 Waters and Water Courses
4051X Public Water Supply
4051X(A) Domestic and  Municipal
Purposes
405k203 Water Rents and Other

Charges

405k203(10) k. Reasonableness
of Charges. Most Cited Cases
It was error for a state public service commission, in
arriving at the value of the property used in public
service, for the purpose of fixing the rates, to fail to
give proper weight to the greatly increased cost of
construction since the war.

Waters and Water Courses 405 @203(10)

405 Waters and Water Courses
4051X Public Water Supply
4051X(A) Domestic and Municipal
Purposes
405k203 Water Rents and Other
Charges
405k203(10) k. Reasonableness
of Charges. Most Cited Cases
A public utility is entitled to such rates as will permit
it to earn a return on the value of the property which
it employs for the convenience of the public equal to
that generally being made at the same time and in the
same general part of the country on investments in
other business undertakings which are attended by
corresponding risks and uncertainties, but it has no
constitutional right to such profits as are realized or
anticipated in highly profitable enterprises or
speculative ventures.

Waters and Water Courses 405 @203(10)

405 Waters and Water Courses
4051X Public Water Supply
4051X(A) Domestic and  Municipal
Purposes
405k203 Water Rents and Other
Charges
405k203(10) k. Reasonableness
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of Charges. Most Cited Cases

Since the investors take into account the result of past
operations as well as present rates in determining
whether they will invest, a waterworks company
which had been earning a low rate of returns through
a long period up to the time of the inquiry is entitled
to return of more than 6 per cent. on the value of its
property used in the public service, in order to justly
compensate it for the use of its property.

Federal Courts 170B €=504.1

170B Federal Courts
170BVII Supreme Court
170BVII(E) Review of Decisions of State
Courts
170Bk504 Nature of Decisions or
Questions Involved
170BKk504.1 k. In General. Most
Cited Cases
(Formerly 106k394(6))
A proceeding in a state court attacking an order of a
public service commission fixing rates, on the ground
that the rates were confiscatory and the order void
under the federal Constitution, is one where there is
drawn in question the validity of authority exercised
under the state, on the ground of repugnancy to the
federal Constitution, and therefore is reviewable by
writ of error.

**675 *680 Messrs. Alfred G. Fox and Jos. M.
Sanders, both of Bluefield, W. Va., for plaintiff in
error.

Mr. Russell S. Ritz, of Bluefield, W. Va., for
defendants in error.

*683 Mr. Justice BUTLER delivered the opinion of
the Court.

Plaintiff in error is a corporation furnishing water to
the city of Bluefield, W. Va., **676 and its
inhabitants. September 27, 1920, the Public Service
Commission of the state, being authorized by statute
to fix just and reasonable rates, made its order
prescribing rates. In accordance with the laws of the
state (section 16, c. 15-O, Code of West Virginia
[sec. 651]), the company instituted proceedings in the
Supreme Court of Appeals to suspend and set aside
the order. The petition alleges that the order is
repugnant to the Fourteenth Amendment, and
deprives the company of its property without just

compensation and without due process of law, and
denies it equal protection of the laws. A final
judgment was entered, denying the company relief
and dismissing its petition. The case is here on writ of
error.

[1] 1. The city moves to dismiss the writ of error for

the reason, as it asserts, that there was not drawn in
question the validity of a statute or an authority
exercised under the state, on the ground of
repugnancy to the federal Constitution.

The validity of the order prescribing the rates was
directly challenged on constitutional grounds, and it
was held valid by the highest court of the state. The
prescribing of rates is a legislative act. The
commission is an instrumentality of the state,
exercising delegated powers. Its order is of the same
force as would be a like enactment by the
Legislature. If, as alleged, the prescribed rates are
confiscatory, the order is void. Plaintiff in error is
entitled to bring the case here on writ of error and to
have that question decided by this court. The motion
to dismiss will be denied. See *6840klahoma Natural
Gas Co. v. Russell, 261 U. S. 290, 43 Sup. Ct. 353,
67 L. Ed. 659, decided March 5, 1923, and cases
cited; also Ohio Valley Co. v. Ben Avon Borough,
253 U. S. 287, 40 Sup. Ct. 527, 64 L. Ed. 908.

2. The commission fixed $460,000 as the amount on
which the company is entitled to a return. It found
that under existing rates, assuming some increase of
business, gross earnings for 1921 would be $80,000
and operating expenses $53,000 leaving $27,000, the
equivalent of 5.87 per cent., or 3.87 per cent. after
deducting 2 per cent. allowed for depreciation. It held
existing rates insufficient to the extent of 10,000. Its
order allowed the company to add 16 per cent. to all
bills, excepting those for public and private fire
protection. The total of the bills so to be increased
amounted to $64,000; that is, 80 per cent. of the
revenue was authorized to be increased 16 per cent.,
equal to an increase of 12.8 per cent. on the total,
amounting to $10,240.

As to value: The company claims that the value of
the property is greatly in excess of $460,000.
Reference to the evidence is necessary. There was
submitted to the commission evidence of value which
it summarized substantially as follows:

Estimate by company's engineer
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on.
basis of reproduction new, less.

depreciation, at prewar prices.

b. Estimate by company's engineer
on.
basis of reproduction new, less.

depreciation, at 1920 prices.

C. Testimony of company's engineer.
fixing present fair value for rate.
making purposes.

d. Estimate by commissioner's
engineer on.
basis of reproduction new, less.

depreciation at 1915 prices, plus.

additions since December 31,
1915, at.
actual cost, excluding Bluefield.

Valley waterworks, water rights,.
and going value.

e. Report of commission's statistician.
showing investment cost less.
depreciation.

f. Commission's valuation, as fixed
in.
case No. 368 ($360,000), plus
gross.
additions to capital since made.

($92,520.53).

$ 624,548 00

1,194,663 00

900,000 00

397,964 38

365,445 13

452,520 53
As to ‘a,” supra: The commission deducted $204,000 from

*685 It was shown that the prices prevailing in 1920 were
nearly double those in 1915 and pre-war time. The
company did not claim value as high as its estimate of
cost of construction in 1920. Its valuation engineer
testified that in his opinion the value of the property was
$900,000-a figure between the cost of construction in
1920, less depreciation, and the cost of construction in
1915 and before the war, less depreciation.

The commission's application of the evidence may be
stated briefly as follows:

Difference in depreciation allowed.
Preliminary organization and development.

cost.
Bluefield Valley waterworks plant.
Water rights.
Excess overhead costs.
Paving over mains.

the estimate (details printed in the margin), ™ leaving
approximately $421,000, which it contrasted with the
estimate of its own engineer, $397,964.38 (see ‘d,” supra).
It found that there should be included $25,000 for the
Bluefield Valley waterworks plant in Virginia, 10 per
cent. for going value, and $10,000 for working capital. If
these be added to $421,000, there results $500,600. This
may be compared with the commission's final figure,
$460,000.

FN1

$ 49,000

14,500
25,000
50,000
39,000
28,500
$204,000
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*686 Asto ‘b’ and “c,” supra: These were given no weight
by the commission in arriving at its final figure, $460,000.
It said:

‘Applicant's plant was originally constructed more than
twenty years ago, and has been added to from time to time
as the progress and development of the community
required. For this reason, it would be unfair to its
consumers to use as a basis for present fair value the
abnormal prices prevailing during the recent war period;
but, when, as in this case, a part of the plant has been
constructed or added to during that period, in fairness to
the applicant, consideration must be given to the cost of
such expenditures made to meet the demands of the
public.'

**677 As to ‘d,” supra: The commission, taking $400,000
(round figures), added $25,000 for Bluefield Valley
waterworks plant in Virginia, 10 per cent. for going value,
and $10,000 for working capital, making $477,500. This
may be compared with its final figure, $460,000.

As to ‘e,” supra: The commission, on the report of its
statistician, found gross investment to be $500,402.53. Its
engineer, applying the straight line method, found 19 per
cent. depreciation. It applied 81 per cent. to gross
investment and added 10 per cent. for going value and
$10,000 for working capital, producing $455,500. ™2
This may be compared with its final figure, $460,000.

1. Preliminary costs.

2. Water rights.

3. Cutting pavements over.
mains.

4, Pipe lines from gravity.
springs.

5. Laying cast iron street.
mains.

6. Reproducing Ada springs.

7. Superintendence and.
engineering.

8. General contingent cost.

“The books of the company show a total gross investment,

2b,5b_Bluefield.pdf
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EN2 As to ‘e’: $365,445.13 represents
investment cost less depreciation. The gross
investment was found to be $500,402.53,
indicating a deduction on account of depreciation
of $134,957.40, about 27 per cent., as against 19
per cent. found by the commission's engineer.

As to “f,” supra: It is necessary briefly to explain how this
figure, $452,520.53, was arrived at. Case No. 368 was a
proceeding initiated by the application of the company for
higher rates, April 24, 1915. The commission made a
valuation as of January 1, 1915. There were presented two
estimates of reproduction cost less depreciation, one by a
valuation engineer engaged by the company, *687 and the
other by a valuation engineer engaged by the city, both
‘using the same method.” An inventory made by the
company's engineer was accepted as correct by the city
and by the commission. The method ‘was that generally
employed by courts and commissions in arriving at the
value of public utility properties under this method.” and
in both estimates ‘five year average unit prices' were
applied. The estimate of the company's engineer was
$540,000 and of the city's engineer, $392,000. The
principal differences as given by the commission are
shown in the margin. ™ The commission disregarded
both estimates and arrived at $360,000. It held that the
best basis of valuation was the net investment, i. e., the
total cost of the property less depreciation. It said:

EN3

Company City
Engineer. Engineer.
$14,455 $1,000
50,000 Nothing
27,744 233
22,072 15,442
19,252 15,212
18,558 13,027
20,515 13,621
16,415 5,448
$189,011 $63,983

since its organization, of $407,882, and that there has
been charged off for depreciation from year to year the
total sum of $83,445, leaving a net investment of
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$324,427. * * * From an examination of the books * * * it
appears that the records of the company have been
remarkably well kept and preserved. It therefore seems
that, when a plant is developed under these conditions, the
net investment, which, of course, means the total gross
investment less depreciation, is the very best basis of
valuation for rate making purposes and that the other
methods above referred to should *688 be used only when
it is impossible to arrive at the true investment. Therefore,
after making due allowance for capital necessary for the
conduct of the business and considering the plant as a
going concern, it is the opinion of the commission that the
fair value for the purpose of determining reasonable and
just rates in this case of the property of the applicant
company, used by it in the public service of supplying
water to the city of Bluefield and its citizens, is the sum of
$360,000, which sum is hereby fixed and determined by
the commission to be the fair present value for the said
purpose of determining the reasonable and just rates in
this case.'

In its report in No. 368, the commission did not indicate
the amounts respectively allowed for going value or
working capital. If 10 per cent. be added for the former,
and $10,000 for the latter (as fixed by the commission in
the present case), there is produced $366,870, to be
compared with $360,000, found by the commission in its
valuation as of January 1, 1915. To this it added
$92,520.53, expended since, producing $452,520.53. This
may be compared with its final figure, $460,000.

The state Supreme Court of Appeals holds that the
valuing of the property of a public utility corporation and
prescribing rates are purely legislative acts, not subject to
judicial review, except in so far as may be necessary to
determine whether such rates are void on constitutional or
other grounds, and that findings of fact by the commission
based on evidence to support them will not be reviewed
by the court. City of Bluefield v. Waterworks, 81 W. Va.
201, 204, 94 S. E. 121; Coal & Coke Co. v. Public
Service Commission, 84 W. Va. 662, 678, 100 S. E.
557, 7 A. L. R. 108; Charleston v. Public Service
Commission, 86 W. Va. 536, 103 S. E. 673.

In this case (89 W. Va. 736, 738, 110 S. E. 205, 206) it
said:

‘From the written opinion of the commission we find that
it ascertained the value of the petitioner's property for rate
making [then quoting the commission] ‘after *689
maturely and carefully considering the various methods
presented for the ascertainment of fair value and giving
such weight as seems proper to every element involved
and all the facts and circumstances disclosed by the
record.”

2b,5b_Bluefield.pdf
Page 5

[2] [3] The record clearly shows that the commission, in
arriving at its final figure, did not accord proper, if any,
weight to the greatly enhanced costs of construction in
1920 over those prevailing about 1915 and before the war,
as established by uncontradicted **678 evidence; and the
company's detailed estimated cost of reproduction new,
less depreciation, at 1920 prices, appears to have been
wholly disregarded. This was erroneous. Missouri ex rel.
Southwestern Bell Telephone Co. v. Public Service
Commission of Missouri, 262 U. S. 276, 43 Sup. Ct. 544,
67 L. Ed. 981, decided May 21, 1923. Plaintiff in error is
entitled under the due process clause of the Fourteenth
Amendment to the independent judgment of the court as
to both law and facts. Ohio Valley Co. v. Ben Avon
Borough, 253 U. S. 287, 289, 40 Sup. Ct. 527, 64 L. Ed.
908, and cases cited.

We quote further from the court's opinion (89 W. Va. 739
740, 110 S. E. 206):

‘In our opinion the commission was justified by the law
and by the facts in finding as a basis for rate making the
sum of $460,000.00. * * * In our case of Coal & Coke
Ry. Co. v. Conley, 67 W. Va. 129, it is said: ‘It seems to
be generally held that, in the absence of peculiar and
extraordinary conditions, such as a more costly plant than
the public service of the community requires, or the
erection of a plant at an actual, though extravagant, cost,
or the purchase of one at an exorbitant or inflated price,
the actual amount of money invested is to be taken as the
basis, and upon this a return must be allowed equivalent
to that which is ordinarily received in the locality in
which the business is done, upon capital invested in
similar enterprises. In addition to this, consideration must
be given to the nature of the investment, a higher rate
*690 being regarded as justified by the risk incident to a
hazardous investment.'

“That the original cost considered in connection with the
history and growth of the utility and the value of the
services rendered constitute the principal elements to be
considered in connection with rate making, seems to be
supported by nearly all the authorities.'

[4] The question in the case is whether the rates
prescribed in the commission's order are confiscatory and
therefore beyond legislative power. Rates which are not
sufficient to yield a reasonable return on the value of the
property used at the time it is being used to render the
service are unjust, unreasonable and confiscatory, and
their enforcement deprives the public utility company of
its property in violation of the Fourteenth Amendment.
This is so well settled by numerous decisions of this court
that citation of the cases is scarcely necessary:
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‘What the company is entitled to ask is a fair return upon
the value of that which it employs for the public
convenience.” Smyth v. Ames (1898) 169 U. S. 467, 547,
18 Sup. Ct. 418, 434 (42 L. Ed. 819).

“There must be a fair return upon the reasonable value of
the property at the time it is being used for the public. * *
* And we concur with the court below in holding that the
value of the property is to be determined as of the time
when the inquiry is made regarding the rates. If the
property, which legally enters into the consideration of
the question of rates, has increased in value since it was
acquired, the company is entitled to the benefit of such
increase.” Willcox v. Consolidated Gas Co. (1909) 212 U.
S. 19, 41, 52, 29 Sup. Ct. 192, 200 (53 L. Ed. 382, 15
Ann. Cas. 1034, 48 L. R. A. [N. S.]11134).

“The ascertainment of that value is not controlled by
artificial rules. It is not a matter of formulas, but there
must be a reasonable judgment having its basis in a proper
consideration of all relevant facts.” Minnesota Rate Cases
(1913) 230 U. S. 352, 434, 33 Sup. Ct. 729, 754 (57 L.
Ed. 1511,48 L. R. A. [N. S.] 1151, Ann. Cas. 1916A, 18).
*691 ‘And in order to ascertain that value, the original
cost of construction, the amount expended in permanent
improvements, the amount and market value of its bonds
and stock, the present as compared with the original cost
of construction, the probable earning capacity of the
property under particular rates prescribed by statute, and
the sum required to meet operating expenses, are all
matters for consideration, and are to be given such weight
as may be just and right in each case. We do not say that
there may not be other matters to be regarded in
estimating the value of the property.” Smyth v. Ames, 169
U. S., 546, 547, 18 Sup. Ct. 434, 42 L. Ed. 819.

‘* * * The making of a just return for the use of the
property involves the recognition of its fair value if it be
more than its cost. The property is held in private
ownership and it is that property, and not the original cost
of it, of which the owner may not be deprived without due
process of law.'

Minnesota Rate Cases, 230 U. S. 454, 33 Sup. Ct. 762, 57
L. Ed. 1511, 48 L. R. A. (N. S.) 1151, Ann. Cas. 1916A,
18.

In Missouri ex rel. Southwestern Bell Telephone Co., v.
Public Service Commission of Missouri, supra, applying
the principles of the cases above cited and others, this
court said:

‘Obviously, the commission undertook to value the
property without according any weight to the greatly
enhanced costs of material, labor, supplies, etc., over
those prevailing in 1913, 1914, and 1916. As matter of
common knowledge, these increases were large.
Competent witnesses estimated them as 45 to 50 per

2b,5b_Bluefield.pdf
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centum. * * * It is impossible to ascertain what will
amount to a fair return upon properties devoted to public
service, without giving consideration to the cost of labor,
supplies, etc., at the time the investigation is made. An
honest and intelligent forecast of probable future values,
made upon a view of all the relevant circumstances, is
essential. If the highly important element of present costs
is wholly disregarded, such a forecast becomes
impossible. Estimates for to-morrow cannot ignore prices
of to-day.’

[5] *692 It is clear that the court also failed to give
proper consideration to the higher cost of construction in
1920 over that in 1915 and before the war, and failed to
give weight to cost of reproduction less depreciation on
the basis of 1920 prices, or to the testimony of the
company's valuation engineer, based on present and past
costs of construction, that the property in his opinion, was
worth $900,000. The final figure, $460,000, was arrived
**679 at substantially on the basis of actual cost, less
depreciation, plus 10 per cent. for going value and
$10,000 for working capital. This resulted in a valuation
considerably and materially less than would have been
reached by a fair and just consideration of all the facts.
The valuation cannot be sustained. Other objections to the
valuation need not be considered.

3. Rate of return: The state commission found that the
company's net annual income should be approximately
$37,000, in order to enable it to earn 8 per cent. for return
and depreciation upon the value of its property as fixed by
it. Deducting 2 per cent. for depreciation, there remains 6
per cent. on $460,000, amounting to $27,600 for return.
This was approved by the state court.

[6] The company contends that the rate of return is too
low and confiscatory. What annual rate will constitute just
compensation depeds upon many circumstances, and must
be determined by the exercise of a fair and enlightened
judgment, having regard to all relevant facts. A public
utility is entitled to such rates as will permit it to earn a
return on the value of the property which it employs for
the convenience of the public equal to that generally
being made at the same time and in the same general part
of the country on investments in other business
undertakings which are attended by corresponding, risks
and uncertainties; but it has no constitutional right to
profits such as are realized or anticipated in *693 highly
profitable enterprises or speculative ventures. The return
should be reasonably sufficient to assure confidence in the
financial soundness of the utility and should be adequate,
under efficient and economical management, to maintain
and support its credit and enable it to raise the money
necessary for the proper discharge of its public duties. A

© 2006 Thomson/West. No Claim to Orig. U.S. Govt. Works.

UNSE(0142)011301


http://www.westlaw.com/Find/Default.wl?rs=dfa1.0&vr=2.0&DB=708&FindType=Y&ReferencePositionType=S&SerialNum=1898180081&ReferencePosition=434
http://www.westlaw.com/Find/Default.wl?rs=dfa1.0&vr=2.0&DB=708&FindType=Y&ReferencePositionType=S&SerialNum=1898180081&ReferencePosition=434
http://www.westlaw.com/Find/Default.wl?rs=dfa1.0&vr=2.0&DB=708&FindType=Y&ReferencePositionType=S&SerialNum=1909100459&ReferencePosition=200
http://www.westlaw.com/Find/Default.wl?rs=dfa1.0&vr=2.0&DB=708&FindType=Y&ReferencePositionType=S&SerialNum=1909100459&ReferencePosition=200
http://www.westlaw.com/Find/Default.wl?rs=dfa1.0&vr=2.0&DB=3028&FindType=Y&SerialNum=1909100459
http://www.westlaw.com/Find/Default.wl?rs=dfa1.0&vr=2.0&DB=3028&FindType=Y&SerialNum=1909100459
http://www.westlaw.com/Find/Default.wl?rs=dfa1.0&vr=2.0&DB=474&FindType=Y&SerialNum=1909100459
http://www.westlaw.com/Find/Default.wl?rs=dfa1.0&vr=2.0&DB=708&FindType=Y&ReferencePositionType=S&SerialNum=1913100522&ReferencePosition=754
http://www.westlaw.com/Find/Default.wl?rs=dfa1.0&vr=2.0&DB=708&FindType=Y&ReferencePositionType=S&SerialNum=1913100522&ReferencePosition=754
http://www.westlaw.com/Find/Default.wl?rs=dfa1.0&vr=2.0&DB=708&FindType=Y&ReferencePositionType=S&SerialNum=1913100522&ReferencePosition=754
http://www.westlaw.com/Find/Default.wl?rs=dfa1.0&vr=2.0&DB=708&FindType=Y&SerialNum=1898180081
http://www.westlaw.com/Find/Default.wl?rs=dfa1.0&vr=2.0&DB=708&FindType=Y&SerialNum=1898180081
http://www.westlaw.com/Find/Default.wl?rs=dfa1.0&vr=2.0&DB=708&FindType=Y&SerialNum=1913100522
http://www.westlaw.com/Find/Default.wl?rs=dfa1.0&vr=2.0&DB=708&FindType=Y&SerialNum=1913100522
http://www.westlaw.com/Find/Default.wl?rs=dfa1.0&vr=2.0&DB=708&FindType=Y&SerialNum=1913100522

43 S.Ct. 675

P.U.R. 1923D 11, 262 U.S. 679, 43 S.Ct. 675, 67 L.Ed. 1176

(Citeas: P.U.R.1923D 11, 43 S.Ct. 675)

rate of return may be reasonable at one time and become
too high or too low by changes affecting opportunities for
investment, the money market and business conditions
generally.

In 1909, this court, in Willcox v. Consolidated Gas Co.,
212 U. S. 19, 48-50, 29 Sup. Ct. 192, 53 L. Ed. 382, 15
Ann. Cas. 1034, 48 L. R. A. (N. S.) 1134, held that the
question whether a rate yields such a return as not to be
confiscatory depends upon circumstances, locality and
risk, and that no proper rate can be established for all
cases; and that, under the circumstances of that case, 6 per
cent. was a fair return on the value of the property
employed in supplying gas to the city of New York, and
that a rate yielding that return was not confiscatory. In
that case the investment was held to be safe, returns
certain and risk reduced almost to a minimum-as nearly a
safe and secure investment as could be imagined in regard
to any private manufacturing enterprise.

In 1912, in Cedar Rapids Gas Co. v. Cedar Rapids, 223 U.
S. 655, 670, 32 Sup. Ct. 389, 56 L. Ed. 594, this court
declined to reverse the state court where the value of the
plant considerably exceeded its cost, and the estimated
return was over 6 per cent.

In 1915, in Des Moines Gas Co. v. Des Moines, 238 U. S.
153, 172, 35 Sup. Ct. 811, 59 L. Ed. 1244, this court
declined to reverse the United States District Court in
refusing an injunction upon the conclusion reached that a
return of 6 per cent. per annum upon the value would not
be confiscatory.

In 1919, this court in Lincoln Gas Co. v. Lincoln, 250 U.
S. 256, 268, 39 Sup. Ct. 454, 458 (63 L. Ed. 968),
declined on the facts of that case to approve a finding that
no rate yielding as much as 6 per cent. *694 on the
invested capital could be regarded as confiscatory.
Speaking for the court, Mr. Justice Pitney said:

‘It is a matter of common knowledge that, owing
principally to the World War, the costs of labor and
supplies of every kind have greatly advanced since the
ordinance was adopted, and largely since this cause was
last heard in the court below. And it is equally well
known that annual returns upon capital and enterprise the
world over have materially increased, so that what would
have been a proper rate of return for capital invested in
gas plants and similar public utilities a few years ago
furnishes no safe criterion for the present or for the
future.'

In 1921, in Brush Electric Co. v. Galveston, the United
States District Court held 8 per cent. a fair rate of
return. ©

2b,5b_Bluefield.pdf
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ENA4 This case was affirmed by this court June 4,
1923, 262 U. S. 443, 43 Sup. Ct. 606, 67 L. Ed.
1076.

In January, 1923, in City of Minneapolis v. Rand, the
Circuit Court of Appeals of the Eighth Circuit (285 Fed.
818, 830) sustained, as against the attack of the city on the
ground that it was excessive, 7 1/2 per cent., found by a
special master and approved by the District Court as a fair
and reasonable return on the capital investment-the value
of the property.

[7] Investors take into account the result of past
operations, especially in recent years, when determining
the terms upon which they will invest in such an
undertaking. Low, uncertain, or irregular income makes
for low prices for the securities of the utility and higher
rates of interest to be demanded by investors. The fact
that the company may not insist as a matter of
constitutional right that past losses be made up by rates to
be applied in the present and future tends to weaken
credit, and the fact that the utility is protected against
being compelled to serve for confiscatory rates tends to
support it. In *695 this case the record shows that the rate
of return has been low through a long period up to the
time of the inquiry by the commission here involved. For
example, the average rate of return on the total cost of the
property from 1895 to 1915, inclusive, was less than 5 per
cent.; from 1911 to 1915, inclusive, about 4.4 per cent.,
without allowance for depreciation. In 1919 the net
operating income was approximately $24,700, leaving
$15,500, approximately, or 3.4 per cent. on $460,000
fixed by the commission, after deducting 2 per cent. for
depreciation. In 1920, the net operating income was
approximately $25,465, leaving $16,265 for return, after
allowing for depreciation. Under the facts and
circumstances indicated by the record, we think that a rate
of return of 6 per cent. upon the value of the property is
substantially too low to constitute just compensation for
the use of the property employed to render the service.

The judgment of the Supreme Court of Appeals of West
Virginia is reversed.

Mr. Justice BRANDEIS concurs in the judgment of
reversal, for the reasons stated by him in Missouri ex rel.
Southwestern Bell Telephone Co. v. Public Service
Commission of Missouri, supra.
U.S. 1923
Bluefield Waterworks & Imp. Co. v. Public Service
Commission of W. Va.

P.U.R. 1923D 11, 262 U.S. 679, 43 S.Ct. 675, 67 L.Ed.
1176
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In a note to clients today, BofA Merrill Lynch Head of U.S. Equity Strategy Savita Subramanian ups her
year-end target for the S&P 500 to 1750 from 1600 — making hers the second-most bullish forecast on the
Street, behind Cannacord's Tony Dwyer, who sees the index finishing 2013 at 1760.

Subramanian's 1750 target implies around 4.2% upside from today's levels at 1680 by the end of 2013.

(Before today, only two Wall Street equity strategists had lower S&P 500 price targets than
Subramanian: Gina Martin Adams at Wells Fargo, with a target of 1440 by year-end, and Barry Knapp at

Barclays, with a target of 1525.)

"Our new 2013 year-end target of 1750 implies modest upside from current levels, attributable to expected
earnings growth, contrasting with returns so far this year driven by multiple expansion," says
Subramanian. "While the decline in the equity risk premium (ERP) has been more than twice what we
expected, we think it is justified by diminished tail risks, positive surprises in the US economy, and, as
expected, a continued decline in earnings volatility."

Table 3: 2013 year-end S&P 500 fair value

model
BofAML 2014 Pro Forma EPS Forecast $115
Normalized 2014 EPS $107.50
Normalized % of Proforma EPS 93%
Nominal Long-Term Risk-Free Rate 3.50%
- Assumed Long-Term Inflation 2.00%
= Normalized Real Risk-Free Rate 1.50%
+ Equity Risk Premium 475bp
= Fair Real Cost of Equity Capital (Ke) 6.25%
Fair Forward PE (1 + Fair Ke) 16.0x

2013 Year-End Target (Fair PE x Normalized 2014 EPS) 1,720

BofA Merrill Lynch US Equity and US Quant Strategy
The biggest input into Subramanian's new S&P 500 price target forecast is the BAML Fair Value model,
which assumes a forward price-to-earnings ratio unchanged from current levels at 16 and full-year S&P

500 earnings of $107.50 per share in 2014.

The assumption of a 16x price-to-earnings ratio rests heavily on Subramanian's forecast for the equity risk
premium.

Below, Subramanian gives her thoughts on the ERP:
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The equity rally over the last eight months has been primarily driven by multiple expansion, with the
forward PE multiple on the S&P 500 expanding from 12x to 14x (18%). In our fair value model, we
focus on the normalized forward PE multiple, which has also risen from 13.5x to 16.0x (18%). This
multiple expansion has predominantly been a function of the significant decline in the equity risk

premium (ERP), partially offset by a modest rise in real normalized interest rates.

While current real normalized rates are only modestly higher than our previous year-end assumption
of 1.0% (now forecasting 1.5%), the 135bp drop in the ERP is more than double the 50bp that we had
originally assumed going into the year. This rapid ERP compression reflects the reality that many of
the major uncertainties overhanging the market have been removed or significantly diminished (US

election, fiscal cliff, sequestration, Eurozone collapse, China hard landing).

But at 500bp, the ERP is currently still well above the sub-400bp levels preceding the financial crisis,
and we think it should continue to decline over the next several years as the memory of the Financial
Crisis fades, corporate profits continue to make new highs and some of the macro risks abate. We
expect the “wall of worry” to persist as new concerns emerge, but visibility is clearly improving and

we still expect global growth to pick up as the year progresses.

As such, we have lowered our normalized risk premium assumption in our fair value model for the
end of 2013 from 600bp to 475bp, which assumes roughly another 25bp of ERP contraction by year-
end. We have also raised our normalized real risk-free rate assumption for year-end from 1.0% to
1.5%. Not only have current and future inflation expectations declined since last fall, but long-term
interest rates have also begun to rise recently. Meanwhile, our Rates Strategist Priya Misra also

recently raised her interest rate forecasts.

The chart below shows BAML's ERP forecast.

Chart 2: Normalized equity risk premium
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Abstract (Summary)

Investors require additional expected returns for bearing costs and risks. The equity premium is the compensation
investors require for bearing the additional costs and risks of equity investment compared with government bonds
(or cash). In this framework, the equity premium is constructed by assembling the premiums paid for each source of
cost and risk. The results appeal to intuition and are closer to theoretical expectations than historical equity and
bond return comparisons. [PUBLICATION ABSTRACT]

Full Text (2957 words)
Copyright Euromoney Institutional Investor PLC Winter 2004

[Headnote]
What level should investors require?

The equity premium relates required returns for equities to returns for cash and bonds. The equity premium is the
compensation investors require for bearing the additional costs and risks of equity investment.

Understanding the equity premium is largely a matter of using clear terms. Arnott in "Proceedings" [2002] suggests
equity risk premium for the forward-looking expected or required returns and equity excess return for historical
performance numbers. It is also useful to refer to the total equity premium, which is the compensation investors
require for risk and for non-risk items such as term structure expectations, trading costs, and taxes.

There is a substantial literature on the equity premium. Kocherlakota [1996], Cornell [1999], "Proceedings of Equity
Risk Premium Forum" [2002], and limanen [2003] provide excellent reviews with comprehensive references.

Mehra and Prescott [1985] demonstrate theoretically that under standard finance models the equity risk premium
should be very low: "The largest premium obtainable with the Model is 0.35%, which is not close to the observed
value" (p. 156). Observing that equities had outperformed cash by some 6 percentage points per year over a period
of almost 90 years, Mehra and Prescott realized there is a puzzle.

The risk premium is all about expectations and requirements. If assets return their expected rates, there is little
dispersion among them. Actual historical returns vary enormously because historical returns also predominantly
reflect surprises (departures from, or changes in, expectations.) It is therefore extremely difficult to infer a risk
premium from historical returns.

The great 20th century surprise was inflation. In the 19th century, there was no inflation, while the 20th century saw
an inflation explosion. Much of the 20th century equity-bond return difference is the effect of unanticipated inflation
on cash and bond performance. Wilkie [1995], Arnott and Bernstein [2002], and Hunt and Hoisington [2003] discuss
inflation further.

COMPARING REQUIRED RETURNS ACROSS ASSET CLASSES

We develop an intuitive framework for construction of the total equity premium, piece by piece. We do not use
historical returns or valuation indicators to assess the equity risk premium, but rather assess how high it j/zowM be,
using information from other asset classes whose premiums are arguably more transparent. The approach is
neither rigorous nor unique.

As a starting point, equities, bonds, and cash have one important general characteristic in common: Each provides
a stream of income over time. For any income-producing asset, we can calculate a fair value by discounting the
future expected cash flows at an appropriate rate-one that takes into account all relevant information: credit rating
of the issuer, interest rate risk (or duration), discretionary variability of dividend income, trading, and tax costs.
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Taking into account the full set of characteristics that investors would use to compare assets leads to a
straightforward framework of analysis, illustrated in Exhibit 1. Note that discount rates and required rates of return
are the same thing; the price now is the future value discounted back, while the future value is the price now plus its
appreciation at the required rate. Required return is a natural characterization of how investors compare assets.

Cash is considered the risk-free asset, and its required return R"sub 0" is known. The required return on fowg
government bonds, over the shorter time horizon, is denoted R"sub L”. This is not the same as the long yield
Y~sub L™ because the yield curve reflects expectations about interest rates in later periods as well as an interest
rate risk premium.

For the long rate:
R~sub L* = R*sub 0%, + fn[Duration(Bonds)! (1)

For long corporate bonds, the required return RH differs from the government bond rate solely because of issuer
risk (normally expressed as a function of credit rating) . Smithers and Wright [2000] note that issuer differences can
be used to refine risk premium measurements (although they do not pursue this). Corporate bonds are included to
provide a yardstick for the issuer risk premium:

R”sub BM = R*sub 0” + fn[Duration(Bonds)] + fn[Issuer(Bonds)] (2)

The required return for equities, R*sub E”, differs from the long corporate rate because of additional uncertainty in
the payout, additional duration, and additional costs. There is no term for price volatility. In the discounted income
valuation, a change in the value of equities is either a change in the expected income stream or a change in the
discount rate, and the framework includes both these terms:

R”sub E* = R"sub 0” + fn[Duration(Equity)] + fn[Issuer(Equity)] + fn(Income Risk) + fn(Tax)+ fn(Trading Costs) (3)

Putting these pieces together, we can construct the equity premium by measuring and extrapolating the duration
premium from the yield curve, providing the details for Equation (1); inferring an appropriate issuer premium from
corporate bond data [Equation (2)]; calculating tax and trading costs from known rates; and measuring the effect of
income volatility in cross-sectional studies of equities, for Equation (3).

ASSIGNING REQUIRED RETURNS TO ASSET CHARACTERISTICS
We use the framework in Exhibit 1 to assign required returns to the various asset characteristics.
Term Structure and Interest Rate Risk

Required returns cannot be taken directly from the yield curve, which shows return expectations over lengthening
time horizons. Here we need to compare required returns for different assets over the same time horizon.

Over the longer term, the average yield curve shape should reflect expected interest rate changes split evenly
between rises and falls. The yield curve shape is then a measure of the interest rate risk premium. For equities, we
must include interest rate risk over and above long bonds.

The going concern equity duration is the reciprocal of the dividend yield, a result implied by the Gordon [1962]
model. At a typical U.S. equity market yield of 4%, duration is 25 years. We use this figure to capture the essential
property that growth of equity income over time makes equities more interest rate-sensitive than bonds. The
duration figure may be model-dependent and may shorten because of buy-backs.

The data in Exhibit 2 show that ten-year bonds have had an average premium of 1.6 percentage points per year
over cash. The equity interest rate risk premium is estimated by fitting the yield curve (an exponential shape fits
well) and extrapolating it to the equity time horizon (Exhibit 3). The best estimate for the additional annual equity
premium is about 3 to 4 percentage points, the error attributable to analysis of the time series volatility of the yield
curve slope.
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The high differential between long-term and short rates as of December 2002 surely reflects expectations, since the
cash rate of 1.2 percentage point is very low relative to its history. To isolate expectations, it is reasonable to
assume there is no further interest rate forecasting beyond five years (the yield curve may continue to slope upward
as it is the mean value or integral of the forward short rate curve). The choice of five years for the limit of interest
rate forecasting is not precise, so we include an error term for this.

According to the best fit, the ten-year yield is explained by term structure alone. This attribution has an indicative
error of 0.3%, the interest rate risk premium on the next-higher maturity. Extrapolating to the long duration limit for
the currently low equity yield (the analysis is not sensitive to the long duration number) gives an additional interest
rate risk premium for equities of 0.8%. The additional equity premium has an error of 1.0%, reflecting the difficulty
(and the model-dependence) of separating term structure and interest rate risk in this case.

Issuer Risk

Equities are issued by corporations, and corporations have a risk of default. The total equity premium and the
equity risk premium must therefore include some compensation for issuer risk. Issuer risk is readily measurable in
the bond markets. We use gross redemption yields on Lehman Corporate Aggregate bond indexes for four credit
rating classes of U.S. corporate bonds (AAA, AA, A, BAA) as well as a government bond series (Exhibit 4).

Issuer risk must be aggregated over all companies in the equity market. While not all listed equities have credit-
rated debt, it is possible to make reasonable estimates. Equities rank below debt, and companies can cut dividends
more readily than they can suspend bond repayments. The larger companies that dominate the equity indexes in
capitalization terms are typically rated A or AA. These considerations suggest an average rating of between A and
BAA and, for an indicative range for errors, AA to BAA.

Transaction costs are higher for corporate bonds than governments, and an estimated liquidity premium for
corporate bonds of 0.5% has been subtracted from yield spreads. Using a series from January 1973, the issuer risk
premium is estimated at around 0.9% + 0.4%. As of the end of 2002, similar analysis produces an estimated issuer
premium of 1.4% % 0.8%.

For an alternative approach that estimates premiums directly using option-based models, see Cooper and
Davydenko [2003].

Income Risk

Equities have income risk that government bonds and T-bills do not have, in the sense that dividend payments are
not fixed or contractual. This element of unpredictability should require an additional premium in required return. If
this income volatility requires additional return, then the more volatile the income, the greater the required return.

The cross-sectional relationship between income volatility and required return may be isolated by grouping equities
according to income volatility. From all S&P 500 constituents, over the period January 1960-January 2003, we
select companies with a known market value and a dividend record. The five-year dividend volatility is evaluated
from quarterly data for each company each year, and companies are assigned to slots of zero to 4% annual
dividend volatility, over 4% to under 8%, and so on.

Average dividend yields for these volatility groups are calculated over the entire period. Here, incremental dividend
yield is used as a proxy for an incremental discount rate; the steady-state discount rate is dividend yield plus long-
term growth, and it is reasonable to assume over so many company-years that average expected growth would not
be a function of historical dividend volatility.

Dividend yields are flat to slightly negative across these groups, implying that there is no additional premium for
additional volatility (see Exhibits 5 and 6). Running the analysis as of the end of 2002 yields similar results.

This result suggests that investors in equities are not sensitive to dividend variability, and that there should be no
additional premium required for the equity market over cash. Variations of the methodology indicate that the result
is not explained by the variation of average market yield over the period, or by historical earnings growth, or by
recent buybacks. Price volatility gives an even more negative slope. These results are supported by a similar study
in the U.K.
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Note that we have treated dividend variability and issuer risk separately for convenience. Part of income uncertainty
is priced in issuer risk, but since equity income is discretionary and equity ranks below debt, a firm's shares carry
more income risk than its corporate bonds.

Transaction Costs

Equities cost significantly more to trade than government bonds. One would expect the rational investor to price
securities on the basis of after-cost returns. It is more realistic, however, to look at actual investor holding periods to
calculate an appropriate liquidity premium.

Jones [2002] gives a highly informative account of U.S. equity trading volumes and costs over the 20th century.
Jones's detailed analysis produces an estimated premium effect of 50 basis points per year, which we use for the
long-term adjustment.

For end-2002 costs, we take a simpler approach. Consider a trading time horizon, which is the time it takes for the
dollar value of trading in the market to equal the total market capitalization. The liquidity premium is the average
round-trip cost taken over the trading time horizon. Using recent trading times (under a year) with current
commissions and spreads produces a current U.S. equity liquidity premium of 20 + 20 basis points.

Tax Costs

Investors should demand a higher return rate from securities that are more highly taxed, because realized net-of-
tax returns are what investors actually receive. Government issues are not treated specially in the U.S. In the U.K.,
for example, government bonds are offered with tax advantages over equities, so in the general case a tax cost
term is required.

Assembling the Risk Premium

Estimates of the total equity premium and the equity risk premium are summarized in detail in Exhibit 7. On
average, equities should have offered a total premium over government bonds of 1.7% + 0.6% and a risk premium
of 1.2% + 0.6%.

These results appeal to intuition and are consistent with an increasingly accepted view that the true risk premium is
considerably lower than the historical return differential (see, for example, a thorough review in limanen [2003]). We
have already shown why historical returns give unreliable results.

The December 2002 total premium is 2.6% + 1.3% over bonds, reflecting mainly additional issuer risk. The result is
very interesting. It means a higher return is required if equities are to be fairly valued against bonds. This premium
taken over current long government bond rates of 4.8% gives a total required return over the ten years of 7.4%.

The required long-term growth (with a yield of 1.8% and using the Gordon model again) is 5.6%. In current
conditions (a bear market, an economy facing difficulties, and very low inflation), this outcome seems implausible.
The analysis quite strongly suggests that the U.S. equity market remained overvalued at the end of 2002.

ESTIMATING THE MEHRA AND PRESCOTT THEORETICAL PREMIUM

Mehra and Prescott's [1985] theory shows how a premium is required for assets that offer uncertain delivery of
marginal utility. In terms of securities, this relates both to the volatility of returns and to the timing (in simple terms,
the same payment is more valuable in bad times than in good). Measurements or estimates of this premium require
us to identify and price only the corresponding characteristics.

An important question arises as to whether issuer risk is part of the theoretical risk premium. Over the very short
term (the time horizon for the theoretical risk premium), we would not expect default to be a significant risk other
than for already distressed, very low-grade issuers. Equity default is certainly rare (or, at least, it has been). If the
Mehra and Prescott theoretical result is strictly a short-term only result, issuer risk should not be included in the
premium estimate, which would then be low.

FURTHER WORK
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It would be most interesting to explore a framework with a long time horizon and to include the impact of inflation.
High and unexpected 20th century inflation explains much of the low real return to cash and bonds. In a real and
long-term framework, cash and bonds would be seen as more risky and equities less so, so a smaller risk premium
would very probably result.

The analysis here also raises interesting questions of how each premium component should be priced, in theory. In
other words, is there a theoretically correct interest rate risk premium, a correct issuer premium, and so on? Mehra
[2003] looks at pricing influences including costs and taxes, making modifications to the theory rather than to the
measurements.

Refining both the theory and the measurement for each risk premium component will be an interesting task. In
other words, our work raises as many new issues as it solves, and it will continue to be interesting to see the
subject evolve.

SUMMARY

We have described a procedure for constructing the equity premium by assembling premiums paid for each source
of cost and risk. According to historical average data, equities should offer a total premium over government bonds
of 1.7% % 0.6% and a risk premium of 1.2% + 0.6%.

Investors do not all have the same time horizon and the same inflation risks. For long-term real investors, equities
are the natural home, and it does seem that equity buyers accept short-term volatility as part of the package. These
results appeal to intuition and are closer to theoretical expectations than historical equity and bond return
comparisons.
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Summary of slides from the Inaugural CARE Conference

=" #1 “Analysts’ forecasts are optimistic”

= #2 “Analysts are better than time-series models”

=" #3  We think we know how analysts forecast

=" #4 “Analysts’ forecasts are inefficient”

=" #5 Limited evidence on what analysts do with forecasts

" #6 Most research ignores analysts’ multi-tasking

» #7 Analyst data are helpful for capital markets literature
= #8 “Analysts are dominated by conflicts of interest”

=" #9  We may be focusing on their least important activities

=" #10 Researchers eschew alternative methodologies




Summary motivation

= Analysts >> Time-series models is widely accepted

= However, research supporting this view is characterized by:
O Tiny samples relative to current research standards (in capital mkts.)
e e.g.,50to afew hundred firms
O Data demands = bias towards large, mature firms

* e.g., some studies restrict sample to NYSE, or numerous analysts
* Analyst following correlated with institutional investment

* e.g., AF and Il interact with firms = richer information environment (more severe
in earlier years)

0 Economic significance of differences seems small

e Collins & Hopwood (1980): 31.7% vs. 32.9%
* Fried & Givoly (1982): 16 vs. 19%

= Current-day incorporation of analysts’ forecasts into research studies
O Goes beyond generalizability of earlier studies

e e.g., smaller firms underrepresented in early research,
longer forecast horizons underrepresented

» ala Bamber, Christensen & Gaver (AOS2000)




Figure 1: Percentage of firms on Compustat/CRSP
without analyst coverage
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Research question

= Do analysts’ forecasts really dominate time-series forecasts?
O When and when not?

Covariate 1:
Covariate 2:
Covariate 3:
Covariate 4:
Covariate 5:

Forecast horizon (timing advantage)

Firm age (information advantage)
Firm size “ "
Analyst following “ "

Magnitude of changes (when analysts stand to add most value)

= |Implicit Null: We should see NO significant results

= Conditional on differences in forecast accuracy (in favor of time-series
models), do market returns reinforce the primary results?




Observation: Other Evidence re: Experts vs. Time-Series

Interest rates (Belongia 1987)

GDP (Loungani 2000)

Recessions (Fintzen and Stekler 1999)

Turning points of business cycles (Zarnowitz 1991)




Landscape — 1970s

= Much capital markets research was aimed at understanding the time-
series properties of earnings.

O Ball and Watts 1972, Brooks and Buckmaster 1976, Albrecht et al.
1977, Salamon and Smith 1977, and Watts and Leftwich 1977.

= General Conclusion: Earnings approximate a random walk.
Sophisticated time-series models rarely provide an economically
significant improvement, and even when they do it comes at high cost.

= “The ability of random walk models to “outpredict” the identified Box-
Jenkins models suggests that the random walk is still a good description
of the process generating annual earnings in general, and for individual
firms.” Watts and Leftwich (1977, 269)

= Brown (1993, 295) declares the issue of whether annual earnings follow
a random walk as “pretty much resolved by the late 1970s.”




Landscape — 1980s

= Newly available analyst data becomes available
(i.e., Value-Line, I/B/E/S).

= “Horse-race studies” comparing time-series and analyst forecasts.
= Brown and Rozeff 1978, Fried and Givoly 1982, and Brown et al. 1987a,b

= General Conclusion: Analyst forecasts generally dominate time-series
forecasts of earnings. Analyst superiority is attributed to:

O Information Advantage
e They know all information in TS and more
O Timing Advantage
* They issue forecasts after the end of the lagged TS




Timeline of Analysts vs. Time-Series Research

Price association

- —
| | | | | | | | | | | | |

| | | | | o | | | | |
1968 1972 1975 1978 1982 19871989 1991 1993 1995 1997 1999 2001

Cragg & Malkiel JF1968 O’Bgeg JAEJA?IS?QQO
‘Brien
Elton & Qruber MS1.972 Stickel JAR1990
Barefield & Comlskey JBR1975 Brown IJF1991

Brown & Rozeff JF1978
Fried & Givoly JAE1982

Philbrick & Ricks

JAR1991
Brown, Griffin, Hagerman, Sinha, Brown & Das CAR1997
& Zmijewski JAE1987 Mikhail, Walther, & Willis JAR1997

Clement JAE1999
Analysts vs. time-series models Refinements/extensions

2003 2004 2005 2006
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Landscape — Today

= Researchers generally regard this literature as having conclusively
shown that analysts’ forecasts are a superior proxy for earnings
expectations.

= Kothari (JAE2001) concludes that

O The time-series properties of earnings literature is fast becoming
extinct because of “the easy availability of a better substitute”
which is “available at a low cost in machine-readable form for a
large fraction of publicly traded firms.” (p. 145)

0 “[C]onflicting evidence notwithstanding, in recent years it is
common practice to (implicitly) assume that analysts’ forecasts are
a better surrogate for market’s expectations than time-series
forecasts.” (p. 153)




Landscape — Today (cont.)

= Random Walk
O Still descriptive (Lorek, Willinger & Bathke RQFA2008)

= Valuation and cost of capital literature:

O Researchers use analyst forecasts over some short horizon and then
extrapolate to value a perpetuity.
O Example: Dhaliwal et al. (JAE 2007), Frankel & Lee (JAE1998), etc.

* One-year-ahead: FY1 (I/B/E/S Consensus forecast )
* Two-years-ahead: FY2

* Three-years-ahead: FY3 =FY2 x (1+LTG)
* Four-years-ahead: FY4 =FY3 x (1+LTG)
* Five-years-ahead: FY5 =FY4 x (1+LTG)
O Exceptions: Allee (2009); Hou, Van Dijk and Zhang (2010)




Data

= 1983-2007 (25 years)
= Minimal constraints on data
O Biggest constraint is presence on I/B/E/S
» EPS forecast, actual EPS, stock price
O Sales on Compustat in year t-1
O Earningsinyeart-1>0

* Hayn (1995): losses less persistent than profits
= bias results in favor of random walk (but not really)

O CRSP returns for last analysis

= Consensus forecasts in months 0 to -35
| | |

»

35 23 11

Month prior to month in which earnings are announced

»

0

EPS,
announced




Forecast errors

= Random Walk
O Minimizes data demands

O Performs as well or better than higher order models (consistent w/ Lorek,
WiIllinger & Bathke RQFA2008)

0 We aim to do nothing to “help” RW forecasts

Forecast of EPS for year T as of t months prior to the month EPS; announced

O Analysts: | (FEPS;— EPS;)| / Price,

O Time-series: | (EPS;.; —EPS;)| / Price,
#Forecasts #Firm-years #Firms
= FY1: 740,070 69,483 10,140
= FY2: 611,132 60,170 9,037
= FY3: 468,777 46,226 7,070

Analyst superiority = RWFE — AFE
O >0 = analysts more accurate than random walk
0 <0 = random walk more accurate than analysts




Table 2 Descriptive Statistics

Mean Q1 Median Q3
Sales >374 110 374 1,384
BTM 0.58 0.31 0.50 0.75
Age 8.2 4 [ 12
# Analysts 7.6 2 5 10

* A hypothetical data requirement of 10 years (as in Fried and Givoly 1982)
would eliminate 70% of the observations in our sample).
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Scaling and winsorizing

_ |(Actual - Predicted)|

Error
| Actual | |
% >1.00
Months Prior to RDQE |Analysts Forecasts Errors |Random Walk Errors
1 Month (Mature Firms) 2.90% 10.50%
1 Month 5.20% 14.20%
11 Months 16.50% 14.60%
23 Months 22.60% 19.70%
35 Months 29.50% 26.20%

**The 1.00 cut-off was reasonable in earlier studies. Fried and Givoly (1982) report that only
0.5% of their observations have scaled forecast errors that are greater than 1.00.




Table 2 Descriptive Statistics (i.e., Forecast— Actual)

Panel C: Signed Forecast Errors

Mean Median Q1 Q3

Signed Random Walk Errors

11 Months 0.0086 -0.0055 -0.0153 0.0108
23 Months 0.0033 -0.0091 -0.0260 0.0150
35 Months -0.0038 -0.0124 -0.0363 0.0166
Signed Analysts’ Forecasts Errors

11 Months 0.0194 0.0028 -0.0041 0.0209
23 Months 0.0272 0.0090 -0.0049 0.0391
35 Months 0.0332 0.0162 -0.0047 0.0541
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Table 3 — Main Results

Analysts’ forecast superiority, |[Full sample

FY1 FY?2 FY3
Months  Firm- Analyst Months  Firm- Analyst Months  Firm- Analyst
Prior years  Superiority Prior years  Superiority Prior years  Superiority
0 32,723 0.0245 12 29,072 0.0120 24 21,944 0.0072
1 66,224 0.0236 13 55,447 0.0106 25 41,766 0.0055
2 66,104 0.0227 14 56,659 0.0095 26 42,827 0.0044
3 65,794 0.0212 15 56,575 0.0081 27 42,941 0.0033
4 65,458 0.0182 16 56,023 0.0063 28 42,588 0.0019
5 65,158 0.0155 17 55,360 0.0049 29 42,272 0.0007
6 64,787 0.0131 18 54,458 0.0037 30 41,753 (0.0000) 5
7 64,361 0.0102 19 53,195 0.0022 31 40,952 (0.0012)
8 63,869 0.0081 20 51,832 0.0012 32 40,137 (0.0020)
9 63,200 0.0064 21 49,745 0.0004 33 38,925 (0.0027)
10 62,103 0.0041 22 46,501 (0.0006) 34 36,836 (0.0035)
11 42,124 (0.0011) 35 33,789 (0.0040)

60,289 0.0025 \\ 23

Analyst are more accurate than RW
by 25 basis-pts

RW is more accurate than
Analysts by 40 basis-pts
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Panel A: FY1 - 11 months prior to RDQE

Table 4 — Analysts’ forecast superiority and

firm age

Firm Age Firm-years Analysts’Superiority RW Forecast Error

Analysts’ Forecast Error

1 2,534
2 6,321
3 5,867
4 5,109
S5+ 40,335

0.0007
0.0015
0.0005
0.0005
0.0033

Panel B: FY2 — 23 months prior to RDQE

Firm Age Firm Years Analysts’ Superiority

0.0534
0.0405
0.0382
0.0379
0.0301

RW Forecast Error

0.0527
0.0391
0.0378
0.0374
0.0268

Analysts’ Forecast Error

1 1,413
2 3,969
3 3,810
4 3,404

5+ 29,447

(0.0102)
(0.0072)
(0.0048)
(0.0028)

0.0008

Panel C: FY3 - 35 months prior to RDQE

Firm Age Firm Years Analysts’ Superiority

0.0628
0.0528
0.0511
0.0472
0.0396

RW Forecast Error

0.0730
0.0599
0.0559
0.0500
0.0388

Analysts’ Forecast Error

1 1,119
2 2,954
3 3,011
4 2,794
5+ 23,868

(0.0186)
(0.0147)
(0.0084)
(0.0060)
(0.0012)

0.0735
0.0647
0.0604
0.0584
0.0498

0.0871
0.0785
0.0670
0.0618
0.0488
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Table 5: Partitions for size and analyst following

Panel Aj Small Firms
FY1 FY?2 FY3

Months Firm- Analysts’ Months Firm-  Analysts’ Months Firm-  Analysts’

Prior years Superiority Prior years  Superiority Prior  years Superiority
0 6,897 0.0256 12 5,786 0.0085 24 3,067 0.0007
1 13,845 0.0252 13 10,871 0.0074 25 6,006 (0.0023)
2 13,737 0.0242 14 11,087 0.0060 26 6,192 (0.0040)
3 13,535 0.0225 15 10,885 0.0045 27 6,114 (0.0054)
4 13,396 0.0191 16 10,574 0.0020 28 5,968 (0.0074)
5 13,175 0.0162 17 10,204 0.0004 ™ 29 5836  (0.0086)
6 13,009 0.0132 18 9,799 (0.0012) 30 5,626 (0.0096)
7 12,815 0.0098 19 9,299 (0.0026) 31 5,366 (0.0106)
8 12,607 0.0071 20 8,759 (0.0040) 32 5,055 (0.0119)
9 12,341 0.0052 21 8,023 (0.0055) 33 4,707 (0.0131)
10 11,906 0.0023 22 6,987 (0.0066) 34 4,152 (0.0151)
11 11,314 (0.0003) 23 5,804 (0.0078) 35 3,921 (0.0167)
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Table 5: Partitions for size and analyst following

Panel B:|Low Analyst Following

FY1 FY?2 FY3
Months  Firm- Analysts’ Months  Firm- Analysts’ Months  Firm- Analysts’
Prior years  Superiority Prior years  Superiority Prior years  Superiority
0 9,089 0.0314 12 8,001 0.0110 24 8,634 0.0063
1 18,744 0.0311 13 14,945 0.0102 25 16,197 0.0036
2 18,704 0.0289 14 15,648 0.0085 26 16,784 0.0022
3 18,557 0.0267 15 15,890 0.0066 27 16,848 0.0005
4 18,422 0.0224 16 16,055 0.0043 28 16,672 (0.0014)
5 18,265 0.0185 17 16,138 0.0027 29 16,489 (0.0030)
6 18,104 0.0151 18 16,319 0.0008 M° 30 16,180 (0.0035)
7 18,062 0.0109 19 16,646 (0.0009) 31 15,556 (0.0051)
8 17,880 0.0080 20 16,901 (0.0022) 32 14,941 (0.0063)
9 17,636 0.0058 21 17,310 (0.0032) 33 13,992 (0.0074)
10 17,113 0.0026 22 17,924 (0.0041) 34 12,501 (0.0087)
11 16,264 0.0000 N° 23 18,185  (0.0045) 35 10,544  (0.0099)




Table 6: Partitions by magnitude of change in EPS

Panel A: The 33% of Forecasts with th¢

> Least Extreme Forecasted Change in EPS

FY1 FY?2 FY3
Months  Firm- Analysts’ Months  Firm- Analysts’ Months  Firm- Analysts’

Prior years  Superiority Prior years  Superiority Prior years  Superiority
0 10,915 0.0025 12 9,679 0.01/74 24 7,305 0.0140

1 22,093 0.0026 13 18,472 0.0156 25 13,910 0.0124

2 22,053 0.0025 14 18,881 0.0143 26 14,268 0.0115

3 21,954 0.0023 15 18,845 0.0125 27 14,300 0.0106

4 21,842 0.0020 16 18,654 0.0106 28 14,185 0.0097

5 21,743 0.0018 17 18,439 0.0087 29 14,075 0.0085

6 21,620 0.0016 18 18,139 0.0074 30 13,907 0.00/8

7 21,481 0.0014 19 17,721 0.0058 31 13,645 0.0071

8 21,324 0.0013 20 17,260 0.0051 32 13,382 0.0065

9 21,110 0.0012 21 16,561 0.0041 33 12,968 0.0061

10 20,731 0.0012 22 15,488 0.0034 34 12,277 0.0057

11 20,117 0.0012 23 14,023 0.0029 35 11,263 0.0053
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Table 6: Partitions by magnitude of change in EPS

Panel B: The 33% of Forecasts with the

Most Extreme Forecasted Change in EPS

FY1 FY?2 FY3
Months  Firm- Analysts’ Months  Firm-  Analysts’ Months  Firm-  Analysts’
Prior years  Superiority Prior years  Superiority Prior years  Superiority
0 20,131 0.0025 12 9,695 0.0090 24 7,319 0.0018
1 10,881  0.0616 13 18,483  0.0077 25 13,924  0.0005
2 22,029 0.0591 14 18,885 0.0067 26 14,272 (0.0007) 5
3 21,988 0.0566 15 18,865 0.0057 27 14,316 (0.0021)
4 21,881 0.0530 16 18,684 0.0042 28 14,196 (0.0037)
5 21,761 0.0453 17 18,463 0.0028 29 14,088 (0.0049)
6 21,657 0.0381 18 18,157 0.0014 30 13,908 (0.0058)
7 21,530 0.0320 19 17,728 0.0000 M° 31 13,639 (0.0076)
8 21,385 0.0244 20 17,276 (0.0012) 32 13,360 (0.0087)
9 21,217 0.0190 21 16,584 (0.0025) 33 12,964 (0.0095)
10 20,993 0.0143 22 15,498 (0.0035) 34 12,267 (0.0109)
11 20,635 0.0083 23 14,042 (0.0040) 35 11,256 (0.0115)
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Market expectation tests

= \We estimate:

Return = a +  RWFE + €,
Return = a + b AFE + e,

where the return accumulation period is equaled to
forecast horizon.

= Market Expectation Proxy Ratio=[3 /b




Table 7: Associations with market returns

REtUTﬂTJM = a -+ ,8 (EPST_I — EPST) + ET

Returnrpy = a+ b (Farecasted EPSpp — EPST) + er

FY1 FY?2 FY3
Months  Firm- Months  Firm- Months  Firm-
Prior years B/b Prior years B/b Prior years B/b
0 30,411 0.345 12 28,003 0.602 24 21,097 0.784
1 62,355 0.395 13 53,654 0.678 25 40,377 0.831
2 63,455 0.342 14 54,664 0.707 26 41,336 0.843
3 63,419 0.396 15 54,473 0.742 27 41,369 0.874
4 63,101 0.540 16 53,882 0.798 28 40,992 0.908
5 62,790 0.632 17 53,196 0.833 29 40,674 0.928
6 62,441 0.685 18 52,319 0.888 30 40,151 0.962
7 62,016 0.735 19 51,113 0.912 31 39,409 1.001
8 61,540 0.795 20 49,789 0.953 32 38,624 1.017 NS
9 60915 0.838 21 47,783 1.007 " 33 37,455 1057 "
10 59,936 0.905 22 44,672 1.008 ™ 34 35,435 1.081
11 1.032 35 32,530 1.099

58,261 0.939\ 23 40,500

The association between returns and RW is 94% of the
association between returns and analyst forecast errors.
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Table 8: Market returns, by size & analyst following

REEUTHT,M = a+ ,8 (EPST_l — EPST) + ET

Returnyy = a+ b (Fcrecasted EPStp — EPST) + er

Panel A} Small Firms
FY1 FY2 FY3

Months Firm- Months Firm- Months Firm-

Prior  years 5/b Prior  years plb Prior  years /b
0 6,558 0.1813 12 7,275 0.6957 24 3,396  0.9083
1 13,382 0.3422 13 13,711 0.7238 25 6,575  0.8822
2 13,474 0.4286 14 14,068 0.7550 26 6,814  0.9084
3 13,364 0.4433 15 13,887 0.7793 27 6,757  0.9330
4 13,227 0.5309 16 13,468 0.8111 28 6,552 09392 M°
5 13,001 0.6186 17 12,974 0.8496 29 6,422 09495 N°
6 12,838 0.6610 18 12,424 0.9076 30 6,173 09550 "°
7 12,643 0.7170 19 11,713 0.8973 31 5844 09762 °
8 12,431 0.8323 20 10,906 0.9676 "° 32 5491 10016 "°
9 12,176 0.8551 21 9,808 1.0151 ™ 33 5,028  1.0965
10 11,750 0.9273 N° 22 8,168 1.0043 "° 34 4258  1.1229
11 11,167 0.9431 ™ 23 6,392 1.0277 "° 35 3,431  1.1230

26



Table 8:

Market returns, by size & analyst following

Panel B] Low analyst following
FY1 FY2 FY3

Months Firm- Months Firm- Months Firm-

Prior  years p/b Prior  years p/b Prior  years p/b
0 8522 04728 12 5,691 0.6681 24 3010 0.9507
1 17,567 0.5084 13 10,710 0.6871 25 5901 09674 "°
2 17,746 0.4986 14 10,912 0.7337 26 6,077 09682 "°
3 17,688 0.5739 15 10,706 0.7421 27 5993 09786 °
4 17,582 0.6328 16 10,395 0.8069 28 5842  1.0100 ™
5 17,437 0.7040 17 10,026 0.8506 29 5706  1.0230 °
6 17,289 0.7165 18 9,631 0.9414 "° 30 5502  1.0464 N°
7 17,220 0.7617 19 9,140 09273 "° 31 57247 10736
8 17,039 0.8377 20 8,606 09721 NS 32 4,941 10892 "
9 16,825 0.9025 21 7,878 1.0209 " 33 4596  1.1288
10 16,383 0.9530 ™ 22 6,849 1.0100 "™ 34 4,045  1.2025
11 15,615 0.9823 NS 23 5687 1.0570 "° 35 3,426  1.1849
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Table 9: Market returns, by magnitude of change in EPS

RefHTnTM: a+ B(EPST—l — EPST)+ Er

Returnyy = a+ b (Forecasted EPStp — EPST) + er

Panel A: The 33% of Forecasts with th¢ Least Extreme Forecasted Change in EPS

FY1 FY2 FY3
Months  Firm.- Months  Firm- Months  Firm-
Prior Years B/b Prior years /b Prior years f/b
0 9,023 09388 M 12 7,763 0.6330 24 5840  0.7597
1 18254 0.9280 M 13 14,935  0.7053 25 11,227 0.7974
2 18,188 0.9300 M 14 15,145  0.7316 26 11,462 0.8336
3 18,083 09620 ™ 15 15,057  0.7808 27 11,466 0.8514
4 18,018 09882 M 16 14,865  0.8222 28 11,356 0.8433
5 17,921 09764 N 17 14,697  0.8603 29 11,264 0.8631
6 17,807 0.9807 M 18 14,479 0.8661 30 11,101  0.9067
7 17,710 09866 ™ 19 14,147 0.9241 31 10,891 0.9716 "
8 17566 09767 N 20 13,783  0.9412 32 10,696  0.9870 "
9 17,398 09794 M 21 13218 09643 M 33 10,337  1.0165 i
10 17,143 09772 N 22 12,365 09747 M 34 9,777  1.0334 _
11 16,646 09791 N 23 11,269 09930 M 35 9,034  1.0473 B

Panel B: The 33% of Forecasts with the Most Extreme Forecasted Change in EPS

FY1 FY2 FY3
Months Firm- Months Firm- Months Firm-
Prior Years p/b Prior years  p/b Prior years  p/b
0 8,795  0.2981 12 7575 05937 24 5566  0.8875
1 17,647  0.3710 13 14,701  0.6814 25 10,831 0.8781
2 17,619  0.3270 14 14,892  0.7739 26 10,975 0.8875
3 17,498  0.3560 15 14,823  0.7831 27 10,950  0.9032
4 17,319  0.5213 16 14,617  0.7384 28 10,811  0.9513 NS
5 17,210  0.6093 17 14,426  0.8124 29 10,741 0.9741 NS
6 17,103  0.6808 18 14,171 0.9003 30 10,587  0.9953 NS
7 16,903  0.7110 19 13,800 0.9175 31 10,376  1.0477
8 16,709  0.7550 20 13,433  1.0186 32 10,130  1.0967
9 16,438  0.7822 21 12,856  1.0476 33 9,823  1.0626
10 16,084  0.8471 22 11,983  1.0304 34 9,269  1.1096
11 15,650  0.8717 23 10,852  1.0735 35 8,493  1.1257
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Table 10: Panel multivariate regression

Analysts'Superiorityry = Yo + ¥1 #Analystst +y, STDrp +ya BTMr_y
+Y, Sales r_y +ys ForecastApy + €7

Months Forecaste

Prior Intercep #Analyst d

RDQE t s STD BTM sales A
0 -0.0083 -0.0021 0.0055 0.0035 00015 0.0279
1 -00072 -0.0022 0.0052 0.0028 0.0017 0.0262
2 00079 -0.0013 0.0043 0.0030 0.0017 0.0253
3 -0.0079 -0.0013 0.0047 0.0029 0.0012 0.0238
4 00071 -0.0005 0.0039 0.0024 00005 0.0206
5 -0.0055 00003 00027 0.0025 00002 0.0175
6  -0.0054 0.0006 0.0025 0.0022 00001 0.0148
7 -0.0050 0.0011 0.0015 0.0019 00004 0.0115
8 -0.0047 0.0015 0.0009 0.0017 0.0007 0.0092
9 -0.0041 0.0016 0.0004 0.0015 0.0010 0.0069
10 -0.0026 0.0015 -0.0003 0.0010 0.0012 0.0043
11 -0.0017 0.0018 -0.0011 0.0008 0.0012 0.0025
12 00076 00002 ' 00050 0.0045 0.0058 -0.0064
13 0.0070 00003 = 00031 0.0041 0.0055 -0.0057
14 00056 0.0008 0.0031 0.0042 0.0053 -0.0057
15 0.0046 0.0011 0.0020 0.0042 0.0049 -0.0050
16 00028 0.0017 0.0010 0.0037 0.0052 -0.0048
17 00012 0.0022 00000 ' 00036 0.0054 -0.0043
18 00005 = 00028 -0.0007 0.0036 0.0048 -0.0043
19 -0.0015 0.0031 -0.0014 0.0033 0.0049 -0.0037
20 -0.0023 0.0037 -0.0019 0.0030 0.0048 -0.0035
21 -0.0029 0.0038 -0.0023 0.0026 0.0054 -0.0036
22 -0.0036 0.0038 -0.0028 0.0024 0.0057 -0.0035
23 -0.0079 0.0057 -0.0027 0.0019 0.0062 -0.0035
24 00048 0.0009 00005 ' 0.0051 0.0094 -0.0074
25 0.0026 0.0023 -0.0016 0.0059 0.0090 -0.0074
2% 0.0026 0.0025 -0.0023 0.0056 0.0093 -0.0078
27 00019 0.0029 -0.0026 0.0053 0.0094 -0.0083
28 00007 00035 -0.0028 0.0052 0.0096 -0.0089
29 00007 ' 0.0039 -0.0028 0.0047 0.0096 -0.0090
30 -0.0020 0.0042 -0.0033 0.0046 0.0106 -0.0093
31 -0.0027 0.0046 -0.0035 0.0042 0.0104 -0.0097
2 -0.0036 0.0049 -0.0038 0.0038 0.0108 -0.0099
33 -0.0040 0.0051 20.0040 0.0035 00111 200103
34 -0.0060 0.0054 -0.0044 0.0030 0.0133 -0.0108 29
35 -0.0062 0.0058 .0.0048 0.0019 0.0127 .0.0108



Conclusion

DISCLAIMER: Prior research was appropriately deliberate in its sample
selection and other research design choices, and the conclusions drawn are
warranted.

O However, as is common in our field, it is the subsequent researcher
who over-generalizes findings from prior studies.

Analysts only appear persistently superior to a simple earnings
extrapolation for short horizons for large firms.

Equivalently, time-series forecasts perform as well or better than analysts
over moderate-to-long forecast horizons, and especially for smaller,
younger firms.




TYPICAL 1. Data from 1960 and 1970.
STUDY: 2. Sample size ranges from fifty to a few hundred.
3. Models require a minimum of 10 years of data, and some require as many as 20 years of data.
Ta b I e 1 4. Forecast horizons range from 1 quarter-ahead to 18 months-ahead.
5. Reported differences are typically statistically significant in favor of analysts, only modest magnitudes .
Time-Series
Sampleand | (TS) Models
Time and Data Forecast Difference in Forecast Analysts’ Superiority
Paper Period Requirements | Outliers Horizon Accuracy Determinants
Brown and Rozeff (1978) 50 firms from  Three TS models Winsorized One to five Median difference in forecast
1972 through using quarterly forecast quarters ahead.  errors between all univariate
1975. data, requiring errors at forecasts and the analysts’ forecast
complete data for 1.0 is significantly greater than zero.
20 years.
Collins and Hopwood 50 firms from  Four TS models, Winsorized One to four Four quarters out, analysts’
(1980) 1951 through requiring a forecast quarters ahead.  forecast errors are 31.7%
1974, minimum of 76 errors at compared to the best TS error of
quarters of data. 3.0 32.9%. One quarter out, mean
analysts’ forecast error are 9.7%
compared to the best TS error of
10.9%.
Fried and Givoly (1982) 424 firms from  Modified Winsorized 8 months prior ~ Analysts’ forecast errors are 16.4%
1969 through submartingale forecast to the fiscal of realized EPS compared to
1979. models, requiringa  errors at end. 19.3% for the best TS model.
minimum of 10 1.0
years of past data.
Hopwood and McKeown 258 firms from  Random walk and 7 One to four Four quarters out (annual), Number of days separating
(1982) 1974 through other TS models, guarters ahead.  absolute analysts’ forecasts errors TS and analysts’ forecast —
1978. requiring at least 12 are 22.5% compared to absolute positive
years (48 quarters) forecast errors of 26.1% for
of data. random walk.
Brown, Hagerman, Griffin, 233 firms from 3 TS models, Winsorized One, two, and Three-quarters-ahead, analysts’ Forecast horizon — negative
and Zmijewski (1987) the 1975 requiring a forecast three quarters  forecast errors are 28.7% and TS
through 1980.  minimum of 60 errors at ahead. forecast errors are 33%.
quarters of data. 1.0

Brown, Richardson, and

Schwager (1987)

Sample 1: 168
firms from Q1-
1977 through
Q4-1979.

Quarterly random-
walk model.

One, two, and
three quarters
ahead.

For the one month horizon, the log
of the squared ratio of TS to
analysts’ forecast errors is 0.56.

Firm size — positive; Prior
analysts’ forecast dispersion
— negative
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Table 1 (cont.)

Brown, Richardson, and Sample 2: 168  Annual random- Horizons of 1,  For the one month horizon, the log  Firm size — positive; Prior
Schwager (1987) firms from walk model. 6, and 18 of the squared ratio of TS to analysts’ forecast dispersion
1977 through months prior to  analysts’ forecast errors is 1.08. — negative
1979. the fiscal year-
end date.
Brown, Richardson, and Sample 3: 702 Annual random- Horizons of 1,  Log of the squared ratio of TS to Firm size — positive; Prior
Schwager (1987) firms from walk model. 6, and 18 analysts’ forecast errors is 1.01 for  analysts’ forecast dispersion
1977 through months prior to  the one month horizon. — negative
1982. the fiscal year-
end date.
O'Brien (1988) 184 firms from  Two TS models, Deleted Horizons of 5, At 240 trading days (one year), Forecast horizon — positive
1975 through requiring 30 absolute 60, 120, 180, analysts’ forecast errors are $0.74
1982. consecutive forecast and 240 compared to TS forecast errors of
quarters of data. errors trading days $0.96.
larger prior to the
than $10  earnings
announcement
date.
Kross, Ro, and Schroeder 279 firms from  Box-Jenkins model, Last available ~ Natural log of 1 + absolute TS Earnings variability —
(1990) 1980 through requiring 28 one-quarter- error - absolute analysts’ error is positive; Wall Street
1981. quarters of data. ahead forecast.  positive across all industries Journal coverage — positive;
(ranging from (0.043 to 0.385)). # of days separating TS and
analysts’ forecasts —
positive
Lys and Soo (1995) 62 firms from Box-Jenkins model, Removed Upto8 Across all horizons, the mean Forecast horizon — negative
1980 through requiring 20 years one firm quarters ahead.  (median) absolute analysts’
1986. of data. forecast error is 4.4% (2.8%) and

the mean (median) absolute TS
error is 26.8% (1.4%).

Branson, Lorek, and
Pagach (1995)

223 firms from
1988 through
1989.

ARIMA model,
requiring 11 years
of complete data.

One quarter
ahead.

The median absolute percentage
forecast error (Actual -
predicted)/actual)) from TS minus
analysts’ forecasts is 7.22%.

Conditional on the firm
being small: earnings
variability — positive; firm
size — negative
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Figure 3: Mean assets for firms with (in maroon) and
without (in blue) earnings forecasts on I/B/E/S
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A re-examination of analysts’ superiority over time-series forecasts of annual earnings

Abstract: In this paper, we re-examine the widely-held belief that analysts’ earnings per share
(EPS) forecasts are superior to forecasts from a time-series model. Using a naive random walk
time-series model for annual earnings, we investigate whether and when analysts’ annual EPS
forecasts are superior. We also examine whether analysts’ forecasts approximate market
expectations better than expectations from a simple random walk model. Our results indicate
that simple random walk EPS forecasts are more accurate than analysts’ forecasts over longer
forecast horizons and for firms that are smaller, younger, or have limited analyst following.
Moreover, analysts’ superiority is less prevalent when analysts forecast large changes in EPS.
These findings recharacterize generalizations about the superiority of analysts’ forecasts over
even simple time-series-based earnings forecasts and suggest that they are incomplete and/or
misleading. Our findings suggest that in certain settings, researchers can reliably use time-

series-based forecasts in studies requiring earnings expectations.
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A re-examination of analysts’ superiority over time-series forecasts of annual earnings

1 Introduction

Research on analysts’ forecasts originated from a need within capital markets research to
find a reliable proxy for investor expectations of earnings per share (EPS). The need for a proxy
was necessitated by a growing interest in the relation between accounting earnings and stock
returns that began with Ball and Brown (1968). Prior to the widespread availability of analysts’
forecasts, much capital markets research was aimed at better understanding the time-series
properties of earnings in an effort to gauge the association between earnings expectations and
stock prices (e.g., Ball and Watts 1972; Brooks and Buckmaster 1976; Albrecht et al. 1977;
Salomon and Smith 1977; Watts and Leftwich 1977). Numerous time-series specifications are
examined in these studies, but the overall evidence points towards sophisticated time-series
models of annual earnings rarely providing an economically significant improvement over a
simple random walk model in terms of reduced forecast errors. This led Brown (1993, 295) to
observe that the general consensus among researchers is that earnings follow a random walk,
which he states was “pretty much resolved by the late 1970s.”

In a parallel stream of studies between 1968 and 1987, many researchers examined
whether analysts’ forecasts are superior to time-series forecasts. The culmination of that
research is Brown et al. (1987a), who conclude that analysts’ forecasts are superior to time-Series
forecasts because of both an information advantage and a timing advantage. This conclusion
was followed by a sharp decline in research on the properties of time-series forecasts. Indeed, in

a review of the capital markets literature, Kothari (2001, 145) observes that the time-series

! We note that prior research finds consistent evidence that sophisticated time-series models of quarterly earnings
outperform a simple random walk model (see, for example, Lorek (1979) and Hopwood et al. (1982)). However, we
focus our examination on forecasts of annual earnings as we explain later in the introduction.
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properties of earnings literature is fast becoming extinct because of “the easy availability of a
better substitute” which is “available at a low cost in machine-readable form for a large fraction
of publicly traded firms.”* Thus, it appears that academics have generally concluded that
analysts’ forecasts of annual earnings are superior to those from time-series models.

In this paper, we re-examine the widely-held belief that analysts’ annual EPS forecasts
are superior to those from time-series models. We do this by comparing the performance of
simple random walk annual earnings forecasts to that of analysts’ annual earnings forecasts, and
by correlating the associated forecast errors with long-window market returns. Given
information and timing advantages (Brown et al. 1987a), it seems improbable that analysts
would not provide more accurate forecasts than a simple random walk model. However, the
prior research upon which the conclusion that analysts are superior is based is subject to
numerous caveats (e.g., small samples, bias towards large firms, questionable economic
significance, etc.), as we further discuss below. Moreover, analysts are subject to a number of
conflicting incentives that can result in biased or inaccurate forecasts (Francis and Philbrick
1993; Dugar and Nathan 1995; McNichols and O’Brien 1997; Lin and McNichols 1998).

As noted in Bradshaw (2009), the accounting literature is unique in its conclusion that
expert forecasts are superior to forecasts from time-series models. For example, findings from
research in economics, genetics, and physics are largely consistent with time-series models
outperforming experts.®> Obviously, forecasts of macroeconomic variables like interest rates,

unemployment, and GDP are different from forecasts of accounting earnings because firm

Z Kothari (2001, 153) further states that “conflicting evidence notwithstanding, in recent years it is common practice
to (implicitly) assume that analysts’ forecasts are a better surrogate for market’s expectations than time-series
forecasts.”

® For example, in the economics literature, Belongia (1987) examines expert and time-series forecasts of interest
rates and finds that time-series forecasts are more accurate. Similarly, Fintzen and Stekler (1999) and Loungani
(2000) find that time-series forecasts of recessions and of gross domestic product (GDP) are more accurate than
expert forecasts. In addition, in the genetics literature, Orr (1998) finds that random walk describes the time-series
properties of genetic drift, and in physics, Mazo (2002) finds that random walk describes Brownian motions.
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managers can affect both analysts’ forecasts (through guidance) and accounting earnings
(through financial reporting discretion) (Watts and Zimmerman 1990; Matsumoto 2002). This
interaction clearly gives financial analysts’ forecasts of EPS an advantage vis-a-vis expert
forecasts of ‘less controllable’ economic outcomes like interest rates or GDP.

Furthermore, relative to the extensive amount of analyst forecast data currently available,
the empirical results of the early studies examining analysts versus time-series models are based
on very small samples. For example, Brown and Rozeff (1978) use forecasts for only 50 firms
from 1972 through 1975, and Fried and Givoly (1982) — arguably the most extensive sample in
this early literature — use forecasts for only 424 firms from 1969 through 1979. In addition to the
limited availability of machine readable data when these studies were performed, another
explanation for the small sample sizes is the data demands of ARIMA models, which require a
long time series of earnings (e.g., 10 to 20 years) to estimate time-series parameters. Other
common research design choices, such as the selection of only December fiscal year-end firms or
only firms trading on the New York Stock Exchange (which bias samples towards large, mature,
and stable firms), may also affect early results. Finally, as is well-known, the firms followed by
analysts are biased towards larger firms with institutional following (Bhushan 1989) and with
more extensive disclosures (Lang and Lundholm 1996), which censors the availability of
analysts’ forecasts for other firms. The generalizability of the early evidence on analysts’
forecast superiority is accordingly limited, as is made clear by descriptions in these studies about
their sample characteristics and by other important caveats.

Researchers now utilize analysts’ earnings forecasts as a proxy for expected earnings for
samples of firms that are not well-represented in these early studies. For example, Lee (1992),

Clement et al. (2003), and Jegadeesh and Livnat (2006) use analysts’ forecasts to proxy for



earnings expectations for small firms (which are underrepresented in the early studies on the
accuracy of analysts’ versus time-series forecasts). Similarly, researchers sometimes use
analysts’ forecasts of earnings over horizons that are not represented in these early studies
(which rarely examine forecast horizons beyond one year). For example, in the valuation and
cost of capital literature (e.g., Frankel and Lee 1998; Claus and Thomas 2001; Gebhardt et al.
2001; Easton et al. 2002; and Hribar and Jenkins 2004), analysts’ earnings forecasts are often
used as a proxy for longer-horizon earnings expectations, such as two- to five-year-ahead
earnings. One notable exception is Allee (2010) who utilizes exponential smoothing time-series
forecasts for two-year horizons to estimate the firm-specific cost of equity capital. He finds that
cost of equity capital estimates using time-series forecasts are reliably associated with risk
proxies (e.g., market volatility, beta, leverage, size, book-to-price, etc.) and concludes that
researchers and investors may use time-series forecasts of earnings to estimate the implied cost
of equity capital for firms not covered by analysts.

Our empirical tests are based on annual earnings with forecast horizons ranging from 1
month through 36 months. We focus solely on annual earnings because we are interested in
evaluating analysts’ superiority over both short and long forecast horizons and the availability of
quarterly analysts’ earnings forecasts is generally limited to several quarters ahead. Furthermore,
it is unlikely that random walk forecasts are superior to analysts’ forecasts in the quarterly
setting, where both the information and timing advantage of analysts are greatest.* Our focus on
annual earnings forecasts is also consistent with the extensive use of these forecasts in research
on the cost of equity capital and valuation, where longer horizon forecasts are the most cogent in

terms of their influence on valuation-related estimates.

* We do not directly examine this conjecture, but our near-term forecasts of annual earnings are analogous to
quarterly forecasts for the fourth quarter and for these very short forecast horizons, the results are consistent with
analysts dominating time-series models.



We document several surprising findings. First, for longer forecast horizons, analysts’
forecasts do not consistently provide more accurate estimates of future earnings than time-series
models, even when analysts have timing and information advantages. Second, for forecast
horizons where analysts are more accurate than random walk forecasts (i.e., shorter forecast
horizons of several months), the differences in forecast accuracy are economically small. Third,
random walk forecasts are more accurate than analysts’ forecasts for estimating two-year-ahead
earnings in approximately half of the forecast horizons analyzed, and random walk forecasts
strongly dominate analysts’ forecasts of three-year-ahead earnings. Fourth, over longer forecast
horizons, analysts’ forecast superiority is prevalent only in limited settings, such as when
analysts forecast negative changes or small absolute changes in EPS. Finally, the associations
between random walk versus analysts’ forecast errors and stock returns track the results of our
forecast accuracy tests. Over the shortest forecast horizon, when analysts’ forecasts and earnings
announcements occur almost simultaneously, the association between analysts’ forecast errors
and returns is three times larger than that between random walk forecast errors and returns.
However, over longer forecast horizons, returns are more strongly associated with random walk
forecast errors than with analysts’ forecast errors, suggesting that random walk forecasts are a
better proxy for market expectations of earnings than consensus analysts’ forecasts over all but
very limited forecast horizons.

These results conflict with common (often implicit) assertions that analysts’ forecasts are
uniformly a better proxy for investor expectations than are forecasts from time-series models.
For example, Frankel and Lee (1998, 289) state that I/B/E/S earnings forecasts “should result in a
more precise proxy for market expectations of earnings.” They use these forecasts as a proxy for

expected earnings for horizons of up to three years. Similarly, Easton et al. (2002) proxy for



expected earnings using analysts’ forecasts for horizons of up to four years, and Claus and
Thomas (2001) use analysts’ forecasts for horizons of up to five years. The evidence that time-
series forecasts perform as well or better than analysts’ forecasts suggests that the
generalizability of research typically confined to firms for which analysts forecast long-term
earnings (i.e., large, mature firms) might be reliably enhanced by substituting time-series
forecasts for those of analysts and by expanding the samples of firms examined.

Although the tenor of our conclusions appears to contradict conclusions in early analysts’
forecast research and questions the use of analysts’ forecasts in more recent studies, we
emphasize that early research was deliberate in its sample selection and other research design
choices, and the conclusions were drawn appropriately. As in many literatures, it is the
subsequent researcher who over-generalizes findings in the prior literature (Bamber et al. 2000).
The early research examines the relative accuracy of time-series versus analysts’ forecasts using
samples of firms that are large, mature, and stable, and studies fairly limited forecast horizons.
For these types of firms, over relatively short horizons, we also find that analysts’ forecasts
consistently outperform forecasts from a random walk model (and from all of the other time-
series models that we evaluate).”> However, we do emphasize that for all but the very shortest of
forecast horizons, analysts’ forecast superiority is economically small for the average firm.
Moreover, for smaller firms and for firms with low analyst following, we find that analysts’
superiority is quite small, and over longer horizons, analysts’ forecasts are not superior to

random walk forecasts.

® In untabulated analyses, we also find that random walk forecasts are superior to forecasts from more complicated
time-series models such as random walk with a drift. This superiority exists for two reasons. First, analysts are
better at estimating earnings for firms with sufficient data to calculate the time-series parameters in some
complicated time-series models because longer time-series availability is associated with more mature firms.
Second, adding time-series parameters to a random walk forecast does not help much because the negative serial
correlation in EPS changes is very small.



Our study is also subject to an unavoidable sample bias because to assess analysts’
forecasts relative to time-series forecasts, we are necessarily constrained to use data for firms
with available analyst forecasts. Thus, we cannot avoid biasing our sample towards covered
firms. However, as we document, the percentage of firms without analyst coverage has fallen
from more than 50% in the 1990s to approximately 25% and firms without analyst coverage
have median total assets of less than $100 million. A second design choice is that, because
analysts forecast earnings purged of transitory or special items, we use actual earnings per
I/B/E/S (rather than earnings from Compustat) to calculate forecast errors based on analysts’
forecasts and random walk. This is necessary in order to make the analyst and random walk
forecast errors comparable.

The remainder of this paper proceeds as follows. In section 2, we review the prior
literature. We describe our data and develop hypotheses in section 3. We present the results of

our tests in section 4, and section 5 concludes.

2 Prior research and motivation
2.1 Prior Research

Numerous studies examine the time-series properties of annual earnings, motivated by a
need for a well-specified expectations model to be used in asset pricing tests. The early studies
(e.g., Little 1962; Ball and Watts 1972) provide evidence that annual earnings approximate a
simple random walk process. Subsequent studies (e.g., Albrecht et al. 1977; Watts and Leftwich
1977) find that this simple time-series characterization performs at least as well as more complex

models of annual earnings, such as random walk with drift or Box Jenkins.® Based on this

® Albrecht et al. (1977) also show that the choice of scalar is important to the relative accuracy of predictions from
random walk versus random walk with drift models. Specifically, a random walk model outperforms a random walk
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evidence, Brown (1993, 295) concludes that earnings follow a random walk and that this was
“pretty much resolved by the late 1970s.” In addition to the empirical evidence, the random
walk model is advantageous because it does not require a long time series of data, which restricts
the sample size and induces survivor bias.

A stream of literature based on these prior studies compares the accuracy of earnings
forecasts from time-series models to that of analysts’ forecasts. These studies can be broadly
classified into one of two lines of research. The first line asks whether analysts’ forecasts are
superior to forecasts derived from time-series models. These studies are motivated by the
intuition that analysts’ forecasts should be more accurate than time-series forecasts for a number
of reasons (e.g., analysts have access to more information and have a timing advantage), and
these studies provide evidence that analysts’ forecasts are more accurate than time-series
forecasts. For example, Fried and Givoly (1982) argue that analysts’ superiority is related to an
information advantage because analysts have access to a broader information set, which includes
non-accounting information as well as information released after the prior fiscal year. They
compare prediction errors (defined as (forecasted EPS — realized EPS) / |realized EPS|) based on
analysts’ forecasts made approximately eight months prior to the fiscal-end date to those based
on forecasts from two time-series models. The eight-month forecast horizon roughly
corresponds to the annual forecast horizon of time-series models based on earnings releases,
which typically occur by four months after fiscal year-end. Fried and Givoly (1982) report
prediction errors of 16.4 percent using analysts’ forecasts versus 19.3 percent using a modified

sub-martingale random walk model and 20.3 percent using a random walk model.” The

with drift model when earnings are deflated by stockholders’ equity but underperforms when earnings are not
deflated.

" Fried and Givoly (1982) analyze a modified submartingale model that uses the firm’s past earnings growth as the
drift term as well as an index model that uses past earnings growth of the Standard & Poor’s 500 as the drift term.

8



differences among these prediction errors seem small but are statistically significant. Fried and
Givoly (1982) also find that analysts’ forecast errors are more closely associated with security
price movements than are forecast errors from time-series models. Collins and Hopwood (1980)
document similar evidence using a slightly longer forecast horizon. Using forecasts made four
quarters prior to year-end, they find mean analysts’ forecast errors of 31.7 percent compared to
32.9 percent for their most accurate time-series forecast, again, an economically small but
statistically significant difference.

A related line of research investigates the source of this apparent superiority. For
example, Brown et al. (1987Db) find that analysts’ forecast superiority is positively (negatively)
related to firm size (forecast dispersion). Similarly, Brown et al. (1987a) provide evidence
consistent with analysts possessing an information advantage in that they better utilize
information available on the date on which the time-series forecast is made, which Brown et al.
(1987a) label a “contemporaneous advantage,” and with analysts better utilizing information
acquired between the date on which the time-series forecast is made and the date on which the
analysts’ forecast is made, which they label a “timing advantage.” Subsequent research supports
their conclusion that analysts’ superiority is negatively associated with the forecast horizon
(Kross et al. 1990; Lys and Soo 1995). Finally, O’Brien (1988) argues that analysts’ superiority
stems from their use of time-series models along with a broader information set that includes
information about industry and firm sales and production, general macroeconomic information,
and other analysts’ forecasts. Consistent with this, Kross et al. (1990) find that the analysts’

advantage is positively associated with firm coverage in the Wall Street Journal.

Our focus is limited to the random walk model out of simplicity; refinement to incorporate past earnings growth
would likely improve the performance of time-series forecasts relative to analysts’ forecasts, but would require
longer time series, thus biasing the sample.



Collectively, these studies use samples comprised mainly of large firms. One exception
is Branson et al. (1995) who re-examine the question of whether analysts’ forecasts are superior
to forecasts from time-series models using a sample of small market capitalization firms (where
the median market value of equity is $215 million). Using one-quarter-ahead forecasts, they find
that analysts’ forecasts are also more accurate than time-series forecasts for their sample, but
conclude that time-series models might be useful for small firms without analyst following.
More recently, Allee (2010) examines cost of equity capital estimates based on time-series
forecasts, so is able to extend his analyses to firms without analyst following. He uses two-year-
ahead annual forecasts combined with the Easton (2004) implementation of the Ohlson and
Jeuttner-Nauroth (2005) earnings growth valuation model to back-out the implied cost of equity
capital. His results are also encouraging with respect to the usefulness of time-series forecasts in
a valuation setting.

To succinctly summarize and place some structure on the prior research on analysts’
versus time-series forecasts, table 1 summarizes twelve important studies on the relative
performance of time-series and analysts’ forecasts. We compile summary data on the sample
size and time-period, the time-series models investigated, data requirements, treatment of
outliers, forecast horizon, and summary results. Several observations are noteworthy. First,
these studies typically use time-series data from the 1960s and 1970s. Second, the sample sizes
are small by current capital markets research standards, ranging anywhere from only 50 to only a
few hundred firms. Third, the time-series models used require a minimum of 10 years of data,
and some require as many as 20 years of data. Fourth, the forecast horizons studied range from
one quarter ahead in the quarterly setting to 18 months ahead in the annual setting, with the

majority focused on the quarterly forecast horizon. Fifth, forecast accuracy is generally
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evaluated using the absolute value of forecast errors scaled by either actual EPS or stock prices.
Sixth, the reported differences in forecast accuracy between analysts and time-series models are
typically statistically significant and analysts typically ‘win,” but the economic magnitudes of the
differences appear modest at best. Finally, the analysts’ forecast advantage is positively
associated with firm size and is negatively associated with prior dispersion in analysts’ forecasts

and forecast horizon.

2.2 Why re-examine the relative forecast accuracy of analysts versus time-series models?

Two factors, combined with the availability of analysts’ forecasts for a large number of
public firms, motivate our re-examination of the superiority of analysts’ forecasts over time-
series forecasts. First, our review of the accounting and finance literature above suggests that it
took approximately two decades (i.e., the 1970s and 1980s) for the literature to conclude that
analysts are better at predicting future earnings than are time-series models. As Kothari (2001)
notes, due to this conclusion and the increased availability of analysts’ forecast data in machine-
readable form, the literature on time-series models quickly died.®> However, as noted above and
as evident in table 1, this generalized conclusion is primarily based on studies investigating small
samples of firms that are large, mature, and stable, and the margin of analysts’ superiority over
time-series forecasts is not overwhelming. However, analysts’ forecasts are used pervasively in
the literature as proxies for market expectations for all firms, both large and small. This general
reliance on analysts’ forecasts contrasts with Walther (1997), who concludes that the market
does not consistently use analysts’ forecasts or forecasts from time-series models to form

expectations of future earnings; her evidence indicates that market participants place more

8 Since the 1980s, the forecasting literature has focused on refinements to better understand various features of
analysts’ forecasts, such as the determinants of analysts’ forecast accuracy (Clement 1999), bias in analysts’
forecasts (Lim 2001), and the efficiency of analysts’ forecasts with respect to public information (Abarbanell 1991).
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weight on time-series forecasts relative to analysts’ forecasts as analyst following decreases.
Additionally, it is not obvious that analysts are equally skilled at predicting earnings for large
and small firms (or for firms that differ on other dimensions).

The second motivation for our re-examination is that a significant number of firms were
not covered by analysts during the sample periods studied in early research and, therefore, are
excluded from research that requires longer-term earnings forecasts. If analysts’ forecasts over
long horizons are not superior to time-series forecasts, then requiring firms to have available
analysts’ forecasts unnecessarily limits the data upon which this research is based and hence, is a
costly restriction. To get a sense of the cost (in terms of sample exclusion) of requiring analysts’
forecasts, we identify the number of firms with available financial and market data not included
in I/B/E/S. Figure 1 plots of the percentage of public firms with available data in Compustat and
in the Center for Research in Securities Prices (CRSP) that do not have analysts’ one- and two-
year-ahead earnings forecasts and long-term growth forecasts available in I/B/E/S.° As
illustrated in figure 1, the percentage of firms with available Compustat and CRSP data that do
not have one-year-ahead analyst forecast data in 1/B/E/S was approximately 50% through the
early 1990s but in recent years, the percentage of firms without one-year-ahead analyst forecasts
has declined to approximately 25%. Figure 2 plots the median assets of firms with available
Compustat and CRSP data, sorted by whether they are covered by analysts on I/B/E/S. As noted
in prior research, the uncovered firms are considerably smaller (Bhushan 1989). Whereas the
difference in median total assets between covered and not covered firms was relatively small
through the early 1990s, it is now quite large; the median total assets of firms without analysts’

forecasts is generally below $100 million. Thus, broadly speaking, the evidence in figures 1 and

® We identify this sample by starting with all firms in Compustat with positive total assets. We retain all firms with
monthly stock price data as of the fiscal-end month available from CRSP. Finally, we use I/B/E/S data to identify
whether consensus forecast data as of the fiscal-end month are available for the remaining firms.
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2 highlights the sample effects of requiring analysts’ forecasts in terms of excluding otherwise
useable data. As noted in the introduction, we cannot avoid this sample selection issue, but
because analyst coverage is much greater in recent years, we are able to include the majority of

public firms in our analyses.

2.3 Empirical Methodology

In the first set of tests, we compare the accuracy of analysts’ forecasts of annual earnings
to that of time-series forecasts over various horizons ranging from 1 through 36 months prior to
the earnings announcement date. The time-series forecasts that we examine are based on both
annual realizations and annual realizations updated with subsequent quarterly realizations. We
employ a random walk time-series forecast for three reasons. First, as noted above, there is very
little evidence suggesting that more sophisticated time-series models are more accurate than
simple time-series models of annual earnings (Albrecht et al. 1977; Watts and Leftwich 1977,
Brown et al. 1987a). Second, random walk requires no parameter estimates and so, does not
have the data demands of more complicated ARIMA models. That is, using the random walk
forecast rather than more complex time-series models frees us from further data requirements
that would skew our analyses to large, mature firms, as in prior research.*® Third, Klein and
Marquardt (2006) find that losses occur with increasing frequency over time, suggesting that the
earnings process is becoming more volatile. Thus, random walk may be more descriptive than
more complicated ARIMA models.

Consistent with prior studies, we expect analysts’ superiority to decrease as the forecast
horizon increases (Brown et al. 1987a). Next, we investigate settings where we would expect

analysts to have less of an information advantage. That is, we compare the forecast accuracy of

1% In addition, the use of random walk is consistent with Occam’s razor, which advocates simplicity.
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analysts’ forecasts to that of a time-series model for young firms, small firms, and firms with low
analyst following. We also examine how much information analysts add when they forecast
positive versus negative changes in EPS and when they forecast large versus small changes in
EPS.M

In the second set of tests, we examine the association between random walk forecast
errors and stock returns, and the association between analysts® forecast errors and stock returns.*?
Here, we also expect the relative strength of the correlation between analysts’ forecast errors and
returns over the correlation between random walk forecast errors and returns to decrease as the
forecast horizon increases and expect the relative strength of the correlation between analysts’
forecast errors and returns to be lower in settings where analysts should have less of an
advantage or when analysts forecast greater changes in future earnings.

As a final test, we investigate analysts’ superiority in a multivariate setting. For each
forecast horizon, we estimate regressions with our measure of analysts’ superiority as the
dependent variable and proxies for the quality of the information environment, firm risk, and the
analysts’ forecasted changes in earnings as covariates. The objective of this test is to investigate
the incremental impact of these factors on analysts’ superiority and to assess whether the impact

changes across the various forecast horizons.

3 Data
We first collect data from the 1/B/E/S consensus file and from the Compustat annual file.

Our sample spans a 25 year period, from 1983 through 2008. We attempt to impose minimal

1 When analysts forecast no change in EPS, the random walk forecast and the analysts’ forecasts are equal; thus,
analysts’ forecasts differ most from random walk forecasts when analysts forecast large changes in EPS.

12 Thus, we our tests following Foster (1977) who first put forth the dual evaluative criteria of predictive ability and
capital market association.
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constraints on data availability. For a firm-year observation to be included in our sample, the
prior year’s EPS, at least one earnings forecast, the associated stock price, and the EPS
realization for the target year must be available from 1/B/E/S. For supplementary tests using
quarterly data to form annual earnings forecasts, we further require that quarterly EPS
realizations be available from I/B/E/S. We require that sales (our proxy for size) be available
from Compustat for the year immediately preceding the forecast."® Because losses are less
persistent than positive earnings (Hayn 1995), we further limit our analyses to firm-years with
positive earnings in the base year.* In sensitivity analyses, we find that including loss firms
does not change our overall conclusions.”® Finally, for the market-based tests, we require
sufficient monthly data from CRSP to calculate returns over the specified holding periods, which
slightly reduces the sample for these tests.

For each target firm-years’ earnings (EPSt), we collect the I/B/E/S consensus analysts’
forecast made in each of the previous 36 months. For the first 12 previous months (i.e., 0
through 11 months prior), we use FY1 (the one-year-ahead earnings forecast) as the measure of
the analysts’ forecast of earnings, and the EPS one year prior (EPSr.1) as the random walk

forecast of earnings. Thus, for the first year prior to the target year’s earnings announcement, we

3 For the analyses that can be done without Compustat data (i.e., the main results, analyses related to firm age, and
analyses related to the number of analysts following), the Compustat restriction makes no substantive difference in
the results. However, we impose this restriction across all analyses to facilitate sample consistency between the
tables.

! The base year is defined as the year immediately preceding the forecast. For example, letting the target year be
year T, when forecasting one-year-ahead earnings, the base year is year T-1; when forecasting two-year-ahead
earnings, the base year is T-2; etcetera.

> In unreported analyses, we find that random walk forecasts perform poorly for fiscal periods following a loss;
however, analysts’ forecasts also perform poorly for these firms. While including loss firms does not change the
results over horizons of one year or less, the random walk results improve somewhat relative to analysts’ forecasts
for forecast horizons of two and three years when loss firms are included. Although the lack of persistence of losses
makes random walk a poor predictor of future earnings when the base year’s earnings are negative, analysts are
aware of the base year’s earnings before they make their forecasts, so this data restriction does not provide time-
series models with a natural advantage.
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have 12 pairs of forecast errors.'® For each pair, the analysts’ forecast error is the difference
between the analysts’ forecast and realized earnings (EPSt) and the random walk forecast error
is the difference between EPS+.; and EPSy. We then take the absolute value of the forecast errors
and scale by price as of the analysts’ forecast date. We obtain 844,643 consensus forecasts,
representing 77,013 firm-years and 10, 919 firms, with sufficient data to be included in the one-
year-ahead (FY1) analyses.

For the 12 through 23 months prior to the target year’s earnings announcement date, we
use the I/B/E/S forecasts of FY2 (the two-year-ahead earnings forecast). As with the forecasts of
FY1, there are 12 monthly forecasts of FY2. For these months, the random walk forecast of
earnings is equal to EPSt.,. We obtain 715,730 consensus forecasts, representing 68,870 firm-
years and 9, 870 firms, with sufficient data to be included in the two-year-ahead (FY2) analyses.

Finally, for the 24 through 35 months prior to the target year’s earnings announcement
date, we construct estimates of FY3 (the three-year-ahead earnings forecast) because few
analysts forecast three-year-ahead earnings directly. We construct these estimates using the
method outlined in studies like Frankel and Lee (1998), Lee et al. (1999), Gebhardt et al. (2001),
and Ali et al. (2003). This method generates the FY3 forecast from the FY 2 forecast adjusted by
the mean analysts’ long-term growth forecast as follows:

FY3 = FY2 x (1 + LTG%) (1)
where FY2 is defined above and LTG is the long-term growth forecast from I/B/E/S. Thus, to be

included in the FY3 sample, a firm must report positive base year earnings (EPSt.3) and have a

1% Note that when the earnings announcement is made early in the calendar month, there will not be an earnings
forecast in that calendar month. For these observations, there are only 11 forecasts of FY1. Thus, there are
approximately half as many month 0 observations as there are month 1 observations.
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FY?2 forecast and a long-term growth forecast available in I/B/E/S.” We next calculate the pairs
of forecast errors, analogous to the FY1 and FY2 analyses. We obtain 545,354 1/B/E/S
consensus forecasts, representing 53,561 firm-years and 7, 636 firms, with sufficient data to be
included in the three-year-ahead (FY3) analyses.

Our primary random walk-based forecasts of future earnings are simply the lagged annual
realized earnings:

Er_.(EPSy) = EPS;_. €71={1,2,3} (2)
For FY1 forecasts, the random walk forecast is the realized EPS from the previous fiscal year,
and for FY2 (FY3), the random walk forecast is the realized EPS two (three) years prior to the
forecast year. We also examine the sensitivity of the results to the alternative random walk
forecast formed using the sum of the prior four quarters of EPS (QEPSt.;). Note that 11 months
prior to the earnings announcement, the random walk forecast based on annual realizations
(EPSt.1) and the random walk forecast based on quarterly realizations (QEPSt.1) will be equal
because they are based on the same four quarters. However, 9 months prior to the earnings
announcement, EPS+.; will not change but QEPS+.; will be equal to the sum of quarterly EPS
from the prior four quarters (in this case, Q2 through Q4 of the prior year (T-1) and Q1 of the

current year (T)).

4 Results
4.1 Descriptive Statistics
Panel A of table 2 presents descriptive statistics for the 68,870 firm-years with sufficient

data to estimate random walk forecast errors and analysts’ forecast errors 11 months prior to the

" We also test the robustness of our results to using explicit FY3 forecasts when available in I/B/E/S. We find that
our general conclusions are unchanged.
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target earnings announcement. Untabulated statistics reveal that a hypothetical data requirement
of 10 years of prior earnings data (e.g., Fried and Givoly 1982) would eliminate more than 60
percent of the observations, so estimating more complex time-series forecasts would result in a
considerable loss of sample observations. We also find that the mean (median) observation has
only 7.6 (5) analysts following, consistent with a large number of the firms in our sample having
relatively sparse analyst coverage (i.e., only 1 or 2 analysts following).

As noted in table 1, prior literature frequently scales forecast errors by reported earnings
and many important studies in this literature (e.g., Brown and Rozeff 1978; Fried and Givoly
1982; Brown et al. 1987a) winsorize forecast errors at 100 percent. For a sample comprised of
large, mature firms and for forecasts with short horizons, this winsorization rule is reasonable
because it results in very few of the analysts’ forecast errors being winsorized. For example,
Fried and Givoly (1982) find that approximately 0.5 percent of their sample observations have
scaled forecast errors that are greater than 100 percent. Moreover, for the subsample of firms in
our study that are at least 10 years old, we find that one month prior to the earnings
announcement date, only 4.3 percent of scaled absolute analysts’ forecast errors are greater than
100 percent. However, we find that for younger firms and over longer forecast horizons, many
more extreme forecast errors exist. When we include younger firms in the analyses, the
proportion of analysts’ forecast errors (at the same one month forecast horizon) that are greater
than 100 percent of reported earnings increases to 6.0 percent. Moreover, this proportion rises
dramatically as the forecast horizon lengthens.

In panel B of table 2, we present the proportion of the absolute forecast errors (scaled by
reported earnings) that are greater than 100 percent to illustrate the consequences of scaling

forecast errors by reported earnings. Thirty-five months prior to the earnings announcement,
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almost 32 percent of analysts’ forecast errors and 26 percent of random walk forecast errors are
greater than 100 percent. Because winsorizing 32 percent of the sample could severely affect the
reported results, in the analyses that follow, we scale forecast errors by price, as reported in
I/B/E/S.*® Scaling by price limits the number of extreme observations so that less than one
percent of observations for both random walk forecast errors and analysts’ forecast errors are
greater than 100 percent at every forecast horizon. Thus, scaling by price provides a more
accurate picture of the relative forecast accuracy of analysts versus random walk.

In panel C of table 2, we examine the bias in both types of forecasts. We report
descriptive statistics for signed analysts’ forecast errors and signed random walk forecast errors
scaled by price at 11, 23, and 35 months prior to the earnings announcement date. We find that
both forecast errors are biased, and that the absolute magnitudes of the bias for the median
forecast errors are similar, but the biases are in the opposite direction. Specifically, the median
random walk forecasts are negatively biased, while the median analysts’ forecast errors are
positively biased. The negative bias in random walk forecast errors occurs because EPS tends to
grow by approximately 50 basis points per year and the random walk model does not allow for
this growth. Analysts’ forecast errors are biased such that the median analysts’ forecast error is
consistently positive and is much larger at longer horizons. This pattern of bias in analysts’

forecast errors is consistent with findings in Richardson et al. (2004).

4.2 Tests of Analysts’ Superiority Using Absolute Forecast Errors
We present the main results of our tests in table 3. In panel A of table 3, we compare the

forecast accuracy of random walk forecasts based on annual EPS to that of the analysts’

'8 The price reported in I/B/E/S is usually the price at the end of the day prior to the day on which the forecast is
released. However, our results are insensitive to the measurement date for price. Specifically, our results are
essentially unchanged when we scale by the first price for the fiscal year.
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consensus forecasts for the full sample. We calculate the analysts’ superiority over the random

walk model as follows (firm subscripts omitted):

|EPST_1— EPSt|— |Forecasted EPSt yy— EPSt| 3
Pricer y @)

Analysts’Superiority =

where Forecasted EPS is the consensus analysts’ forecast (i.e., FY1, FY2, or FY3) issued M
months prior to the earnings announcement for year T earnings. At each forecast horizon, we
calculate mean Analysts’ Superiority. A positive mean indicates that analysts are superior to a
random walk model at that particular forecast horizon, on average, and a negative mean indicates
that a random walk model is superior to analysts at that particular forecast horizon, on average.®
The first set of columns in panel A, labeled FY 1, presents the mean analysts’ superiority
during months 0 through 11 prior to the earnings announcement. For the full sample, our results
confirm those in the prior literature — analysts’ forecasts are more accurate than forecasts from
time-series models (specifically, forecasts from a random walk model) and their superiority is
more evident as the earnings announcement approaches. For forecasts made in the same month
as the earnings announcement (i.e., 0 months prior), analysts’ forecasts are more accurate than
random walk forecasts by 282 basis points. This result is not surprising given that this is the
forecast horizon where analysts have the greatest timing and information advantages. In other
words, for most firms, the random walk forecast is approximately one year old at this time and
analysts have the advantage of having access to all of the news that has occurred over the year
and to the earnings announcements made in the first three quarters of the year (i.e., to three of the

four quarterly earnings numbers used to calculate EPSt). In contrast, 11 months prior to the

19 Note that the measurement of analysts’ forecast superiority requires matched pairs of random walk forecasts and
analysts’ forecasts. That is, for a given firm-year observation, we require both a random walk forecast (so a prior
earnings realization) and a consensus analysts’ forecast, as well as the reported earnings.
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earnings announcement date, analysts’ superiority is only 35 basis points, which is
approximately 88 percent smaller than analysts’ superiority in month 0.

The second set of columns, labeled FY2, presents the mean analysts’ superiority from 12
through 23 months prior to the earnings announcement. Here, we use the consensus analysts’
forecasts of two-year-ahead earnings and the random walk forecast is earnings reported two
years prior to the target date. Again, analysts’ forecasts are significantly more accurate than
random walk forecasts from 12 through 21 months prior to the earnings announcement, but as
with FY1, their relative superiority falls monotonically as the forecast horizon lengthens.
Moreover, at month 21, analysts’ superiority is only 3 basis points, and by months 22 and 23, the
random walk forecast is significantly more accurate than analysts’ forecasts on average, so time-
series forecasts are superior. However, the difference in accuracy is economically trivial, at 7
and 14 basis points respectively.

The third set of columns, labeled FY3, presents the mean analysts’ superiority from 24
through 35 months prior to the earnings announcement. Again, analysts’ superiority falls
monotonically, from 66 basis points at 24 months prior to -41 basis points at 35 months prior, as
their timing and information advantages increase.

In panel B of table 3, we compare the forecast accuracy of random walk forecasts based
on quarterly EPS (i.e., the sum of EPS for the prior four quarters) to that of the analysts’
consensus forecasts for the full sample. We find that the magnitude of analysts’ superiority is
smaller with quarterly updating than with the annual random walk forecast (reported in panel A)
at every horizon. To illustrate, in panel B, analysts’ superiority ranges from 62 basis points to -
26 basis points, compared to a range of 282 basis points to -41 basis points in panel A. This

decrease in magnitude is to be expected since quarterly updating reduces analysts’ information
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and timing advantages. We also find that the sign and significance of analysts’ superiority for
the FY1 and FY2 horizons are very similar to those in panel A. Specifically, in FY1, we find
that analysts are more accurate at every horizon. In FY2, we find that analysts and random walk
forecasts are no different at 21 and 22 months prior, and that random walk forecasts are more
accurate at 23 months prior. However, in FY3, we find a marked difference from the pattern in
panel A. Here, random walk forecasts are more accurate than analysts’ forecasts (or, at least, as
accurate as analysts’ forecasts) for almost all horizons.

Finally, in panel C of table 3, we compare the forecast accuracy of random walk forecasts
using explicit FY3 forecasts to that of the analysts’ consensus forecasts for the full sample. By
construction, the results for FY1 and FY2 are identical to those in panel A. For FY3, we find
that analysts’ superiority falls monotonically from 54 basis points at 24 months prior to 20 basis
points at 35 months prior. This pattern is similar to that in panel A, but the magnitudes are
smaller at every horizon in FY3.

Overall, the results presented in table 3 reveal that, consistent with prior literature,
analysts are better than time-series models at predicting earnings over relatively short windows.
However, as the forecast horizon grows, analysts’ superiority decreases and becomes negative,
so that random walk forecasts are superior to analysts’ forecasts when the forecast horizon is
sufficiently long. Moreover, the results across the various panels reveal that quarterly updating
to the random walk forecasts reduces the magnitude of analyst superiority and that random walk
forecasts for FY3 based on long-term growth forecasts and explicit FY3 forecasts are very
similar. For the remainder of our analyses, we focus on random walk forecasts based on annual
EPS because these forecasts give the analysts the greatest information and timing advantages,

thus biasing our results against random walk.
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4.2.1 Partitioning on firm age

Table 4 partitions observations based on firm age, measured as the number of years that
the firm’s earnings have been reported in I/B/E/S. Because samples in prior literature are
comprised of mature firms, we separate observations into young firms versus mature firms to
compare the relative forecast accuracy between the two groups. Panel A reveals that even one-
year-ahead earnings are much more difficult to forecast for young firms than for mature firms.
Specifically, for firms in their first year on I/B/E/S, the mean analysts’ forecast error 11 months
prior is 409 basis points while the matching random walk forecast error is 426 basis points. For
firms that have been on I/B/E/S for at least five years, the mean analysts’ forecast error is
approximately 25 percent smaller, at 305 basis points, while the random walk forecast error is
347 basis points. Thus, it appears that mature firms are inherently more predictable, and
although the random walk forecast error is smaller for mature firms than for young firms, the
superiority of analysts’ forecasts is greater for mature firms. For firms in their first year on
I/B/E/S, analysts’ superiority is only 18 basis points, but for the firms that are at least five years
old, analysts’ superiority is 41 basis points.

The difference in second year forecast accuracy is even more striking. At month 23,
analyst superiority is negative for firms that are four years old or less, indicating random walk
forecast superiority. Moreover, for firms in their first year on I/B/E/S, the differences are quite
large, with random walk forecast superiority of 56 basis points. Thus, for firms in their first year
on I/B/E/S, analysts’ forecasts are less accurate than random walk forecasts by more than one-
half percent of price at the 23 month forecast horizon. In contrast, for firms that have been on
I/B/E/S for at least five years, analysts’ forecasts are only slightly more accurate than random

walk forecasts (by 3 basis points).
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The results for FY3 presented in panel C are even more striking. At month 35, time-
series forecast superiority is evident regardless of firm age. For firms in their first year on
I/B/E/S, random walk forecasts are superior to analysts’ forecasts by 116 basis points. However,
for firms that have been on I/B/E/S for at least five years, the superiority of random walk
forecasts is only 12 basis points at month -35.

4.2.2 Partitioning on firm size

Table 5 partitions observations based on firm size or on analyst following. To partition
on firm size, each year, we partition all firms on Compustat with positive sales into two groups,
large firms and small firms, using the median sales in the year as the threshold. Because I/B/E/S
firms are generally larger than Compustat firms, fewer than half of the firms are classified as
small using this threshold. As reported in panel A, analysts’ superiority for small firms is much
smaller than for large firms. In fact, for small firms, random walk is superior in 5 and 10 of the
12 monthly forecast horizons during FY2 and FY 3, respectively. Moreover, some of these
differences are economically significant. For example, at the 23 month forecast horizon, the
difference is almost one and a half percent of price, and at the 35 month forecast horizon, the
difference is more than one percent of price.

4.2.3 Partitioning on analyst following

In panel B, we report similar results for lightly followed firms (i.e., those followed by one
or two analysts). While analysts’ forecasts are superior in most months, for early fiscal-year
forecasts, the difference in the accuracy of random walk forecasts and analysts’ forecasts is
economically trivial (e.g., it is only 12 basis points 11 months prior). Consistent with the results
in table 4, results for FY2 and FY3 are similar, with random walk forecasts dominating analysts’

forecasts at numerous forecast horizons.
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4.3 The Relation between Analysts’ Superiority and the Sign of the Forecasted Change in EPS

Table 6 partitions observations based on the sign of the analysts’ forecasted change in
EPS. Comparing the results in panels A (positive forecasted changes) with those in panel B
(negative forecasted changes) across all horizons, we find that analysts forecast negative
earnings changes less often than positive earnings changes, but when they do forecast negative
changes, analysts’ superiority is much stronger. Most strikingly, at 11 months prior to the
earnings announcements, analysts’ superiority is less than 1 basis point for the 59,086 positive
forecasted changes in EPS, and is 209 basis points for the 11,789 negative forecasted changes in
EPS.

We find similar evidence over FY2 forecast horizons. At 23 months prior to the earnings
announcement, random walk forecasts are superior to analysts’ forecasts by 29 basis points (see
panel A) when analysts forecast positive changes in EPS. However, over this same horizon,
analysts’ superiority is 168 basis points when analysts forecast negative changes in EPS (see
panel B). Here, we also find that analysts rarely forecast negative changes in two-year-ahead
EPS. For example, at month -23, there are 47,260 positive forecasted changes and only 3,903
negative forecasted changes.

Finally, for FY3, when analysts forecast positive changes in EPS, random walk forecasts
are superior to analysts’ forecasts starting 30 months prior to the earnings announcement. The
difference between analysts’ forecast error and random walk forecast error is almost one half
percent of price in month -35. However, when analysts forecast negative changes in earnings,
analysts’ superiority is very large, ranging from 8.52 percent of price at month -24 to 10.6

percent of price at month -35. That said, the small number of negative forecasted changes in
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FY3 across these horizons indicates that analysts very rarely forecast negative changes in three-
year-ahead earnings (i.e., approximately 1 in 1,000 forecasted changes are negative over this

horizon).

4.4 The Relation between Analysts’ Superiority and Absolute Forecasted Change in EPS

Table 7 partitions observations based on the absolute magnitude of the analysts’
forecasted change in EPS. As discussed above, when analysts forecast no change in EPS, the
random walk forecasts and the analysts’ forecasts are equal. Thus, to further examine whether
analysts’ superiority varies with the forecasted change in EPS, we partition the observations into
small, moderate, and large forecasted changes in EPS. For this analysis, we calculate the
absolute value of the analysts’ forecasted change in EPS and let the lowest and highest 33
percent represent small and large forecasted changes respectively. The difference in analysts’
superiority between the extreme forecasts and the moderate forecasts is always large, but the
direction of the effect differs for short and long forecast horizons.

Comparing the results in panel A (for the partition with the least extreme forecasted
changes) with those in panel B (for the partition with the most extreme forecasted changes), we
find that for short horizons (i.e., FY1 forecasts), analysts’ superiority is strongest when the
absolute forecasted change in EPS is extreme. At the one month forecast horizon, for the group
of firms with the smallest forecasted change, analysts’ superiority is only 44 basis points, but for
the group of firms with the largest forecasted change, analysts’ superiority is 570 basis points.
However, this relative superiority deteriorates as the horizon lengthens. For example, for the
group of firms with small forecasted changes, analysts’ superiority is only 17 basis points 10

months prior to the earnings announcement, while at the same horizon, analysts’ superiority is
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117 basis points for the group of firms with large forecasted changes. Although analysts’
superiority diminishes as the horizon lengthens, in the first year, analysts’ superiority is always
significantly greater for the group of firms with large forecasted changes in EPS than for the
group of firms with small forecasted changes in EPS.

The results differ, however, over longer horizons. For the group of firms with small
forecasted changes, analysts’ forecasts are more accurate than random walk forecasts over each
of the 36 monthly horizons in FY2. However, for the group of firms with large forecasted
changes, random walk dominates in a large number of forecast horizons. At 23 months prior to
the earnings announcement, when analysts have no timing advantage and a slight information
advantage, random walk forecasts are 61 basis points more accurate than analysts’ forecasts for
the group of firms with large forecasted changes and are 27 basis points more accurate for the
group of firms with small forecasted changes. In addition, analysts are not superior to random
walk for the group of firms with large forecasted changes in FY2 until month 18, when analysts
have a 4 month timing advantage. This compares to month 21 for the full sample.

The difference in accuracy between the groups with large versus small forecasted
changes is even greater for forecasts made for FY3. As with two-year-ahead forecasts, analysts’
forecasts of three-year-ahead earnings are always superior to random walk forecasts for the
group of firms with the least extreme forecasted changes in EPS. However, for the groups of
firms with the most extreme forecasted changes, analysts’ superiority is significantly positive in
only 3 of the 12 forecast horizons; this occurs 26 months prior to the earnings announcement,
when analysts have an 9 month timing advantage. From 28 through 35 months prior to the
earnings announcement, random walk forecasts are superior to analysts’ forecasts, and the

difference is 69 basis points at the 35 month horizon. In other words, when analysts forecast
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large changes in three-year-ahead earnings, a simple random walk estimate of those earnings is
more accurate by approximately 70 percent of price on average. Over the same horizon, when
analysts forecast a small change in earnings, their forecasts are more accurate than a simple

random walk estimate by approximately 20 percent of price.

4.5 Tests of Analysts’ Superiority Using Market Expectations

Next, we examine the associations between time-series forecast errors and stock returns
and between analysts’ forecast errors and stock returns over various forecast horizons. To the
extent that stock prices react to earnings surprises, higher associations between forecast errors
and stock returns indicate a greater correspondence between the forecasts and ex ante market
expectations. We regress stock returns measured from the month of the forecast through the
month of the earnings announcement on forecast errors from random walk and analysts’
forecasts using a seemingly unrelated regression system:

Returnry = a+ [ (EPSy_1 — EPSt) + &7 4)

Returnry = a+ b (Forecasted EPSy y — EPSt) + er (5)
The coefficient f measures the relation between returns and random walk forecast errors, and the
coefficient b measures the relation between returns and analysts’ forecast errors. We report tests
on the ratio of the regression coefficients fto b. We estimate this system for each of the 36
forecast horizons from 0 months prior (i.e., when analysts’ forecasts and earnings are announced
in the same month) to 35 months prior to the earnings announcement. Thus, we measure stock
returns and forecast errors contemporaneously such that the returns accumulation period and the

forecast horizon are equal. For example, when the forecast horizon is 12 months in length, the
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returns accumulation period is also 12 months in length and the forecast horizon and returns
accumulation period represent the same 12 months.

In panel A of table 8, we present the estimation results for models (4) and (5) across all
forecast horizons using annual EPS. As the forecast horizon lengthens, the association between
stock returns and forecast errors increases for both random walk and analysts’ forecasts. The
random walk coefficient ranges from 0.069 in the 1 month forecast horizon regression to 3.454
in the 24 month forecast horizon regression. Similarly, the analysts’ forecast coefficient ranges
from 0.148 in the 1 month forecast horizon regression to 3.354 in the 24 month forecast horizon
regression. While the coefficients on both errors increase with the length of the forecast horizon,
they grow at different rates.

We find that the relative weights that the market seems to assign to random walk forecast
errors and analysts’ forecast errors tend to track fairly closely to the accuracy tests in table 3.
Over the shortest forecast horizon, when analysts’ forecasts and earnings announcements
coincide in the same calendar month, the association between stock returns and random walk
forecast errors is 47 percent of the association between stock returns and analysts’ forecast
errors. However, the relative magnitudes of the stock return associations grow nearly
monotonically, so that at the 11 month forecast horizon, the random walk coefficient is 72
percent of the analysts’ forecast error coefficient. To summarize, at the one year horizon,
analysts’ forecasts dominate random walk-based forecasts as a proxy for market expectations,
which mirrors the accuracy results from table 3. However, the relative ability of analysts’
forecasts to proxy for market expectations is much stronger at the one month forecast horizon

than over longer forecast horizons.
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The pattern for FY2 forecasts is similar, but analysts’ forecasts are a significantly better
proxy for market expectations than random walk forecasts only for horizons shorter than 21
months. For the 23 month forecast horizon, the random walk forecast is a significantly better
proxy for market expectations, on average. Finally, for forecasts of FY3, analysts’ forecasts are
a better proxy in only 6 of the 12 months. For forecast horizons of 32 through 35 months,
random walk is again a significantly better proxy for market expectations. Overall, it appears
that market expectations track fairly closely to the forecast accuracy results. Over horizons
where analysts’ forecasts are more accurate than random walk forecasts, analysts’ forecasts seem
to provide a better proxy for market expectations. However, over horizons where random walk
forecasts are more accurate than analysts’ forecasts, random walk forecasts seem to provide a
better proxy for market expectations.

In panel B of table 8 we present the results using random walk forecasts based on
quarterly EPS (i.e., the sum of EPS for the prior four quarters). For FY1, we find that random
walk forecasts are as good a proxy for market expectations as analysts’ forecasts in the month of
the earnings announcement. Thereafter (i.e., in months 1 through 11), we find that analysts’
forecasts are a better proxy for market expectations. In addition, in FY2, we find that analysts’
forecasts are the better proxy for market expectations in only 5 of the 12 months, and in FY3,
random walk forecasts are a better proxy in all of the months.

4.5.1 Partitioning on firm size and on analyst following

Panels A and B of table 9 present the estimation results for models (4) and (5) for small
firms and for lightly followed firms, respectively. In panel A, for FY1, we find that /b ranges
from 44 percent for the shortest forecast horizon to 84 percent for the 11 month forecast horizon.

Moreover, analysts’ forecasts are no better than random walk forecasts as a proxy for market
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expectations 10 and 11 months prior to the earnings announcement. For FY2 and FY3, we find
that analysts’ forecasts are no better than random walk forecasts over horizons of 19 through 23
months and 26 through 31 months prior to the earnings announcement, respectively, and that
random walk forecasts dominate analysts’ forecasts over horizons of 32 through 35 months prior.

The results for lightly followed firms are reported in panel B, and are very similar to
those reported in panel A (for small firms) for FY'1 and FY2. That is, analysts’ forecasts
dominate random walk forecasts as a proxy for market expectations only over shorter forecast
horizons. For three-year-ahead forecasts, analysts’ forecasts are not a better proxy than random
walk forecasts starting in month 30. Overall, the results reported in table 9 for small and lightly
followed firms are consistent with the analysts’ forecast accuracy results reported in table 5.
4.5.2 Partitioning on the sign of the forecasted change in EPS

Panels A and B of Table 10 present the estimation results for models (4) and (5) for firms
with positive and negative forecasted changes in EPS, respectively. In panel A, when analysts
forecast increasing EPS, we find that analysts’ forecasts are no better than random walk forecasts
as a proxy for market expectations across all horizons. Moreover, beginning 7 months prior to
the earnings announcement, random walk forecasts dominate analyst forecasts. In stark contrast,
in panel B, when analysts forecast decreasing EPS, we find that analysts’ forecasts dominate
random walk forecasts as a proxy for market expectations across all horizons. This evidence is
consistent with that presented in table 6 and suggests that analysts do much better than random
walk forecasts when they forecast negative changes in earnings.
4.5.3 Partitioning on the absolute forecasted change in EPS

Panels A and B of table 11 present the estimation results for models (4) and (5) for firms

with small and large analysts’ forecasts of the change in EPS, respectively. In panel A, for FY1,
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FY2, and FY3, we find no statistical differences between the coefficients on the random walk
forecast errors and on the analysts’ forecast errors when analysts forecast the least extreme
changes in EPS. Thus, analysts’ forecasts are no better than random walk forecasts as a proxy
for market expectations when analysts forecast small changes in EPS.

In panel B, we present the results when analysts forecast the most extreme changes in
EPS. For FY1, we find that analysts’ forecasts dominate random walk forecasts as a proxy for
market expectations in all months. However, in FY2, we find that random walk forecasts are as
good a proxy for market expectations as analysts’ forecasts over horizons greater than 22
months, and in FY3, we find that random walk forecasts dominate for horizons of 34 and 35
months. Overall, the market expectation results in Table 11 track fairly closely to the forecast

accuracy results presented previously.

4.6 Multivariate Tests
As a final test, we investigate analysts’ superiority in a multivariate setting which
controls for the information environment of the firm as well as for risk factors. Specifically, we
estimate the following regression separately for each of the 36 forecast horizons:
Analysts’ Superiorityr y = Yo + v1 #4Analystsy + y, STDy y + v3 BTMr_
+ y4 Sales 7_1 + ys Forecast Increaser i + vg |Forecast Al y +
+y;Post FDr y + €7 (6)
where: #Analysts is the number of analysts in the consensus forecast of EPS in year T made in
month M; STD is the standard deviation of analysts’ forecasts for year T earnings as measured in

month M; BTM is the book-to-market ratio (from Compustat) measured at the end of year T-1;

Sales (from Compustat) is measured at the end of year T-1; Forecast Increase is an indicator
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variable set equal to one if analysts forecast a positive change in EPS and to zero otherwise;
|Forecast4| is the absolute value of the forecasted change in EPS (i.e., |Forecasted EPSt —
EPSr.1]) implied by the analysts’ forecast of year T earnings as measured in month M; and Post
FD is an indicator variable set equal to one if the forecast is issued after passage of Regulation
Fair Disclosure in October 2000, and zero otherwise. We include this control for the pre- versus
post-Regulation Fair Disclosure (Reg FD) environment based on evidence in prior research that
after passage of Reg FD, analysts invest more time gathering information about the firms they
cover and that their forecasts are less biased (see, e.g., Mohanram and Sunder (2006) and Drake
and Myers (2009)).

In table 12, we present the estimation results for equation (6) for each of the 36 forecast
horizons. We find that the book-to-market ratio, sales revenue (size), the forecasted increase in
EPS indicator variable, the absolute value of the analysts’ forecasted change in EPS, and the Post
FD indicator variable are all significantly related to the level of analysts’ superiority over almost
every forecast horizon. In addition, the number of analysts’ estimates and the standard deviation
of the estimates are significantly related to the level of analysts’ superiority in the majority of the
forecast horizons. Although several factors (such as the number of analysts and sales) are
correlated with one another, each is significantly related to analysts’ superiority over the vast
majority of horizons. In addition, the most consistent and strongest relation is that the forecasted
increase in EPS indicator variable is highly significant at every horizon. For forecasts that are in
the same fiscal year as the earnings being forecasted (i.e., FY1 forecasts), the coefficient on the
forecasted increase indicator variable is consistently negative, revealing that analysts’ forecasts
of decreasing EPS are more accurate than random walk forecasts across all forecast horizons.

This is true even after controlling for the number of forecasts, variance in those forecasts, size,
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book-to-market, the absolute forecasted change in EPS, and whether the forecast is made post
Reg FD. We also find that the coefficient on the post Reg FD indicator variable is positive and
significant in all but 4 of the 36 horizons, suggesting that the regulation has lead to an increase in

the accuracy of analysts’ forecasts.

5 Conclusion

In this paper, we show that the widely held belief that analysts’ forecasts of annual
earnings are superior to time-series forecasts is not fully descriptive. Although analysts’
earnings forecasts consistently beat random walk earnings forecasts over short windows, for
longer forecast horizons, analysts’ superiority declines, and at certain horizons, analysts’
forecasts are dominated by random walk forecasts. This is especially true for small firms, young
firms, thinly followed firms, and when analysts forecast positive or more extreme changes in
earnings. We link this finding to stock returns, and show that the market seems to rely on
random walk forecasts (or similar simple models of earnings) at longer horizons, but tends
towards analysts’ forecasts as the forecast horizon becomes shorter.

While our results are not inconsistent with prior literature that concludes that analysts’
forecasts are superior to forecasts from time-series models in a general sense, we find that over
longer horizons, analysts’ forecasts lose their relative superiority to time-series forecasts. In fact,
we show that even a simple random walk forecast performs as well, in both an economic and
statistical sense, relative to analysts’ forecasts. This is important because analysts’ forecasts are
not available for a large number of firms. Our findings suggest that investors can reasonably rely
on random walk forecasts when implementing long-term buy-and-hold valuation strategies, and

similarly, researchers interested in phenomena that require longer-term earnings expectations can
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work with larger samples than those comprised of firms with long-term analysts’ forecasts. In
addition, because our results suggest that the use of a simple random walk model to form
forecasts in securities analysis is feasible, we suggest that declining analyst coverage alleged to
have resulted from increased regulation in the securities industry (Mohanram and Sunder 2006)
may be less detrimental than some assume.

It is important to note that our results do not refute the results of studies that use analysts’
forecasts to proxy for market expectations. Moreover, our finding that random walk forecasts
are more accurate than analysts’ forecasts over long horizons does not imply that random walk
forecasts would improve prediction models of firm value, the cost of capital, or stock returns.

We leave these issues for future research.
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